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BEURLING-FOURIER ALGEBRAS ON LIE GROUPS AND THEIR SPECTRA

MAHYA GHANDEHARI, HUN HEE LEE, JEAN LUDWIG, NICO SPRONK,

AND LYUDMILA TUROWSKA

ABSTRACT. We investigate Beurling-Fourier algebras, a weighted version of Fourier alge-

bras, on various Lie groups focusing on their spectral analysis. We will introduce a refined

general definition of weights on the dual of locally compact groups and their associated

Beurling-Fourier algebras. Constructions of nontrivial weights will be presented focusing

on the cases of representative examples of Lie groups, namely SU(n), the Heisenberg

group H, the reduced Heisenberg group Hr , the Euclidean motion group E(2) and its sim-

ply connected cover Ẽ(2). We will determine the spectrum of Beurling-Fourier algebras

on each of the aforementioned groups emphasizing its connection to the complexification

of underlying Lie groups. We also demonstrate “polynomially growing” weights does not

change the spectrum and show the associated regularity of the resulting Beurling-Fourier

algebras.
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9.2.2. Solving Cauchy functional equation for Ẽ(2) and the final step 80
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1. INTRODUCTION

Let G be a locally compact group and A(G) its Fourier algebra as defined in [10]. We

recall that A(G) is the predual of the von Neumann algebra V N(G) generated by the left

regular representation λ : G→ B(L2(G)), and, moreover, is a dense subalgebra of C0(G).
In a sense which is specified in the theory of locally compact quantum groups, the pair

(A(G), V N(G)) is the Pontryagin dual object to (L1(G), L∞(G)), where we purposely
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suppress mention of the Haar weights. In fact, if G is abelian, then (A(G), V N(G)) ∼=
(L1(Ĝ), L∞(Ĝ)) where Ĝ is the dual group. Hence we expect aspects of the theory of the

convolution algebra L1(G), and related convolution algebras, to be reflected in the theory

of A(G).
Beurling algebras, L1(G,ω) for submultiplicative weights, ω : G → (0,∞) satisfying

ω(xy) ≤ ω(x)ω(y) for x, y in G, are important variants of L1(G), in particular when G
is abelian or is compactly generated. Recently, weighted versions of the Fourier algebra

have been introduced and investigated by various subsets of the present authors [19, 32, 34]

under the name of Beurling-Fourier algebras; see also [41]. These have proved to admit a

rich theory. In [32] properties such as Arens regularity are studied. This is followed up by

[19] where it is shown that Beurling-Fourier algebras can often be isomorphic to algebras

of operators on Hilbert spaces, a property which stands in contrast to A(G) ([33, Prop.

3.1]). In [34], spectral theory and associated properties such as regularity are studied. The

present article is really a continuation on the theme of the latter.

The first goal of the present note is to give a unified treatment to all known examples. In

broad terms, we proceed as follows.

(1) We formulate a general definition of a weight W on the dual of G, which allows

the definition of the Beurling-Fourier algebraA(G,W ) which is commutative. See

Section 3.2.

The definition is in terms of unbounded positive operators. In order to show that the defi-

nition is meaningful, we must proceed to

(2) construct examples of weights W on the dual of G.

To do this, we have three fundamental strategies: we construct central weights, typically

on connected compact groups (Section 3.3.2); we extend certain weights from subgroups

(Section 3.3.3); and we use the Laplacian on certain connected Lie groups, which, in par-

ticular, gives us the polynomial weights (Section 3.3.4). The first step in the analysis of a

commutative Banach algebra is to understand its spectral theory. Hence for every example

that we devise, we

(3) compute the spectrum of A(G,W ).

This turns out to be the most difficult aspect of our theory, and our approach is outlined

below.

Beginning with the influential work of Wiener [50], spectral theory has proved to be an

essential part of understanding a commutative Banach algebra. Of course, our modern un-

derstanding of spectral theory arises from the revolutionary work of Gelfand [16]. Eymard

[10], Saitô [44] and Herz [23] have all given different proofs that the spectrum of A(G)
is identifiable with G. In both [10, 23], spectral synthesis at points plays a key role in the

determination of the spectrum.

Let us consider the case of G abelian. We let

ĜC = {χ : G→ C× | χ is continuous and mutiplicative},
where C× is the multiplicative group of non-zero complex numbers. Then it is straightfor-

ward to see that the spectrum of L1(G,ω) is the set of ω-bounded characters, those χ in

ĜC such that |χ(x)| ≤ ω(x) for all x in G (see [25, Section 2.8]). Notice for χ in ĜC, the

range of any compact subgroup is in T. Hence we expect interesting theory of the spec-

trum only for G with no compact subgroups, i.e. those groups for which Ĝ is connected.

Notice, in the case of connected Lie dual group, i.e. G = Rn × Zm so Ĝ ∼= Rn × Tm,

and we have ĜC
∼= Cn × (C×)m is the complexification of Ĝ. We note that especially in

the case that G = Rn or Zn, and ω bounded away from 0, the set of Fourier transforms

A(G,ω) = {f̂ : f ∈ L1(G,ω)} have been important in the study of spectral properties

of commuting operators on Banach spaces and (systems of) operator equations through

A(G,ω)-functional calculus. Here the analytic structure and spectral synthesis in A(G,ω)
have been significant issues. See, for example, [36, 47].
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When we consider the Beurling-Fourier algebrasA(G,W ), we simultaneously lose any

(a priori) notion of spectral synthesis of points and a straightforward notion of “general-

ized W -bounded character”. Hence this task of understanding the structure of the spec-

trum requires a novel approach. We require a means of allowing complexifications of (in

the present paper) a connected Lie group G to act as operators on L2(G), affiliated with

V N(G), in a manner that interacts nicely with W . Regrettably, there are no general means

of doing so in the literature, so we are forced to devise one ourselves. Our approach en-

tails a large amount of hard analysis, specific to examples. Our mix of unbounded operator

theory, harmonic analysis, and Lie theory appears to be novel and hence an interesting

contribution itself.

1.1. Basic strategy. In [34], three of the present authors considered central weights on

compact groups. Here the dual object Ĝ is the set of equivalence classes of irreducible

representations. They considered functions w : Ĝ → (δ,∞), δ > 0, which satisfy the

submultiplicativity condition

(1.1) w(ρ) ≤ w(π)w(π′)

for any π, π′, ρ ∈ Ĝ such that ρ ⊆ π ⊗ π′, i.e. ρ is a subrepresentation of π ⊗ π′. They,

then, let

A(G,w) =



f ∈ C(G) :

∑

π∈Ĝ

w(π)dπ‖f̂G(π)‖1 <∞





where the norm is given by a weighted sum of the trace norms of the matricial Fourier

coefficients

(1.2) f̂G(π) =

∫

G

f(g)π(g)dg.

In the case that w is the constant function 1, this gives A(G). In this case the subalgebra

Trig(G) of finite linear combinations of matrix coefficients of elements of Ĝ forms a dense

subspace. McKennon [37] defined the abstract complexificationGC ofG as the set of non-

zero multiplicative functionals SpecTrig(G), and a full analysis was done by Cartwright

and McMullen [3]. For a connected compact Lie group, this is exactly the universal com-

plexification due to Chevalley ([2, III.8]), and generally is a pro-Lie group which is an

extension of the complexification of the connected component of the identity G0, by the

totally disconnected quotient G/G0. Hence computing SpecA(G,w) reduces to the task

of determining which elements of GC lie naturally in the dual of A(G,w). This task is

interesting only on connected groups and can be easily reduced to connected Lie groups.

See Section 5.1.1 for some sample computations in this context.

For the reason just mentioned and other considerations below, we restrict our analysis

to certain connected Lie groups. The main theme of this paper is to extend the above

scheme to the case of general connected possibly non-compact Lie groups. However, we

immediately face an obstacle, namely the absence of the abstract Lie theory applicable for

non-compact locally compact groups. There is one model of abstract Lie theory for locally

compact groups suggested by McKennon ([38]). However, the authors were not able to find

any direct connection between our Beurling-Fourier algebras A(G,W ) and McKennon’s

model (see (2) of Remark 3.16 for more details) at the time of this writing. For this reason,

we are forced to establish an “abstract Lie model” suitable for Beurling-Fourier algebras

from scratch.

As a motivation for this “abstract Lie model” we consider the case of G = R. Using

Pontryagin duality we begin with a weight function (i.e. sub-multiplicative and Borel mea-

surable) w : R̂ → (0,∞). We assume that w is bounded below (i.e. infx∈Rw(x) > 0) to

ensure that L1(R̂, w) ⊆ L1(R̂). Here, R̂ is the dual group of R. Then the Beurling-Fourier

algebra A(R, w) can be identified with the Beurling algebra L1(R̂, w) via the Fourier

transform, F R̂, on the dual group R̂. Even though we know R̂ ∼= R we will keep the
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notation R̂ to emphasize the distinction of the two groups. As mentioned above, the spec-

trum SpecL1(R̂, w) is well-understood via the concept of w-bounded characters. How-

ever, we require a more subtle route starting with a dense subalgebra A = F R̂(C∞
c (R̂))

of A(R, w) ∼= L1(R̂, w), which plays an important role replacing Trig(G) for a compact

groupG. An element ϕ ∈ SpecA(R, w) is determined by its restriction ϕ|A by the density

of A ⊆ A(R, w), and its transferred version ψ := ϕ|A ◦ F R̂ : C∞
c (R̂) → C is now a

continuous multiplicative linear functional with respect to convolution product on R̂. This

is illustrated in the diagram below.

A(R, w)

ϕ

��

A? _oo

ϕ|A

{{①①
①
①
①
①
①
①
①
①

C∞
c (R̂)

F R̂

oo

ψ
rrC

Since ψ arises from a locally integrable function in L∞(R̂, w−1), it is continuous on

C∞
c (R̂). Hence the Cauchy functional equation for distributions, which will be discussed

in Section 6.1.2, shows that (up to normalization of the Lebesgue measure)

ψ(f) =

∫

R̂

f(x)e−icx dx for some c in C.

Notice that the Paley-Wiener Theorem tells us that A is an algebra of analytic functions, and

hence solving the Cauchy functional equation amounts to saying that such point evaluations

comprise SpecA. Returning to SpecA(R, w), we simply need to determine for which c in

C does supx∈R̂

|e−icx|
w(x) <∞. Notice that C is the universal complexification RC.

In this paper, we aim to determine SpecA(G,W ) for a connected Lie group G by ex-

tending the above approach as follows.

(Step 1) Any dense subalgebra A of A(G,W ) gives an injective embedding

SpecA(G,W ) ⊆ SpecA.
We require A to satisfy that SpecA ∼= GC through an appropriate “abstract Lie”

theory. Hence, we require that any element in A extends analytically toGC, so that

we can identify a point x ∈ GC and the point evaluation functional ϕx ∈ SpecA
at x.

(Step 2) We check which points in GC give rise to a linear functional bounded in the

A(G,W )-norm.

Both of these steps are much more involved than in the abelian case illustrated above. In

particular, choosing the sublalgebra A is a highly non-trivial task since we need to ensure

its density inA(G,W ) for any general weightW , possibly of “exponential growth”. Thus,

for example, an immediate candidate C∞
c (G), the space of test functions, is not enough

for that purpose, as indicated in Remark 6.5 below. To find A in (Step 1) we borrow the

“background” Euclidean structure of the given Lie group. This trick drives us to a suitable

modification of the Cauchy functional equation, leading us to the points on GC. Thus,

the procedure just described could be understood as the “abstract Lie” theory we needed.

Moreover, we use the concept of entire vectors for unitary representations to guarantee their

analytic extendability.

The technicality of choosing a dense subalgebraA and the associated Cauchy type func-

tional equation forces us not to attempt to establish a general theory applicable for any con-

nected Lie group in this paper. Instead, we will focus on representative examples, namely

SU(n) among compact connected Lie groups, the Heisenberg group H among simply con-

nected nilpotent Lie groups and its reduced version Hr, the Euclidean motion group E(2)
acting on R2 among solvable non-nilpotent Lie groups and its simply connected cover

Ẽ(2). These are groups which are known to have sufficiently many entire vectors.
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1.2. Organization. In Section 2 we summarize some basic materials we need in this paper.

In Section 2.1 we cover basics on unbounded operators, including Borel functional calculus

for strongly commuting self-adjoint operators and a general treatment on an extension of

∗-homomorphisms to certain unbounded operators. In Section 2.2 we provide materials

about Lie groups, Lie algebras, and related operators, including complexification models

of Lie groups and entire vectors of unitary representations. We include a short Section 2.3.2

on the choice of Fourier transforms since we use various versions of them.

In Section 3 we will provide a general definition of Beurling-Fourier algebras on locally

compact groups, and the associated weights on their dual, which replaces the definition in

[32]. We begin with motivation from the case of abelian groups in Section 3.1. In Section

3.2 we give a rigorous definition of weights on the dual of locally compact groups and

define associated Beurling-Fourier algebras based on it. A more concrete interpretation of

Beurling-Fourier algebras is given in the following two subsections 3.2.1 and 3.2.2. In Sec-

tion 3.3 we introduce three fundamental ways of constructing weights, namely the central

weights, the weights extended from subgroups, and the weights obtained from Laplacian

on the group.

Starting from Section 4 we examine concrete examples, with the first being compact

connected Lie groups, in particular SU(n), the n × n special unitary group. We first

provide details of weights on the dual of compact connected Lie groups in Section 5. We

then determine the spectrum of Beurling-Fourier algebras in Section 5.1. The cases of

central weights and the weights extended from subgroups are fundamentally different, so

the corresponding approaches also differ.

In Section 6 we analyze the case of the Heisenberg group H. The technical key obser-

vation here is that we borrow the “background” Euclidean structure of H, namely R3 for

the choice of dense subalgebra A, playing the role which Trig(G) does in compact theory.

Then, we continue to the Cauchy functional equation for distributions on R3 to provide a

substitute for the Chevalley style of complexification model. In Section 7 we continue the

case of the reduced Heisenberg group Hr, which shares most of the technical details of the

Heisenberg group case.

In Section 8 we focus on the case of the Euclidean motion group E(2). The choice of

the dense subalgebra becomes more involved, reflecting the structure of the representation

theory using the polar form on R2. Moreover, the corresponding Cauchy functional equa-

tion is also more involved. In Section 9 we continue the case of the simply connected cover

Ẽ(2) of E(2), which shares most of the technicalities.

Up to this point, we mainly focused on the case of “exponentially growing” weights

providing the spectrum of the corresponding Beurling-Fourier algebras strictly larger than

the original group. In Section 10, however, we consider the case of “polynomially growing

weights”. The main result is that polynomially growing weights do not change the spec-

trum of the Beurling-Fourier algebras. The proof also provides the regularity of the corre-

sponding Beurling-Fourier algebras. We also provide some non-regular Beurling-Fourier

algebras at the end of this section.

In the final section, we collect some questions remaining from our analysis.

2. PRELIMINARIES

2.1. Unbounded operators. We collect some of the basic materials on unbounded op-

erators. Our main reference on this matter is the text of Schmüdgen, [45], in particular

Chapters 4 and 5.

A linear map T defined on a subspace domT , which we call the domain of T , of a

Hilbert space H into another Hilbert space K is called closed if the graph of T , {(h, Th) :
h ∈ domT }, is closed in H ⊕K . We say that another linear map S : domS ⊆ H → K is

an extension of T if domT ⊆ domS and S|domT = T . In this case we write T ⊆ S. We

say that T is closable if it has a closed extension. In this case we denote the smallest (with

respect to the above inclusion) closed extension by T , the closure of T .
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We consider an unconventional unitary “equivalence” notation for unbounded operators,

which we introduce for the notational convenience. We consider two unbounded operators

S and T acting on the Hilbert spaces H and K , respectively. Let U : H → K be a unitary

operator. Then we write

(2.1) S
U∼ T on D

if for some ‖ ·‖H-dense subspace D ⊆ domS we have USh = TUh for each h in D. Note

that the relation
U∼ is not an actual equivalence relation since it need not be transitive.

If an operator T : domT ⊆ H → H is densely defined (i.e. domT is dense in H) then

its adjoint operator T ∗ : dom(T ∗) ⊆ H → H is well-defined as a linear map and closed.

We say that such a T is self-adjoint if T = T ∗, in which case T is closed as well. We

say that such a T is essentially self-adjoint if T is self-adjoint. A self-adjoint (possibly un-

bounded) operator on a Hilbert space is very well-understood through the spectral integral,

which we review below.

Given a measurable space (Ω,A) and a Hilbert space H , a spectral measure is a map

E : A → B(H) which is projection-valued, countably additive in the strong operator sense

and for whichE(Ω) = I . If f : Ω → R is A-measurable then we may consider the spectral

integral

(2.2) T =

∫

Ω

f dE =

∫

R

t d(E ◦ f−1)(t),

which is a densely defined self-adjoint operator on H . Conversely, let T be a densely

defined self-adjoint operator onH . The spectral theorem tells us that there exists a spectral

measure ET on the Borel σ-algebra BR on R, for which

domT =

{
x ∈ H :

∫

R

t2 d‖ET (t)x‖2 <∞
}

and for which

T =

∫

R

t dET (t).

Furthermore for T as in (2.2), we have ET = E ◦ f−1, whereE ◦ f−1(B) = E(f−1(B)),
B ∈ BR.

A family of densely defined self-adjoint operators T1, . . . , Tn is said to strongly com-

mute if each pair of elements ETi
(A) and ETj

(B) commute, where A,B ∈ BR. In this

case we can define a product spectral measure on the product σ-algebra,

ET1 × · · · × ETn
: BRn = BR ⊗ · · · ⊗ BR → B(H),

taking the natural definition on measurable rectangles:

ET1 × · · · × ETn
(B1 × · · · ×Bn) := ET1(B1) . . . ETn

(Bn).

We shall write ET1,...,Tn
= ET1 × · · · × ETn

. Using this spectral measure, we obtain a

functional calculus: for any real-valued measurable g on supp(ET1 × · · · ×ETn
), we may

define

g(T1, . . . , Tn) =

∫

Rn

g(t1, . . . , tn) d[ET1 × · · · × ETn
](t1, . . . , tn)

=

∫

R

s d[(ET1 × · · · × ETn
) ◦ g−1](s)

with Eg(T1,...,Tn) = (ET1 × · · · × ETn
) ◦ g−1. Notice that if g is locally bounded (i.e.

bounded on any compact set) then

(2.3) DT1,...,Tn
=

∞⋃

k=1

ranET1 × · · · × ETn
([−k, k]n)

7



is a core for each operator S = T1, . . . , Tn or g(T1, . . . , Tn), i.e. is dense in (domS, ‖·‖S).
If T is given in (2.2), then we have product and composition rules: if S =

∫
Ω f

′ dE for

f ′ : Ω → R measurable and g is a measurable function on ran(f) we have

ST =

∫

Ω

ff ′ dE and g(T ) =

∫

Ω

g ◦ f dE.

Notice that if µn(t1, . . . , tn) = t1 . . . tn, then we get the closure of T1 . . . Tn and its

spectral measure given by

µn(T1, . . . , Tn) = T1 . . . Tn and (ET1 × · · · × ETn
) ◦ µ−1

n = ET1...Tn
.

This functional calculus allows us to easily define the two concepts, below.

2.1.1. Tensor products. Let Tk be a densely defined, self-adjoint operator onHk, k = 1, 2.

Then let

T1 ⊗ I :=

∫

R

s d[ET1 ⊗ I](s), and I ⊗ T2 :=

∫

R

t d[I ⊗ ET2 ](t).

These operators are each densely defined and self-adjoint, and they both strongly commute

on the Hilbertian tensor productH1 ⊗2 H2. We may thus define

T1 ⊗ T2 := µ2(T1 ⊗ I, I ⊗ T2) = (T1 ⊗ I)(I ⊗ T2).

It is sufficient, in practice, to consider this operator on DT1⊗I,I⊗T2 , as defined above.

2.1.2. Homomorphisms. One of the main technicalities in the general construction of we-

ights in [32] was to extend a ∗-homomorphism to unbounded operators, which we clarify

here.

We say that a densely defined self-adjoint operator T as given in (2.2) is affiliated with

a von Neumann subalgebra M of B(H) if UT ⊂ TU for every unitary U ∈ M′, or

equivalently if ET (B) = E(f−1(B)) ∈ M for each B in BR. Note that this condition is

implied by the condition on the spectral measure that E(A) ∈ M for each A in A. Let

π : M ⊆ B(H) → N ⊆ B(H ′) be a normal ∗-homomorphism between von Neumann

algebras, and T be as defined above. We define π(T ) to be

π(T ) :=

∫

R

t d[π ◦ ET ](t) =
∫

Ω

f d[π ◦ E]

where π ◦ ET and π ◦ E are evidently spectral measures. Then π(T ) is a self-adjoint

operator on H ′ affiliated with N .

We observe that if T1, . . . , Tn is a strongly commuting family of densely defined self-

adjoint operators, each affiliated with M, then ET1 × · · · × ETn
(B) ∈ M for B in BRn

(as may be checked on measurable rectangles and extended). Hence π ◦ ET1···Tn
= [(π ◦

ET1)× · · · × (π ◦ ETn
)] ◦ µ−1

n takes values in N . Furthermore we have

π(T1 · · ·Tn) = π(T1) · · ·π(Tn)
which, on the common dense domain Dπ(T1),··· ,π(Tn), is equal to π(T1) · · ·π(Tn). In the

sequel we shall take liberty to simply write

π(T1 · · ·Tn) = π(T1) · · ·π(Tn)
where this operator is understood to act on a common dense domain such as Dπ(T1),··· ,π(Tn).

Furthermore, for any real-valued measurable g on

supp(ET1 × · · · × ETn
) ⊇ supp[(π ◦ET1 )× · · · × (π ◦ ETn

)]

we have

g(π(T1), · · · , π(Tn)) = π(g(T1, · · · , Tn)).
8



2.1.3. Homomorphisms for non-commuting pairs. We shall frequently make use of the

following, which will typically apply to particular cases of products of non-self adjoint

bounded operators with unbounded self-adjoint operators. No assumption of strong com-

muting will be made. For unbounded S and bounded A we recall that domSA = {h ∈
H : Ah ∈ domS}, whereas domAS = domS.

Proposition 2.1. Let T , M and π be as above, and A ∈ M.

(1) If TA is densely defined and bounded, then TA ∈ M, ranπ(A) ⊂ dom(π(T ))
and π(TA) = π(T )π(A).

(2) If π is injective and π(T )π(A) is bounded, then TA ∈ M.

(3) If AT is bounded, then π(AT ) = π(A)π(T ).

Proof. (1) Let Pn = ET ([−n, n]). Then limn Pn = I and limn TPn = T in the strong

operator topology on domT . The same is true for limits involving the projections π(Pn)
relative to dom(π(T )).

First, TA is closed; see Exercise 1.5.9 of [45]. A closed bounded operator has full

domain H . Hence TA = limn TPnA, where the limit is in the strong operator topol-

ogy on H , so TA ∈ M. In fact, the sequence of operators TPnA is uniformly bounded

and hence converges in the σ-strong operator topology on H . Thus limn π(TPnA) =
π(TA) in the σ-strong operator topology on H ′. We have π(TPnA) = π(TPn)π(A)
while π(TPn) = π(T )π(Pn), as Pn strongly commutes with T . If h ∈ ranπ(A),
h = limn π(PnA)x for some x in H ′, and π(T )π(PnA)x = π(TPnA)x converges

to y = π(TA)x, so (h, y) = limn(π(PnA)x, π(T )π(PnA)x) is in the closed graph of

π(T ). Thus ranπ(A) ⊆ dom(π(T )). But then dom(π(T )π(A)) = H ′ and π(T )π(A) =
limn π(TPnA) = π(TA), where the limit is in the strong operator topology on H ′.

(2) We simply apply π−1 to the von Neumann algebra π(M) in B(H ′), and appeal to

part (i).

(3) We use simple facts about the adjoint as shown in Proposition 1.7 of [45]. If AT
is bounded then TA∗ = (AT )∗ is bounded. Then we see that π(AT ) = π(TA∗)∗ =
[π(T )π(A∗)]∗, where the factorization is from (i). The latter contains π(A)π(T ), so

π(A)π(T ) is bounded with dense domain. On this domain we see that π(AT ) = π(A)π(T ).
�

2.2. Lie groups, Lie algebras and related operators. We collect some materials on Lie

theory which we will use frequently in this paper. The symbols G and g will be reserved

for a connected real Lie group and its associated Lie algebra with the exponential map

exp : g → G throughout the paper unless specified otherwise. We also fix the symbol H
and h for a connected closed Lie subgroup of G and its associated Lie algebra.

2.3. Complexification of Lie groups. We say that a complex Lie groupGC together with

a Lie group homomorphism ψ : G → GC is the universal complexification of G if for

any Lie group homomorphism ϕ : G → H for a complex Lie group H there is a complex

Lie group homomorphism ϕ̃ : GC → H such that ϕ̃ ◦ ψ = ϕ. It may be the case that

the Lie algebra g̃C of GC is a proper quotient of the Lie algebra complexification gC of g.

However, all the examples in this paper satisfy that g̃C = gC, so that we will simply call

GC the complexification.

When G is compact, we have a concrete construction of the universal complexification

GC due to Chevalley ([2, III. 8]). We define

GC := {T ∈ Trig(G)† : m†(T ) = T ⊗ T, T 6= 0}
where m : Trig(G) ⊙ Trig(G) → Trig(G) is the pointwise multiplication defined on the

algebraic tensor product and m† is the algebraic adjoint. In other words, GC is the set of

non-zero multiplicative functionals on Trig(G). Using the canonical duality

Trig(G)† ∼=
∏

π∈Ĝ

Mdπ

9



where Trig(G)† is the algebraic dual of Trig(G) and Ĝ is the unitary dual of G, we can

regard elements in GC as sequences of matrices indexed by Ĝ. This justifies the injective

embedding (or the group homomorphism)

J : G→ GC, g 7→ J(g) = (J(g)(π))π∈Ĝ

given by

J(g)(π) := [πij(g)]
dπ
i,j=1

which is just π(g). Here πij is the coefficient function of the unitary representation π :

G → B(Hπ) given by πij(g) = 〈π(g)ej , ei〉 for a fixed orthonormal basis (ej)
dπ
j=1 of Hπ.

It is well known that (GC, J) is the universal complexification of G, and the Lie algebra

associated to GC is the Lie algebra complexification gC of g. From the universality of GC,

the representation π extends to a complex representation πC : GC → GLdπ(C), defined as

πC(T ) = [T (πij)]. Thus, to any T ∈ GC we can associate the sequence (πC(T ))π∈Ĝ in

the following way.

T (π) = [T (πij)] = [(πC)ij(T )] = πC(T ).

The matrix πC(T ) has the polar decomposition πC(T ) = Uπ exp(iXπ) with Uπ ∈ Udπ(C),
the group of unitary dπ × dπ matrices, andXπ = −X∗

π ∈Mdπ and it has been proved that

there is a uniquely determined g ∈ G and X ∈ g such that

π(g) = Uπ and dπ(X) = Xπ

where dπ : g → Mdπ is the Lie algebra representation derived of π. This leads us to the

Cartan decomposition:

(2.4) GC
∼= G ·G+

C
= G · exp(ig).

Note that the above concept of complexification has been extended to general compact

groups by McKennon [37] and Cartwright/McMullen [3].

2.3.1. Operators associated to certain elements of the universal enveloping algebra and

entire vectors. We fix a basis {X1, . . . , Xn} of g and we consider the following norm on

the complexification gC given by

∥∥∥
n∑

j=1

ajXj

∥∥∥ :=

n∑

j=1

|aj |, (aj)nj=1 ⊆ C.

Let U(g) denote the universal enveloping algebra of gC. We simply refer to U(g) as the

enveloping algebra of g. The map X 7→ −X is an anti-isomorphism of g. Its unique

extension to an anti-isomorphism of U(g) is an involution for the algebra U(g). Let π :
G → B(Hπ) be a unitary representation of G. A vector v ∈ Hπ is called a C∞-vector

for π if the mapping g 7→ π(g)v from the C∞-manifold G into the Hilbert space Hπ is a

C∞-mapping. Let D∞(π) be the space of C∞-vectors for π, which is known to be dense

in Hπ and invariant under π(g), g ∈ G. For X ∈ g, we define the operator dπ(X) with

domain D∞(π) by

dπ(X)v =
d

dt
π(exp(tX))v|t=0.

The mapping X 7→ dπ(X) satisfies the following. For any α, β ∈ R, X,Y ∈ g and

v, w ∈ D∞(π) we have

• The space D∞(π) is invariant under dπ(X),
• dπ(αX + βY )v = αdπ(X)v + βdπ(Y )v,

• dπ([X,Y ])v = dπ(X)dπ(Y )v − dπ(Y )dπ(X)v,

• 〈dπ(X)v, w〉 = −〈v, dπ(X)w〉.
In other words, dπ is a ∗-homomorphism of the Lie algebra g on D∞(π), which extends

uniquely to a ∗-homomorphism dπ from the ∗-algebra U(g) to the algebra of operators on

D∞(π).
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For some elements in U(g) we have a better understanding of dπ(X). For X ∈ g,

i dπ(X) is known to be essentially self-adjoint on Hπ. We denote its self-adjoint extension

i dπ(X) by

i ∂π(X)

which is actually the infinitesimal generator of the strongly continuous one-parameter uni-

tary group t 7→ π(exp(tX)) on Hπ, i.e. we have

π(exp(tX)) = exp(t∂π(X)).

The case of (Nelson) Laplacian ∆ = X2
1 + . . . + X2

n ∈ U(g) is more involved ([45,

Corollary 10.2.5]), but still the same is true, namely dπ(∆) is essentially self-adjoint with

the self-adjoint extension ∂π(∆), which is a negative self-adjoint operator on Hπ.

The space D∞(π) has a natural locally convex topology given by the following family

of seminorms (ρm)m≥0 where

ρm(v) = max
1≤jk≤n

‖dπ(Xj1 · · ·Xjm)v‖

with the understanding that ρ0(v) = ‖v‖. The above family can be used to define analytic

vectors and entire vectors for π. We say that a C∞-vector v ∈ Hπ is an analytic vector for

π if the mapping g 7→ π(g)v is a real analytic function on G, or equivalently ([40, Lemma

7.1]),

Es(v) :=

∞∑

m=1

sm

m!
ρm(v) <∞

for some s > 0. We say that a C∞-vector v ∈ Hπ is an entire vector for π if Es(v) < ∞
for all s > 0. We denote the space of all entire vectors for π by D∞

C
(π). For v ∈ D∞

C
(π)

we can readily check that π(expX)v =

∞∑

n=0

1

n!
(dπ(X))nv for X ∈ g. Motivated by this

fact we define for X ∈ gC that

πC(expCX)v :=

∞∑

n=0

1

n!
(dπ(X))nv

where expC : gC → GC is the exponential map of the complexification GC of G. We

will use the notation exp for expC by a slight abuse of notation since expC actually is an

extension of exp. Then, by [21, Proposition 2.2, 2.3] we know that πC is a holomorphic

representation of GC on D∞
C
(π) in the following sense: for any v ∈ D∞

C
(π) the map

X ∈ gC 7→ πC(expX)v ∈ D∞
C
(π) is holomorphic and

πC(expX)πC(expY )v = πC(expX expY )v.

for any X,Y ∈ gC.

Remark 2.2. When G is compact and π ∈ Ĝ, then it is easy to see that any element in

Hπ
∼= Cdπ is an entire vector for π. Moreover, the above definitions of dπ and πC coincide

with the corresponding symbols from Section 2.3.

We are mostly interested in the case of π being the left regular representation λ of G
or an irreducible unitary representation appearing in the decomposition of λ. For the left

regular representation we have a criterion for identifying entire vectors by Goodman [20].

We assume that G is separable, type I and unimodular, so that we have a clear Plancherel

picture of G as follows. The unitary dual Ĝ becomes a standard Borel space and there

is a unique Borel measure µ on Ĝ with the following property: for a fixed µ-measurable

cross-section ξ → πξ from Ĝ to concrete irreducible unitary representations acting on Hξ

we have

〈f1, f2〉 =
∫

Ĝ

Tr(f̂1
G
(ξ)f̂2

G
(ξ)∗)dµ(ξ), f1, f2 ∈ L1(G) ∩ L2(G)
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where

(2.5) f̂G(ξ) = FG(f)(ξ) :=

∫

G

f(g)πξ(g)dg ∈ B(Hξ), f ∈ L1(G) ∩ L2(G).

Thus, the group Fourier transform

FG : L1(G) → L∞(Ĝ, dµ;B(Hξ)), f 7→ FG(f)

with FG(f) = (FG(f)(ξ))ξ∈Ĝ = (f̂G(ξ))ξ∈Ĝ extends to a unitary

FG : L2(G) → L2(Ĝ, dµ;S2(Hξ)), f 7→ FG(f).

Here, S2(H) is the space of Hilbert-Schmidt operators on a Hilbert space H . We further

assume that G is solvable, so that we may suppose that our fixed basis {Xj} for g is a

Jordan-Hölder basis ([20] or [42]), i.e. for hk = span{X1, · · · , Xk}, 1 ≤ k ≤ n we have

[g, hk] ⊆ hk−1, 1 ≤ k ≤ n.

For ease of reference recall some of the main results in [20, 42].

Theorem 2.3. Let G be a connected solvable Lie group which is separable, type I and

unimodular.

(1) A function f ∈ L2(G) is an entire vector for λ if and only if



ranf̂G(ξ) ⊆ D∞

C
(πξ) µ-almost every ξ and∫

Ĝ

sup
γ∈Ωt

‖πξ
C
(γ−1)f̂G(ξ)‖22dµ(ξ) <∞ for any t > 0,

where the set Ωt is given by Ωt = {expX : X ∈ gC, ‖X‖ < t} and ‖ · ‖2 is the

Hilbert Schmidt norm. Moreover, we have

(2.6) λC(γ)
FG

∼ (πξ
C
(γ))ξ∈Ĝ on D∞

C (λ)

in the sense of (2.1) for any γ ∈ GC.

(2) Let f ∈ L2(G) be an entire vector for λ, then we have
∫

Ĝ

sup
γ∈Ωt

‖πξ
C
(γ−1)f̂G(ξ)‖1dµ(ξ) <∞

for any t > 0, where ‖ · ‖1 is the trace class norm. Moreover, f is analytically ex-

tended to GC with the analytic continuation fC given by the absolutely convergent

integral

fC(γ) =

∫

Ĝ

Tr(πξ
C
(γ−1)f̂G(ξ))dµ(ξ), γ ∈ GC.

Proof. The first statement is from [20, Theorem 3.1] and the second one is from [20, Theo-

rem 4.1], whereG is assumed to be a simply connected nilpotent Lie group. The nilpotency

condition on G could be relaxed into the solvability condition by replacing the technical

step [20, Theorem 1.1] with [42, Corollary I.5]. The simple connectedness can be easily

removed by a careful examination of the proofs, where most of the part are involved with

the norm estimates of the elements of the universal enveloping algebra. �

We end this section by recording a theorem of Paley-Wiener which characterizes entire

functions for the left regular representation of Rn.

Proposition 2.4. Let F ∈ L2(Rn), n ∈ N be a function. Then, F satisfies

et(|ξ1|+···+|ξn|)F̂R
n

(ξ1, · · · , ξn) ∈ L2(Rn)

for any t > 0 if and only if F extends to an entire function on Cn and satisfies

sup
|y1|,··· ,|yn|≤s

∫

Rn

|F (x1 + iy1, · · · , xn + iyn)|2dx1 · · · dxn <∞

12



for any s > 0. In this case we have
∫

Rn

F̂R
n

(ξ1, · · · , ξn)ei(z1ξ1+···+znξn)dξ1 · · · dξn = FC(z1, · · · , zn)

where FC is the analytic continuation of F and (z1, · · · , zn) ∈ Cn.

Proof. The case of n = 1 is presented in [28, Section 7.1] and the case of n ≥ 2 can be

done by a similar argument. �

2.3.2. The choice of Fourier transforms. We take a moment to record the choices of Fourier

transforms we made in this paper. We will use group Fourier transforms on various Lie

groups. When the group is non-abelian (separable, type I) as in the previous section, then

we choose (2.5) as the definition.

For the abelian case, we follow the canonical choice as follows. For f ∈ L1(Rn) we

define

f̂R
n

(s1, · · · , sn) :=
1

(2π)
n
2

∫

Rn

f(x1, · · · , xn)e−i(x1s1+···+xnsn)dx1 · · · dxn

where dx1 · · · dxn is the Lebesgue measure on Rn. For f ∈ L1(Tn) we define

f̂T
n

(d1, · · · , dn) :=
∫

Tn

f(y1, · · · , yn)e−i(y1d1+···+yndn)dy1 · · · dyn

where dy1 · · · dyn is the normalized Haar measure on Tn. Finally, for f ∈ ℓ1(Zn) we

define

f̂Z
n

(t1, · · · , tn) :=
∑

(d1,··· ,dn)∈Zn

f(d1, · · · , dn)e−i(t1d1+···+tndn).

These choices provide the following consequences:

• L2(Rn) → L2(Rn), f 7→ f̂R
n

and L2(Tn) → ℓ2(Zn), f 7→ f̂T
n

are unitaries.

• f̂ ′R(x) = ixf̂R(x), x ∈ R and f̂ ′T(m) = imf̂T(m), m ∈ Z.

• f̂ ∗ g
R

n

= (2π)
n
2 f̂R

n

ĝR
n

. Thus, (2π)
n
2 FR

n

is multiplicative with respect to the

Rn-convolution, whilst f̂ ∗ g
T
n

= f̂T
n

ĝT
n

, so that FT
n

is multiplicative with

respect to the Tn-convolution.

• (̂f̂Z)
T

(m) = f(−m), m ∈ Z.

Note that we made a choice of the Fourier transforms for the abelian case different from

the non-abelian case.

3. A REFINED DEFINITION FOR BEURLING-FOURIER ALGEBRAS

In [32] the authors suggested a model for a weight W on the dual of a locally compact

group G. Regrettably, the suggested set of axioms in [32] was slightly misleading and

had limitations in covering variety of examples beyond the ones already covered there,

namely the case of “central weights” on compact groups (extending the case of [34]) and

the Heisenberg group. Here, we introduce a refined definition of weights and the associated

Beurling-Fourier algebras extending the previous definitions in [32]. Note that a closely

related model of weighted Fourier algebras has been introduced in [41]. See Remark 3.16

below for the detailed comparison of the definitions.

3.1. Motivation: review of weights on abelian groups.

Definition 3.1. Given a locally compact abelian group G, a weight function is a Borel

measurable function w : G→ (0,∞) which satisfies

(3.1) w(xy) ≤ w(x)w(y) for almost every x, y ∈ G.
13



Remark 3.2. It is shown in [8] (see also Lemma 1.3.3 of [25]) that a weight function is

always locally bounded: given compact K in G there are constants a and b so 0 < a ≤
w(x) ≤ b for all x in K . It is then shown in Section 3.7 of [43] that w is equivalent to a

continuous weight function ω : G→ (0,∞); i.e. there is M > 0 so 1
M ω ≤ w ≤Mω.

The Beurling algebra with the weight function w is given by

(3.2) L1(G,w) = {f : G→ C | f Borel measurable, fw ∈ L1(G)}
equipped with the norm ‖f‖L1(G,w) := ‖fw‖L1(G). It is well-known that this space is a

Banach algebra under convolution. Moreover if w is equivalent to a weight function ω,

then L1(G,w) is isomorphic to L1(G,ω) as a Banach algebra. We observe that this space

has dual space

(3.3) L∞(G, 1
w ) = {f : G→ C | f Borel measurable, f

w ∈ L∞(G)}
with the dual norm given by ‖f‖L∞(G, 1

w
) := ‖ fw‖L∞(G).

Let Ψ : L1(G,w) → L1(G) be the surjective isometry given by Ψ(f) = fw. Let

Ω : G × G → (0, 1] be given by Ω(s, t) = w(st)
w(s)w(t) , and define for f, g in L1(G) the

twisted convolution f ∗Ω g by

(3.4) f ∗Ω g(y) =
∫

G

f(x)g(x−1y)Ω(x, x−1y) dx for a.e. y in G.

Then we have that Ψ(f) ∗Ω Ψ(g) = Ψ(f ∗ g), showing that (L1(G), ∗Ω) is a Banach

algebra, isometrically isomorphic to L1(G,w).
The submultiplicativity condition (3.1) can be rephrased as the following function in-

equality

(3.5) Γ(w) ≤ w × w ⇔ Ω = Γ(w)(w−1 × w−1) ≤ 1,

where Γ(w) : G×G→ C is given by Γ(w)(x, y) = w(xy), x, y ∈ G and w × w(x, y) =
w(x)w(y), x, y ∈ G. Note that the map Γ is in fact the obvious extension (to unbounded

functions) of the canonical coproduct Γ : L∞(G) → L∞(G × G). Now we would like

to transfer the above inequality to a condition on operators using the canonical embedding

L∞(G) → B(L2(G)), φ 7→ Mφ, where Mφ denotes the multiplication operator with

respect to the function φ. In the case of an unbounded Borel measurable function φ, the

operator Mφ can be concretely understood as an unbounded operator. Thus, the statement

Ω ≤ 1 in (3.5) is equivalent to MΩ being a contraction (since Ω ≥ 0). Now we observe

that the operator MΩ is actually an extension of MΓ(w)Mw−1×w−1 = MΓ(w)(M
−1
w ⊗

M−1
w ), which is the composition of two unbounded operators, namely MΓ(w) and M−1

w ⊗
M−1
w . Finally, we note that Mw is affiliated with the commutative von Neumann algebra

L∞(G) ⊆ B(L2(G)). This motivates the general definition we formulate below.

3.2. Weights on the dual of G and Beurling-Fourier algebras. We now give a very

general definition of a weight which encompasses all examples we have. We shall make

liberal use of concepts surrounding unbounded operators discussed in Section 2.1.

We recall that the coproduct is the unique normal ∗-homomorphism

Γ : V N(G) → V N(G)⊗̄V N(G)

satisfying

Γ(λ(s)) = λ(s) ⊗ λ(s), ∀s ∈ G.

This probably appeared first in Section 9 of [48]. Here, we use the same symbol as in the

case of L∞(G) by abuse of notation. The coproduct Γ is cocommutative (i.e. Σ ◦ Γ = Γ
for the tensor flipping map Σ : V N(G × G) → V N(G × G), A ⊗ B 7→ B ⊗ A) and

satisfies the co-associativity law

(Γ⊗ id) ◦ Γ = (id⊗Γ) ◦ Γ.
Definition 3.3. A weight on the dual of G is a densely defined operator W on L2(G),
which satisfies
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(a) W is positive, affiliated with V N(G), and is injective on its domain (hence admits

positive inverse);

(b) Γ(W )(W−1 ⊗W−1) is defined and contractive on a dense subspace, hence ex-

tends to a contractionXW on L2(G×G); and

(c) the contractionXW satisfies the 2-cocycle condition:

((Γ⊗ id)(XW ))(XW ⊗ I) = ((id⊗Γ)(XW ))(I ⊗XW ).

Moreover, we say that W is a strong weight if it is a weight with the additional condition

that

(d) Γ(W ) and W ⊗W strongly commute.

Remark 3.4. (1) Let W a weight on the dual of G. Since W is invertible, the appro-

priate analogue of the core (2.3) is

(3.6) DW =

∞⋃

n=1

ranEW ([ 1n , n]).

It is also given by functional calculus: W−1 =
∫
(0,∞)

1
t dEW (t). Further we

see that WW−1EW ([ 1n , n]) = EW ([ 1n , n]), so the core DW is common to the

domains and ranges of both W and W−1.

(2) It is clear that W ⊗W is a weight on the dual of G×G.

(3) The extended contractionXW actually belongs to V N(G×G). Indeed, we know

that both of Γ(W ) andW−1⊗W−1 are affiliated with V N(G×G), so that for any

unitary U ∈ V N(G ×G)′ we have UΓ(W ) ⊂ Γ(W )U and U(W−1 ⊗W−1) ⊂
(W−1⊗W−1)U . Thus, for any ξ ∈ D(W−1⊗W−1) such that (W−1⊗W−1)ξ ∈
D(Γ(W )) we have

UΓ(W )(W−1 ⊗W−1)ξ = Γ(W )U(W−1 ⊗W−1)ξ

= Γ(W )(W−1 ⊗W−1)Uξ.

Such elements ξ form a dense subspace ofL2(G×G), so that we knowXW belongs

to V N(G×G).
(4) In the quantum group literature the 2-cocycle condition is often different from ours

in (c) as follows:

(XW ⊗ I)((Γ⊗ id)(XW )) = (I ⊗XW )((id⊗Γ)(XW )).

These conditions coincide in the case of a strong weight.

(5) We will see examples of strong weights in Proposition 3.26. Definition 3.33 will

provide some examples of weights which are not strongly commuting.

Example 3.5. Let G be an abelian group, and fix a weight function w : Ĝ → (0,∞)

on the dual of G. Then, the associated multiplication operator Mw acting on L2(Ĝ) is a

densely defined positive operator affiliated with the von Neumann algebra L∞(Ĝ) as one

can see in [29, p.342] for instance. Recall that in the case of an abelian group, V N(G)

can be identified with L∞(Ĝ) via the group Fourier transform FG : L2(G) → L2(Ĝ),

i.e. V N(G) = (FG)−1L∞(Ĝ)FG. Thus, we get a densely defined positive operator

M̃w affiliated with the von Neumann algebra V N(G) using this unitary conjugation, i.e.

M̃w := (FG)−1 ◦Mw ◦FG. Now the discussion in Section 3.1 tells us that M̃w is a weight

on the dual of G.

We say that a positive operator T is bounded below if it is injective and T−1 is bounded.

The upshot of the following is that for none of our examples will we have to manually

verify the 2-cocycle condition.

Proposition 3.6. Let W be a densely defined operator on L2(G).

(1) If W satisfies the conditions (a), (b) and (d) in Definition 3.3, then it is a strong

weight.
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(2) IfW is bounded below and satisfies (a) and (b) in Definition 3.3, then it is a weight.

Proof. (1) Using functional calculus as it applies to homomorphisms and tensor products of

commuting operators, we have on a common core (guarranteed by the functional calculus

theory) that

((Γ⊗ id)(XW ))(XW ⊗ I)

= (Γ⊗ id)
(
Γ(W )(W−1 ⊗W−1)

)
(Γ(W )(W−1 ⊗W−1)⊗ I)

= (((Γ⊗ id) ◦ Γ)(W ))(Γ(W−1)⊗W−1)((Γ(W )(W−1 ⊗W−1))⊗ I)

= (((Γ⊗ id) ◦ Γ)(W ))(W−1 ⊗W−1 ⊗W−1).

Likewise, on the same core, we have

((id⊗Γ)(XW ))(I ⊗XW ) = (((id⊗Γ) ◦ Γ)(W ))(W−1 ⊗W−1 ⊗W−1)

and we appeal to the coassociativity of Γ.

(2) Given assumption (a) and (b), Proposition 2.1, applied to the homomorphismsΓ⊗ id
and id⊗Γ, justifies the computations of the last paragraph to give (c). �

Now let us consider our first model of the Beurling-Fourier algebra, defined in the

proposition below, which is analogous to (3.4), above.

Proposition 3.7. Let W be a weight on the dual of G. The map

ΓW : V N(G) → V N(G×G) ∼= V N(G)⊗̄V N(G)

given by

ΓW (A) = Γ(A)XW

is weak*-weak* continuous, contractive, co-associative and co-commutative, and hence

induces a product ·W on A(G), making (A(G), ·W ) a commutative Banach algebra. Fur-

thermore, the spectrum of (A(G), ·W ) is given by

Spec(A(G), ·W ) = {U ∈ V N(G) : ΓW (U) = U ⊗ U, U 6= 0}.
Proof. Note that XW belongs to V N(G × G) as we have seen in Remark 3.4. Weak*-

weak*-continuity and contractivity of ΓW are trivial. We use co-associativity of Γ and the

2-cocycle condition on XW to see that for A in V N(G) we have

((ΓW ⊗ id) ◦ ΓW )(A) = ((Γ⊗ id)(Γ(A)XW ))(XW ⊗ I)

= (((Γ⊗ id) ◦ Γ)(A))[((Γ ⊗ id)(XW ))(XW ⊗ I)]

= (((id⊗Γ) ◦ Γ)(A))[((id⊗Γ)(XW ))(I ⊗XW )]

= ((id⊗ΓW ) ◦ ΓW )(A)

which is the co-associativity condition for ΓW .

The flip map Σ on V N(G)⊗̄V N(G) is a ∗-automorphism which satisfies Σ ◦ Γ = Γ,

and is given by Σ(A) = FAF where F = F ∗ is the flip unitary on L2(G×G). Note that

we have F (W−1 ⊗W−1)F = W−1 ⊗W−1 on D = D(W−1) ⊗ D(W−1), which is a

core for the operator W−1 ⊗W−1. Hence

W−1 ⊗W−1 = F (W−1 ⊗W−1)F |D ⊂ F (W−1 ⊗W−1)F

which implies W−1 ⊗W−1 = F (W−1 ⊗W−1)F , as both operators are selfadjoint. We

have also FΓ(W )F = Γ(W ) as FΓ(λ(s))F = Γ(λ(s)) giving that FΓ(A)F = Γ(A) for

any A ∈ V N(G) and hence for any self-adjoint operator affiliated with V N(G). From the

definition of weight we know that D(Γ(W )(W−1 ⊗W−1)) is dense in L2(G×G) and so

is F (D(Γ(W )(W−1 ⊗W−1))). Now for ξ ∈ F (D(Γ(W )(W−1 ⊗W−1))) we have

FΓ(W )(W−1 ⊗W−1)F (ξ) = (FΓ(W )F )(F (W−1 ⊗W−1)F )(ξ)

= Γ(W )(W−1 ⊗W−1)(ξ),

16



so that FXWF (ξ) = XW (ξ), and the density of the subspace F (D(Γ(W )(W−1⊗W−1)))
in L2(G × G) tells us that FXWF = XW . Consequently, we have Σ ◦ ΓW = ΓW , i.e.

ΓW is co-commutative.

For the last assertion we note that u ·W v = (ΓW )∗(u ⊗ v) for u, v in A(G). Thus for

U in V N(G), U ∈ Spec(A(G), ·W ) exactly when for any u, v in A(G)

〈ΓW (U), u⊗ v〉 = 〈U, u ·W v〉 = 〈U, u〉〈U, v〉 = 〈U ⊗ U, u⊗ v〉
which is when ΓW (U) = U ⊗ U . �

Remark 3.8. The coproduct ΓW on V N(G) is completely contractive, so (A(G), ·W )
is a completely contractive Banach algebra with respect to the canonical operator space

structure on A(G) = V N(G)∗. See [9] for the details of operator spaces and completely

contractive Banach algebras.

In computational practice, it is more convenient to consider the second model of a

Beurling-Fourier algebra, which is equivalent to the first model. First, we define weighted

spaces following (3.3).

Definition 3.9. We define the weighted space V N(G,W−1) by

V N(G,W−1) := {AW : A ∈ V N(G)}
with the norm

‖AW‖V N(G,W−1) := ‖A‖VN(G),

which gives us a natural isometry:

Φ : V N(G) → V N(G,W−1), A 7→ AW.

We also endow V N(G,W ) with the operator space structure that makes Φ a complete

isometry.

The weighted space V N(G×G,W−1 ⊗W−1) is similarly defined.

Remark 3.10. Note that V N(G,W−1) is well-defined as a set. Indeed, if we haveAW =
BW for A,B ∈ V N(G) we know that A and B coincide on ranW , which is dense from

the definition of weight W . Thus, we have A = B.

We continue to define weighted space and the second model of a Beurling-Fourier alge-

bra following (3.2).

Definition 3.11. We define the weighted space

A(G,W ) := (Φ−1)∗(A(G)),

which can be understood as a predual V N(G,W−1)∗ of V N(G,W−1) with an obvious

duality bracket. Then, the Banach algebra structure of (A(G), ·W ) can be transferred to

A(G,W ) via the isometry Φ−1
∗ = (Φ−1)∗|A(G). In other words, the algebra multiplication

on A(G,W ) is given by

ΓW∗ := Φ−1
∗ ◦ (ΓW )∗ ◦ (Φ∗ ⊗ Φ∗) : A(G,W )⊗̂A(G,W ) → A(G,W ),

where ⊗̂ is the operator space projective tensor product. For u, v ∈ A(G,W ) we use the

notation

u · v := ΓW∗ (u⊗ v).

The following is straightforward from Proposition 3.7.

Proposition 3.12. We have

Spec(A(G,W ), ·) = {UW : U ∈ Spec(A(G), ·W )}.
The space A(G,W ) is defined as an abstract predual of V N(G,W−1). However, in

many situations, we could give a concrete model for A(G,W ) which justifies the title

“weighted space” as follows.

17



3.2.1. When W is bounded below. Recall that for u ∈ A(G) and S ∈ V N(G), we let Su
in A(G) be given by 〈Su,A〉 = 〈u,AS〉, for every A ∈ V N(G).

Proposition 3.13. If W is bounded below, then there is a natural continuous injective

algebra homomorphism

j∗ : A(G,W ) → A(G), Φ−1
∗ (u) 7→W−1u,

whose adjoint is the formal embedding

j : V N(G) → V N(G,W−1), A 7→ AW−1W.

Proof. We consider the elementsWn =WEW ([ 1n , n]) ∈ V N(G) which satisfyWnW
−1 =

EW ([ 1n , n]), by (1) of Remark 3.4. It follows that

{AW−1 : A ∈ V N(G)} ⊇ {AEW ([
1

n
, n]) : A ∈ V N(G)},

and the latter set is weak* dense in V N(G), which shows that j∗ is injective.

Let us consider the adjoint map j = (j∗)∗. Given A in V N(G) and v ∈ A(G,W ), we

have

〈v, j(A)〉 = 〈j∗(v), A〉 = 〈W−1Φ∗(v), A〉 = 〈Φ∗(v), AW
−1〉 = 〈v,AW−1W 〉,

so j(A) = AW−1W . It is immediate that Φ−1 ◦ j(A) = AW−1 for A in V N(G).
We wish to see that j∗ is an algebra homomorphism, which shows that its range is a

subalgebra of A(G). Hence we must show that the identity Γ∗ ◦ (j∗ ⊗ j∗) = j∗ ◦ ΓW∗ =
j∗◦Φ−1

∗ ◦(ΓW )∗◦(Φ∗⊗Φ∗) holds onA(G,W )⊗A(G,W ), which is equivalent to having

Γ∗ ◦ (j∗ ◦ Φ−1
∗ ⊗ j∗ ◦ Φ−1

∗ ) = j∗ ◦ Φ−1
∗ ◦ (ΓW )∗

on A(G)⊗A(G). If A ∈ V N(G) we compute

ΓW ◦ Φ−1 ◦ j(A) = ΓW (AW−1) = Γ(A)W−1 ⊗W−1 = (Φ−1 ◦ j ⊗ Φ−1 ◦ j) ◦ Γ(A)
which gives the desired equation by duality. �

Remark 3.14. The above embedding j∗ allows us to identify A(G,W ) with the space

Ã(G,W ) := {W−1u : u ∈ A(G)} ⊆ A(G)

with the norm

‖W−1u‖Ã(G,W ) := ‖u‖A(G).

It is well-known that Spec(A(G)) = {λ(s) : s ∈ G} ∼= G, where the last identification

is a homeomorphism.

Corollary 3.15. If W is bounded below, then Spec(A(G,W ), ·) contains the set

{λ(s)W−1W : s ∈ G},
which in weak* topology is homeomorphic to G.

Proof. We appeal to Proposition 3.12, the fact above, and the fact that j is weak*-weak*

continuous and injective. Thus, if G is non-compact, j({λ(s) : s ∈ G} ∪ {0}) is compact

and homeomorphic to {λ(s) : s ∈ G} ∪ {0}, which in turn is homeomorphic to the one-

point compactification of G. �

Remark 3.16. (1) Let us compare the definitions of weights on the dual of a general

locally compact group G from [32, Definition 2.4] and Definition 3.3.

First of all, the restrictions on a weight W being boundedly invertible and on

the operatorΓ(W )(W−1⊗W−1) being selfadjoint in [32, Definition 2.4] has been

removed in Definition 3.3, which allows us to include more examples of weights.

Moreover, the techniques of exhibiting non-trivial examples of weights in Section

3.3 can easily be verified with Definition 3.3, whilst the case of [32, Definition 2.4]

is not clear for the moment.
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Secondly, [32, Definition 2.4] is slightly misleading as follows. A closed pos-

itive operator W affiliated with V N(G) is called a weight on the dual of G in

the sense of [32, Definition 2.4] when the operator Γ(W ) satisfies certain condi-

tions. However, the understanding of Γ(W ) in [32] is based on the extension of

∗-homomorphism given by [32, Lemma 2.1], which depends on the choice of a net

of projections in the Lemma. This forces us to assume a fixed choice of a net of

projections for Γ(W ) and the validity of the rest of the results in [32, Section 2.1]

is maintained when we make this implicit assumption.

In contrast, we understand Γ(W ), in this article, through spectral integrals as

is explained in Section 2.1.2, which is free of the above mentioned ambiguity. Note

that the spaces D := ∪∞
n=1ranEW ([ 1n , n]) andD′ := ∪∞

n=1ranΓ(EW ([ 1n , n])) are

cores for W and Γ(W ), respectively, thanks to the property of spectral integrals.

This means that the projections EW ([ 1n , n]), n ≥ 1, satisfy all the conditions

of [32, Lemma 2.1], and Γ(W ) there coincides with the one from Section 2.1.2.

Thus, we can say, thanks to Proposition 3.6, that the weight W on the dual of G
in [32, Definition 2.4] is a weight in the sense of Definition 3.3 as long as we take

the choice of the above sequence of projections. Note that the examples in [32,

Section 2.2 – 2.3] are based on “canonical” choices of projections different from

the above sequenceEW ([ 1n , n]), n ≥ 1. We will explain that they are still included

in the framework of Definition 3.3 in Remark 3.23 and Remark 6.3.

(2) In [41] the authors defined a weight inverse w−1 as an element of M(C∗
r (G)),

the multiplier algebra of the reduced group C∗-algebra of G, which is expected to

be a replacement of W−1 ∈ V N(G) in [32, Definition 2.4]. Since M(C∗
r (G))

and V N(G) are different in general, a direct comparison is not possible for a

general locally compact group G. However, for a compact group G we do have

M(C∗
r (G)) = V N(G), and [41, Examples] (before Theorem 2.6 there) explains

that the central weights in [32, Definition 2.4] produce weight inverses in [41] in

this case.

(3) Proposition 3.13 shows the truth of Remark 2.10 (1) of [32], effectively replacing

Theorem 2.8 of that article.

(4) The elements of V N(G,W−1) are poorly behaving as operators. For example,

the operator AW , A ∈ V N(G) is not even closable in general. Indeed, we know

that (AW )∗ =W ∗A∗ =WA∗ ([45, Proposition 1.7(ii)]), so that AW is closable

if and only if dom(WA∗) is dense in L2(G). This cannot be true for the operator

A with ranA∗∩dom(W ) = {0}. So we need to be very careful when we deal with

general elements in weighted spaces and this is one of the obstacles to connect

ϕ ∈ SpecA(G,W ) to McKennon’s model ([38]) of complexifications for locally

compact groups. More precisely, ϕ ∈ SpecA(G,W ) should be understood as

an element AW ∈ V N(G,W−1), which, in general, is not even closable whilst

any element of GC in McKennon’s model is a closed operator affiliated to V N(G)
acting on L2(G) satisfying a certain property.

3.2.2. When G is separable and type I. In this case the unitary dual Ĝ is a standard Borel

space. Moreover, by [13, Theorem 3.24], we have a standard measure µ on Ĝ and a µ-

measurable cross-section ξ → πξ from Ĝ to concrete irreducible unitary representations

acting on Hξ such that λ is quasi-equivalent to
∫ ⊕
Ĝ
πξdµ(ξ) so that we have

V N(G) ∼= L∞(Ĝ, dµ(ξ);B(Hξ)).

Thus, in turn we get

A(G) ∼= L1(Ĝ, dµ(ξ);S1(Hξ)).

With the above identifications in mind, we would like to focus on a general weight W
on the dual of G, which is not necessarily bounded below. Since the weight W is a closed

operator affiliated with V N(G), it is automatically decomposable (see [7, Proposition 4.4])
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with the decomposition

W =

∫ ⊕

Ĝ

Wξdµ(ξ)

such that Wξ is closed and densely defined on Hξ for almost every ξ. This decomposition

allows us to make a concrete realization of certain elements of A(G,W ) as in the case of

W being bounded below. We first consider the following map.

j∗ : A(G,W ) → A, Φ−1
∗ (φ) 7→W−1φ = (W−1

ξ φξ)ξ∈Ĝ,

where A is the space of all decomposable closed operators acting on L2(G). Note that φξ
is a bounded operator, so that W−1

ξ φξ is a closed operator for almost every ξ.

Now we consider a dense subspace S of A(G,W ) such that for any φ ∈ A(G) with

Φ−1
∗ (φ) ∈ S, the operator W−1

ξ φξ is densely defined for almost every ξ. Note that the

elements of j∗(S) are exactly those decomposable closed operators (ψξ)ξ∈Ĝ acting on

L2(G) such that (1) ψξ is densely defined and ran(ψξ) ⊆ dom(Wξ) for almost every ξ;

(2) and the field of operators (Wξψξ)ξ∈Ĝ belongs to Φ∗(S) ⊆ L1(Ĝ, dµ(ξ);S1(Hξ)); this

observation will be used frequently later with the choice of the subspace S in each case.

Moreover, we can see that the map j∗ is an embedding on S, i.e. (j∗)|S is injective.

Indeed, if we have W−1φ = W−1φ̃ for φ, φ̃ ∈ A(G) with Φ−1
∗ (φ),Φ−1

∗ (φ̃) ∈ S, then for

almost every ξ we have W−1
ξ φξ = W−1

ξ φ̃ξ , which are densely defined closed operators.

By [45, Proposition 1.7(i)] we have φ∗ξW
−1
ξ ⊂ (W−1

ξ φξ)
∗ = (W−1

ξ φ̃ξ)
∗ ⊃ φ̃∗ξW

−1
ξ .

Since dom(φ∗ξW
−1
ξ ) = ranWξ = dom(φ̃∗ξW

−1
ξ ) we have φ∗ξW

−1
ξ = φ̃∗ξW

−1
ξ . So, we

conclude that φ∗ξ and φ̃∗ξ coincide on domWξ , which is a dense subspace of Hξ by [46,

Proposition 12.1.8], and we get φξ = φ̃ξ a.e. ξ.

As before the above embedding j∗ allows us to identify S ⊆ A(G,W ) with the space

S̃ := {W−1φ : φ ∈ A(G), Φ−1
∗ φ ∈ S} ⊆ A

with the norm

‖W−1φ‖S̃ := ‖φ‖A(G).

As we shall frequently deal with “central” weights in the case of separable type I groups,

we introduce the definition here.

Definition 3.17. We call a weight W on the dual of a locally compact groupG central if it

is affiliated with the centre of V N(G).

Hence if G is separable and type I, then a central weight W admits the decomposition

W =
∫ ⊕
Ĝ
Wξdµ(ξ) with Wξ being a constant multiple of the identity for almost every ξ.

Remark 3.18. When G is compact, we can actually drop the condition of separability on

G in the above.

3.3. Examples of weights. In this section we review three fundamental ways of construct-

ing weights on the dual of G, namely central weights as in Definition 3.17, weights ex-

tended from subgroups and the weights using Laplacian on the group. Regardless of the

choice of the methods they are all based on classical examples of weight functions on Rn

or Zn, which we begin with.

3.3.1. A list of weight functions on Rk × Zn−k. We first exhibit canonical examples of

weight functions on R or Z.

Example 3.19. For a, s, t ≥ 0 and 0 ≤ b ≤ 1 we have a family of weight functions on R
as follows:

wa,b,s,t(x) := ea|x|
b

(1 + |x|)s(log(e + |x|))t, x ∈ R.

The above includes polynomial weights (a = t = 0), exponential weights (b = 1, s =
t = 0), and sub-exponential weights (b < 1). The restrictions wa,b,s,t|Z are clearly weight

functions on Z.
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We may extend the above weights to Rk × Zn−k by tensoring.

Example 3.20. For aj , sj, tj ≥ 0 and 0 ≤ bj ≤ 1, where 1 ≤ j ≤ n, we have a family of

weight functions on Rk × Zn−k as follows:

w(aj ,bj ,sj ,tj)1≤j≤n
(x1, · · · , xn) :=

n∏

j=1

waj ,bj ,sj ,tj (xj)

for x1, · · · , xk ∈ R, xk+1, · · · , xn ∈ Z.

Of course, there are many other weights, but any weights on Rk × Zn−k are at most

exponentially growing.

Proposition 3.21. Let w be a weight function on Rk × Zn−k. Then, there are positive

numbers C, ρ1, · · · , ρn such that

w(x1, · · · , xn) ≤ Cρ
|x1|
1 · · · ρ|xn|

n , (x1, · · · , xn) ∈ Rk × Zn−k.

Proof. We recall, as noted in Remark 3.2, any weight function is locally bounded. Then it

is straightforward to check that

w(x1, · · · , xn) ≤ m
⌈|x1|⌉
1 · · ·m⌈|xn|⌉

k ≤ m
|x1|+1
1 · · ·m|xn|+1

n

where mi = supt∈[−1,1]w(· · · , 0, t, 0, · · · ) (ith position) for 1 ≤ i ≤ n. �

Example 3.22. There is a family of multiplicative weight functions on R. For c ∈ R we

have

wc(x) = ecx, x ∈ R.

The restrictionwc|Z is a multiplicative weight function onZ. This class of examples provide

weights which are not bounded below.

3.3.2. Central weights. When the group G is compact or more generally separable and

type I, it is natural to expect weights to be central in the sense of Definition 3.17. Indeed,

this is what happened in the case of compact groups as we have seen in the Introduction.

Here, we present a different approach more suitable to Definition 3.3.

Let G be a compact group. It is well-known that the left regular representation λ on G
is a direct sum of irreducible ones, i.e. we have the quasi-equivalence

(3.7) λ ∼= ⊕π∈Ĝ π,
which gives us

V N(G) ∼=
⊕

π∈Ĝ

Mdπ and A(G) ∼= ℓ1-
⊕

π∈Ĝ

dπS
1
dπ .

Here, Spn, 1 ≤ p ≤ ∞ refers to Schatten p-class on ℓ2n. In the above, the latter identification

uses a standard duality coming from the Plancherel theorem

L2(G) ∼= ℓ2-
⊕

π∈Ĝ

√
dπS

2
dπ .

Let w : Ĝ→ (0,∞) be a function. We associate w with the operator

W =
⊕

π∈Ĝ

w(π)Iπ

which can be understood as a spectral integral. More precisely, we consider the spectral

measure

E : P(Ĝ) → B(H), J 7→ ⊕π∈JIπ
where P(Ĝ) is the σ-algebra of all subsets of Ĝ and H is given by

H = ℓ2-
⊕

π

√
dπS

2
dπ .
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Indeed, the scalar valued map 〈E(·)X,X〉 : P(Ĝ) → R for any X = (X(π))π ∈ H is

given by

〈E(J)X,X〉 =
∑

π∈J
dπ‖X(π)‖22, J ⊆ Ĝ.

so that 〈E(·)X,X〉 is a measure for any X . Thus, [45, Lemma 4.4] tells us that E is a

spectral measure, and we define W to be the spectral integral

∫

Ĝ

w dE, which we denote

by
⊕

π∈Ĝw(π)Iπ .
Recall that for A = (A(π))π∈Ĝ ∈ V N(G) we have

Γ(A) = ⊕π,π′

[
U∗
π,π′(⊕σ⊆π⊗π′A(σ))Uπ,π′

]

where for σ, π, π′ ∈ Ĝ, the notation σ ⊆ π ⊗ π′ means that σ is a subrepresentation of

π⊗π′, and Uπ,π′ is the unitary appearing in the irreducible decomposition of π⊗π′. Since

Γ(W ) =

∫

Ĝ

w d(Γ ◦ E), we have for π, π′ ∈ Ĝ that

Γ(W )(W−1 ⊗W−1)(π, π′) = U∗
π,π′(⊕σ⊆π⊗π′w(σ)w(π)−1w(π′)−1Iσ)Uπ,π′ ,

which explains that Γ(W )(W−1 ⊗W−1) is a contraction if and only if

(3.8) w(σ) ≤ w(π)w(π′)

for any σ, π, π′ ∈ Ĝ such that σ ⊆ π⊗π′. This is exactly the sub-multiplicativity condition

(1.1). For the 2-cocycle condition we note that W ⊗W is central (i.e. at each components

we have constant multiples of the identity), so that Γ(W ) and W ⊗W are strongly com-

muting.

From the above description of the central weight W =
⊕

π∈Ĝw(π)Iπ and the dis-

cussion in Section 3.2.2 with S = A(G,W ) we recover the Beurling-Fourier algebra

A(G,W ) = A(G,w) on compact groups in [34]

(3.9) A(G,W ) =
{
X = (Xπ) ∈

∏

π∈Ĝ

Mdπ :
∑

π∈Ĝ

dπw(π)‖Xπ‖1 <∞
}
.

Considering the embedding Trig(G) →֒∏
π∈ĜMdπ , f 7→ (f̂(π))π∈Ĝ we get

‖f‖A(G,W ) =
∑

π∈Ĝ

dπw(π)‖f̂(π)‖1, f ∈ Trig(G) ⊆ C(G)

as before.

Remark 3.23. (1) Note that we are not assuming w to be bounded away from zero

unlike [32].

(2) In [32, Section 2.2] the net of projections {E(J) : J ⊆ Ĝ, |J | <∞} was consid-

ered to define Γ(W ). However, it is immediate to see that both of the definitions of

Γ(W ), the one from [32, Section 2.2] and the one from Section 2.1.2, coincide.

We call the above A(G,W ) a central Beurling-Fourier algebra on compact groups as

in [32]. More detailed examples of central weights on the dual of compact groups will be

presented later in Section 5.

Remark 3.24. In [32] a model for central weights on the dual of the Heisenberg group

has been investigated, which can be explained in the model we described in the next sec-

tion, namely the weights extended from subgroups. See Remark 6.2 for more details. Note

also that central weights on the dual of the reduced Heisenberg group and the dual of the

Euclidean motion group are completely described in Remark 7.3 and Remark 8.2, respec-

tively.
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3.3.3. Extension from closed subgroups. In this subsection we provide a fundamental con-

struction of weights by extending from closed subgroups under mild assumptions. Let H
be a closed subgroup of a locally compact group G and we consider the restriction map

RH : A(G) → A(H), f 7→ f |H , which is a surjective quotient homomoprhism thanks to

Herz restriction theorem, see for example [23, 39]. Then, the adjoint ι = R∗
H is an injective

∗-homomorphism satisfying

(3.10) ι : V N(H) →֒ V N(G), λH(x) 7→ λG(x),

where λH and λG are left regular representations ofH andG, respectively. From this point

on the symbol ι will be reserved for the above particular embedding.

Proposition 3.25. Let H be a closed subgroup of a locally compact group G and WH be

a weight on the dual of H . Then the operator WG = ι(WH) is a weight on the dual of G
provided that any of the following holds:

(1) H is abelian,

(2) WH is central, or

(3) WH is bounded below.

Proof. First, we observe that ΓG◦ι = (ι⊗ι)◦ΓH . Indeed, we can easily check the identity

for the elements λH(x), x ∈ H and we can usew∗-density to get the general result. In cases

(1) and (2) we have that WH is a strong weight, i.e. ΓH(WH) and WH ⊗WH are strongly

commuting. Then, we can easily see that ΓG(WG) = ΓG ◦ ι(WH) = (ι ⊗ ι)(ΓH(WH))
and WG ⊗WG = (ι⊗ ι)(WH ⊗WH) are also strongly commuting from the construction

in Section 2.1.2. Thus, we may apply functional calculus for the above operators, so that

we get XWG
= (ι⊗ ι)(XWH

) a contraction, which immediately implies that WG is even a

strong weight on the dual of G by Proposition 3.6.

For the case (3) we appeal to Proposition 2.1 to getXWG
= (ι⊗ ι)(XWH

) and to verify

the 2-cocycle condition, which establishes (b) and (c) of Definition 3.3. �

WhenG is a connected Lie group andH is a connected abelian Lie subgroup, then all the

extended weights are obtained from the Lie derivatives via functional calculus. Note that if

H is a connected abelian Lie group then it is isomorphic as a Lie group to Rj × Tn−j , for

some 0 ≤ j ≤ n. In particular, we can arrange a basis {X1, · · · , Xn} for the Lie algebra h

ofH for which exp(RX1+· · ·+RXj) ∼= Rj , and each exp(Xk) ∼= T for k = j+1, . . . , n.

Proposition 3.26. Let H be a closed connected abelian Lie subgroup of a connected Lie

group G, with basis {X1, · · · , Xn} for its Lie algebra h arranged as above. A weight

function w : Ĥ → (0,∞), induces a weight on G by functional calculus as follows:

WG = w(i∂λG(X1), · · · , i∂λG(Xn)).

Proof. First, we let H = Rj × Tn−j . The Fourier transform of a derivative gives the

formula

i∂λH(Xk) = (FH)−1 ◦Mxk
◦ FH

where Mxk
f(x1, . . . , xn) = xkf(x1, . . . , xn). Notice that x1, . . . , xj are real variables,

whereas xj+1, . . . , xn are integer variables. Hence functional calculus, and its interchanga-

bility with homomorphisms, provides that

w(i∂λH(X1), · · · , i∂λH(Xn)) = M̃w,

where M̃w is the unitary conjugation of a multiplication operator as in Example 3.5. Since

H is abelian, we may apply Proposition 3.25, the fact that ι(∂λH(Xk)) = ∂λG(Xk) for

each k, and again functional calculus, to obtain the desired formula. �

When we have two subgroups isomorphic by an automorphism on the group, then there

is a natural connection between the corresponding spectrums. Let α : G→ G be a contin-

uous group automorphism. If G is a connected Lie group, then from the definition of uni-

versal complexification we have a uniquely determined analytic extension αC : GC → GC
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of α, where GC is the universal complexification of G. It is straightforward to see that αC

is also a group automorphism. Note that the transferred measure d(α(x)) is left invariant

again, so that there is a constant C > 0 such that d(α(x)) = C · dx. This implies that we

have a unitary U =
√
CαL2 on L2(G), where αL2 : L2(G) → L2(G), f 7→ f ◦ α. This

map transfers to the level of A(G) and V N(G) as follows.

αA : A(G) → A(G), f 7→ f ◦ α.
Indeed, for f(x) = 〈λ(x)ξ, η〉, ξ, η ∈ L2(G) we have

f ◦ α(x) = 〈λ(α(x))ξ, η〉

=

∫

G

ξ(α(x)−1y)η(y)dy

=

∫

G

ξ(α(x−1α−1(y))η(y)dy

= C ·
∫

G

ξ(α(x−1z)η(α(z))dz

= C · 〈λ(x)ξ ◦ α, η ◦ α〉
= 〈λ(x)U(ξ), U(η)〉,

which means αA is an isometry. Then, its adjoint αV N = α∗
A is given by

αV N : V N(G) → V N(G), λ(x) 7→ λ(α(x)) = U∗λ(x)U.

Now we can observe that αV N is an inner normal ∗-isomorphism.

Theorem 3.27. Let α : G→ G be a continuous automorphism and W be a weight on the

dual of G which is either a strong weight or is bounded below. Then αV N (W ) is also a

weight on the dual of G and we have

SpecA(G,αV N (W )) ∼= SpecA(G,W )

which is implemented by resticting the isometry

Π : V N(G,W−1) → V N(G,αV N (W−1)), AW 7→ αV N (A)αV N (W ).

Proof. We first note that αV N (W ) is also a weight on the dual of G. Indeed, we have the

identity

(3.11) (αV N ⊗ αV N ) ◦ Γ = Γ ◦ αV N .
It is straightforward to verify conditions (a) and (b) of Definition 3.3 using properties of

normal automorphism αV N , which is implemented by unitary, and appeal to Proposition

3.6 to see that αV N (W ) is a weight. Likewise, on V N(G) we have

(αV N ⊗ αV N ) ◦ ΓαV N (W ) = ΓW ◦ αV N
which, by Proposition 3.7, shows that αV N∗ : (A(G), ·W ) → (A(G), ·αV N (W )) is an

isometric isomorphism, and αV N carries Spec(A(G), ·αV N (W )) onto Spec(A(G), ·W ).

We let Φα : V N(G) → V N(G,αV N (W )−1) be given in analogy to Φ in the definition

of the space V N(G,W−1). We then let Π∗ = (Φα∗ )
−1 ◦ αV N∗ ◦ Φ∗ : A(G,W ) →

A(G,αV N (W )). The adjoint Π = Π∗
∗ satisfies

Π(AαV N (W )) = Φ ◦ αV N ◦ (Φα)−1(AαV N (W )) = αV N (A)W.

It follows from Proposition 3.12 that Π maps SpecA(G,αV N (W )) onto SpecA(G,W ).
�

Remark 3.28. The above theorem tells us that we could focus on a representative choice

of subgroup among the subgroups in the similarity class.

We end this subsection with the following functorial result about restrictions.
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Proposition 3.29. Let H be a closed subgroup of G, WH be a weight on the dual of H
which is bounded below, and WG = ι(WH) be the weight on the dual of G specified by

Proposition 3.25. Then the restriction map

u 7→ u|H : A(G,WG) → A(H,WH)

is a surjective quotient homomorphism.

Proof. Recall the embedding ι : V N(H) → V N(G) from (3.10). It is shown in the proof

of Proposition 3.25 that ι⊗ ι(XWH
) = XWG

. Since, also, (ι⊗ ι) ◦ ΓH = ΓG ◦ ι, for A in

V N(H) we have that

(ι⊗ ι) ◦ ΓWH
(A) = ι⊗ ι(ΓH(A)XWH

) = ΓWG
◦ ι(A).

Thus, by duality, the quotient map RH is an algebra homomorphism from (A(G), ·WG
)

onto (A(H), ·WH
). Then the desired restriction map is given by

(Φ−1
H )∗ ◦RH ◦ (ΦG)∗ : A(G,WG) → A(H,WH)

where (Φ−1
G )∗ : A(G) → A(G,WG) is the isometry indicated in Definition 3.11, for

example. �

3.3.4. Construction of weights using Laplacian. Measuring the growth rate of a function

has always been a central theme in various fields of mathematics. In [34] the authors sug-

gested that the Laplacian could provide such a measure on the dual of a compact connected

Lie group G. For such a group it is well-known that the operator ∂λ(∆) is central, i.e. we

have a function Ω : Ĝ→ (0,∞) such that

−∂λ(∆) = ⊕π∈ĜΩ(π)Iπ .
Note that the function Ω is independent of the choice of the basis {X1, · · · , Xn} of the

associated Lie algebra g and the function Ω plays the role of homogeneous monomial of

order 2. From this we can define a family of polynomially/exponentially growing weights

on the dual of a compact group G as follows.

Definition 3.30. For α ≥ 0, we define the weight w∆
α by

w∆
α (π) := (1 + Ω(π))

α
2 .

The above weight w∆
α is said to have polynomial growth rate of order α.

Similarly, for β ≥ 1 we define the weight w∆
β by

w∆
β (π) := β

√
Ω(π), π ∈ Ĝ.

The above weight w∆
β is said to have exponential growth rate of order β.

We refer to [34, Lemma 5.3] to see that w∆
α and w∆

β are indeed weights.

The above idea can be extended to a general (possibly non-compact) connected Lie

group G, with a partial success of defining polynomially growing weights. We begin with

some basic facts on the operators ∂λ(X), X ∈ g and ∂λ(∆) with ∆ = X2
1 + · · ·+X2

n for

a given basis {X1, · · · , Xn} of g. Recall that ∂λ(X) is the infinitesimal generator of the

one-parameter unitary group (λ(exp(tX)))t∈R, i.e. λ(exp(tX)) = exp(t∂λ(X)). We also

have Γ(λ(exp(tX))) = λ(exp(tX)) ⊗ λ(exp(tX)), t ∈ R. By comparing the associated

infinitesimal generators on both sides (or taking derivative at t = 0) we get

Γ(∂λ(X)) = ∂λ(X)⊗ I + I ⊗ ∂λ(X).

Now on the common invariant subspace D∞(λ)⊗ D∞(λ) we compute

Γ(∂λ(∆)) =

n∑

k=1

(∂λ(Xk)⊗ I + I ⊗ ∂λ(Xk))
2(3.12)

= ∂λ(∆)⊗ I + I ⊗ ∂λ(∆) + 2

n∑

k=1

∂λ(Xk)⊗ ∂λ(Xk).
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We recall that each operator i∂λ(Xk) is self-adjoint and affiliated with V N(G) so its

square −∂λ(Xk)
2 is positive.

Our starting point for the weights is the operator A = I − ∂λ(∆) and its powers Am,

m ≥ 1. Note that A is positive, affiliated with V N(G), and bounded below. We require

the following domination result.

Proposition 3.31. ([40, Lemma 6.3]) For any element Y ∈ U(g) with order ≤ 2m (i.e.

elements in the span of the elementsXi1 · · ·Xik , k ≤ 2m) we have a constantC depending

only on m such that

‖dλ(Y )h‖ ≤ C‖(I − dλ(∆))mh‖, h ∈ D∞(λ).

Theorem 3.32. There is a constant Cm > 0 for which the operator

CmA
m = Cm(I − ∂λ(∆))m, m ≥ 1

is a weight on the dual of G.

Proof. We first check that Γ(Am)(A−m ⊗ A−m) is densely defined and bounded. By

(3.12), on D := D∞(λ)⊗D∞(λ) we have

Γ(Am)|D = Γ(I − ∂λ(∆))m|D

=

(
I ⊗ I − ∂λ(∆) ⊗ I − I ⊗ ∂λ(∆)− 2

n∑

k=1

∂λ(Xk)⊗ ∂λ(Xk)

)m
|D

=

(
I ⊗ I − dλ(∆) ⊗ I − I ⊗ dλ(∆) − 2

n∑

k=1

dλ(Xk)⊗ dλ(Xk)

)m
,

which is a linear combination of operators of the form dλ(S)⊗ dλ(T ) where S, T ∈ U(g)
are of order≤ 2m. Now we observe thatAm(D∞(λ)) is dense in L2(G). Indeed, we begin

with k ∈ (Am(D∞(λ)))⊥. Then since D∞(λ) is a core for Am ([46, Corollary 10.2.7])

we can easily see that k actually belongs to ran(Am)⊥ = {0}, sinceAm is bounded below.

This observation combined with Proposition 3.31 tells us that dλ(S)A−m and dλ(T )A−m

are bounded operators on the common dense subspace Am(D∞(λ)), so that (dλ(S) ⊗
dλ(T ))(A−m ⊗ A−m) is a bounded operator on Am(D∞(λ)) ⊗ Am(D∞(λ)), which is

dense in L2(G × G). Consequently, we know that Γ(Am)(A−m ⊗ A−m) is bounded on

the dense subspace Am(D∞(λ))⊗Am(D∞(λ)) with ‖Γ(Am)(A−m ⊗A−m)‖ ≤ Cm, or

equivalently

‖Γ(CmAm)(C−1
m A−m ⊗ C−1

m A−m)‖ ≤ 1.

Since Am is bounded below, Proposition 3.6 shows that CmA
m is a weight on the dual of

G. �

Definition 3.33. We call the weight Wm := CmA
m, m ≥ 1, the polynomial weight on the

dual of G of order 2m.

Remark 3.34. (1) The fact that
√
1 + t ≤ 1 +

√
t ≤

√
2
√
1 + t for t ≥ 0, and

functional calculus show that the operatorA1/2 = (I − ∂λ(∆))1/2 is comparable

up to constant with the operator I+
√

−∂λ(∆). Thus, we may useW ′
m = C′

m(I+√
−∂λ(∆))m (for some C′

m > 0) in place of Wm.

(2) For G = R, the operator W ′
m corresponds to a multiple of the weight w : R̂ →

(0,∞), given by w(ξ) = (1 + |ξ|)2m. This justifies our present terminology.

(3) Let G be a compact connected Lie group. For α = 2m the weight w∆
α from

Definition 3.30 is nothing but the above weight Wm with Cm = 1.

(4) We were not able to define exponentially growing weights for non-compact Lie

groups with only two exceptions of Euclidean motion group E(2) and its simply

connected cover Ẽ(2). See Section 8.1.2 for the details.
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4. COMPACT CONNECTED LIE GROUPS AND THE SPECIAL UNITARY GROUP SU(n)

4.1. More on representations of compact connected Lie groups. In this section we re-

call some representation theory of compact connected Lie groups starting with the highest

weight theory from [49] and [34, Section 5]. We consider the decomposition g = z + g1,

where z is the center of g and g1 = [g, g]. Let t be a maximal abelian subalgebra of g1
and T = expt. Then there are fundamental weights λ1, · · · , λr,Λ1, · · · ,Λl ∈ g∗ with

r = dimz and l = dimt such that any π ∈ Ĝ is in one-to-one correspondence with its asso-

ciated highest weightΛπ =
∑r

i=1 aiλi+
∑l
j=1 bjΛj with (ai)

r
i=1 ∈ Zr and (bj)

l
j=1 ∈ Zl+.

Let χi be the character of G associated to the highest weight λi and πj be the irreducible

representation associated to the weight Λj . Then,

S =
{
± χi, πj : 1 ≤ i ≤ r, 1 ≤ j ≤ l

}

is known to generate Ĝ. More precisely, if we denote for every k ≥ 1,

S⊗k =
{
π ∈ Ĝ : π ⊂ σ1 ⊗ · · · ⊗ σk where σ1, · · · , σk ∈ S ∪ {1}

}

then we have ⋃

k≥1

S⊗k = Ĝ.

Now we define τS : Ĝ→ N ∪ {0}, the length function on Ĝ associated to S, by

(4.1) τS(π) := k, if π ∈ S⊗k\S⊗(k−1).

From the definition, we clearly have

(4.2) τS(σ) ≤ τS(π) + τS(π
′)

for any π, π′ ∈ Ĝ and σ ⊂ π ⊗ π′.
We know that any π ∈ Ĝ uniquely extends to a holomorphic representation πC on GC,

the universal complexification of G. Moreover, each coefficient function πij , 1 ≤ i, j ≤
dπ, clearly belongs to D∞

C
(λ) from the definition of entire vectors.

Now we move our attention to a representative example of compact connected Lie

groups, namely SU(n), the special unitary group of degree n. The associated Lie alge-

bra su(n) is given by

su(n) =
{
X = −X∗ ∈Mn : Tr(X) = 0

}

with the regular commutator as the Lie bracket and the exponential map is the usual matrix

exponential. Denoting by Eij the (i, j)-matrix unit we have that the abelian subalgebra

t = 〈Xjj := i(Ejj − Enn) : 1 ≤ j ≤ n− 1〉
with

exp(t) = H =
{
D = diag(x1, · · · , xn) : |x1| = · · · = |xn| = 1, x1 · · ·xn = 1

}

which is the canonical maximal torus consisting of diagonal matrices in SU(n).

The unitary dual ŜU(n) of SU(n) can be identified with Zn−1
+ , which is in 1-1 corre-

spondence with the index set

In =
{
λ = (λ1, · · · , λn) ∈ Zn+ : λ1 ≥ λ2 ≥ · · · ≥ λn−1 ≥ λn = 0

}

via the map

a = (a1, · · · , an−1) ∈ Zn−1
+ ⇔ λ = (λ1 · · · , λn) ∈ In

given by

λ1 = a1 + · · ·+ an−1, λ2 = a2 + · · ·+ an−1, · · · , λn−1 = an−1, λn = 0.
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We will denote the corresponding representation in ŜU(n) by πa or πλ according to our

preferences. We have a canonical generating set for ŜU(n) given by

S =
{
(1, 0, · · · , 0), · · · , (0, · · · , 0, 1)

}
⊂ Zn−1

+

which gives us a canonical word length function, denoted by τS , given by

(4.3) τS(πλ) = a1 + · · ·+ an−1 = λ1,

The representation πλ, λ ∈ In, is acting on a vector space Vλ with a basis {vT },

where T runs through all the semistandard Young tableaux of shape λ. Every tableaux

T has a parameter set {tk : 1 ≤ k ≤ n}, where tk is the number of times k ap-

pears in the tableau T . Moreover, each vector vT is an eigenvector of the matrix πλ(D),
D = diag(x1, · · · , xn) ∈ H , with the eigenvalue xt11 . . . xtnn (see [15, Problem 6.15]).

From the construction of representations πλ and vT , for which the usual symmetric and

anti-symmetric tensor products are used, we can see that the vectors vT are orthogo-

nal with respect to the natural inner product on the representation space Vλ. Let ṽT
be the normalization of vT , then we have an orthonormal basis {ṽT } for Vλ with the

same eigenvalues. Thus, we can say that πλ(D) is also a diagonal matrix with entries

xt11 . . . xtnn = xt1−tn1 . . . x
tn−1−tn
n−1 with respect to the orthonormal basis we described

above. In other words, we have

(4.4) πλ(D)ṽT = xt11 . . . xtnn · ṽT .
In particular, for any t ∈ R we have a diagonal matrix πλ(exp(tXjj)) given by

πλ(exp(tXjj))ṽT = eit(tj−tn)ṽT , 1 ≤ j ≤ n− 1.

Thus, ∂πλ(Xjj) is also the diagonal matrix given by

(4.5) ∂πλ(Xjj)ṽT = i(tj − tn)ṽT , 1 ≤ j ≤ n− 1.

The universal complexification of SU(n) is the special linear group SL(n,C) and the

above representation πλ is known to extend to the holomorphic representation (πλ)C on

SL(n,C) with the same formula (4.4) for D = diag(x1, · · · , xn) ∈ SL(n,C). To avoid

clutter in notation, we denote the holomorphic representation (πλ)C by π̃λ.

5. WEIGHTS ON THE DUAL OF COMPACT CONNECTED LIE GROUP G

In this section, we present three types of weights on the dual of a compact connected Lie

groupG: central weights, weights extended from subgroups, and weights derived from the

Laplacian. Note first that a weight W on the dual of G can be understood as a collection

of matrices (W (π))π∈Ĝ ∈ ∏π∈ĜMdπ with the dense subspace S = Φ−1
∗ (Trig(G)) in

Section 3.2.2. We begin with central weights.

Example 5.1. For α ≥ 0 we have dimension weights wα given by

wα(π) := (dπ)
α, π ∈ Ĝ.

The sub-multiplicativity comes from the fact that σ ⊆ π ⊗ π′, σ, π, π′ ∈ Ĝ implies that

dσ ≤ dπdπ′ .

For α ≥ 0 and β ≥ 1, we have weights wSα and wSβ given by

wSα(π) := (1 + τS(π))
α, wSβ (π) := βτS(π), π ∈ Ĝ.

Here, τS is the word length function on Ĝ with respect to the generating set S given in

(4.1). The submultiplicativity this time comes from the subadditivity (4.2).

In particular, when G = SU(2) we have ŜU(2) ∼= {πn : n ≥ 0} ∼= Z+ with dπn
=

n+ 1, n ≥ 0. Then for S = {π1}, α ≥ 0 and β ≥ 1 we have

wα(πn) = wSα(πn) = (n+ 1)α, wSβ (πn) = βn, n ≥ 0.
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We already have a general principle of extending weights from subgroups, namely

Proposition 3.25 and Proposition 3.26. However, precise description of such weights re-

quires more details on the representation theory of the underlying group. For this reason

we focus on the case of SU(n) here. We begin with the case of an abelian subgroup.

Example 5.2. Let G = SU(n) and H ∼= Tn−1 be the canonical maximal torus. Then

Proposition 3.25 and (4.5) immediately lead us to the following: for a weight function

w : Zn−1 → (0,∞) the extended weight W = ι(M̃w) is a direct sum of matrices

W = ⊕λ∈In
W (πλ), W (πλ) ∈Mdλ

where dλ = dimπλ. Moreover, each matrix W (πλ) is a diagonal one given by

W (πλ)ṽT = w(tn − t1, · · · , tn − tn−1)ṽT

where T is a semistandard Young tableaux of shape λ with parameters t1, · · · , tn. Note

that the resulting weight W is not central unless w is the constant 1 function.

Among many non-abelian subgroups of SU(n) we check the case of SU(n− 1), which

would be one of the easiest such choices.

Example 5.3. Let G = SU(n) and H = SU(n − 1) embedded in G as the left upper

corner. We first consider the embedding ∗-homomorphism

ι : V N(H) → V N(G), λH(f) 7→
∫

H

f(g)λG(g)dg ∼= ⊕λ∈In

∫

H

f(g)πλ(g)dg.

Recall that the restriction πλ|H is clearly a finite dimensional representation of H and its

irreducible decomposition is well-known as follows ([30, Chap. IX]):

πλ|SU(n−1)
∼= ⊕µπµ

where the direct sum is taken over all µ ∈ In−1 satisfying the interlacing condition

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ µn−2 ≥ λn−1.

Now we fix a weightWH = ⊕µ∈In−1WH(µ) on the dual ofH , which is central or bounded

below, so that it satisfies one of the conditions in Proposition 3.25. Then the extended

weight WG = ι(WH(µ)) = ⊕λ∈In
WG(λ) is given by

WG(λ) ∼= ⊕µWH(µ)

where the direct sum is over all µ ∈ In−1 satisfying the above interlacing condition with

respect to λ.

As we have seen in Section 3.3.4 we already have two types of weights derived from the

Laplacian, namely

w∆
α (π) := (1 + Ω(π))

α
2 , w∆

β (π) := β
√

Ω(π), π ∈ Ĝ

for α ≥ 0 and β ≥ 1, where Ω : Ĝ→ (0,∞) is the function satisfying

−∂λ(∆) = ⊕π∈ĜΩ(π)Iπ .
Remark 5.4. One canonical way of measuring “growth” is to use length functions, so that

we can define “growth rate” on Ĝ for a compact connected Lie group G using the length

function τS in (4.1). Note that the function Ω and the length function τS are equivalent

([34, (5.3) and (5.5)]), so that the resulting “polynomially growing” weights w∆
α and wSα

are equivalent. However, this equivalence does not carry over to “exponentially growing”

weights thanks to the presence of the equivalence constant. Note also that the concept

of length functions on Ĝ for a non-compact Lie group G is not well-understood at this

moment. For this reason we would like to focus on the approach of using Laplacian for

“growth rate on the dual of G”.
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5.1. Description of spectrum of A(G,W ) for a compact connected Lie group G and

SU(n). In this section, we describe the spectrum ofA(G,W ) for a compact connected Lie

groupG, where the weight W is one of the three types described in the previous section.

5.1.1. The case of central weights. We begin with the case of central weights. The gen-

eral strategy goes as follows. We fix a weight function w : Ĝ → (0,∞) and recall the

observation SpecA(G,w) ⊆ SpecTrig(G) and we pick an element ϕ ∈ SpecTrig(G).

A(G,w)

ϕ

��

Trig(G)?
_oo

ϕ|Trig(G)
xxrr
r
r
r
r
r
r
r
r
r

C

By the “abstract Lie” theory we know that ϕ actually comes from a point xϕ ∈ GC.

To determine whether ϕ belongs to SpecA(G,w), we need to check the norm condition

ϕ ∈ A(G,w)∗ ∼= V N(G,w−1), i.e.

sup
π∈Ĝ

‖πC(xϕ)‖
w(π)

<∞,

which suggests that we need more details of the representation theory ofG. For this reason

we focus only on the case of G = SU(n). We recall a part of Littlewood-Richardson rule

[15, Proposition 15.25 (ii)].

Proposition 5.5. Let a = (a1, · · · , an−1) ∈ Zn−1
+ and πa = π(a1,··· ,an−1) be the associ-

ated representation. We also let πk = π(0,··· ,0,1,0,··· ,0), where we have 1 only at the k-th

coordinate. Then we have

π(a1,··· ,an−1) ⊗ πk ∼= ⊕bπb

where the direct sum is over all b = (b1, · · · , bn−1) ∈ Zn−1
+ satisfying the following: there

is a subset J ⊆ {1, · · · , n} with k elements such that if i /∈ J and i + 1 ∈ J then ai > 0,

and

bi =





ai − 1 if i /∈ J, i+ 1 ∈ J

ai + 1 if i ∈ J, i+ 1 /∈ J

ai otherwise

.

Proposition 5.6. Let D = diag(x1, · · · , xn) ∈ SL(n,C). Then, we have

‖(π(a1,··· ,an−1))C(D)‖ = ‖(π1)C(D)‖a1 · · · ‖(πn−1)C(D)‖an−1 .

In particular, for the case that |x1| ≥ |x2| ≥ · · · ≥ |xn| we actually have

‖(π(a1,··· ,an−1))C(D)‖ = |x1|a1 · · · |x1 · · ·xn−1|an−1 .

Proof. We will apply Proposition 5.5 with J = {1, · · · , k}. Then we can see that

π(a1,··· ,ak+1,··· ,an−1) (increased by 1 only at the k-th coordinate)

appears in the decomposition of π(a1,··· ,an−1) ⊗ πk. This explains that

‖(π(a1,··· ,ak+1,··· ,an−1))C(D)‖ ≤ ‖(π(a1,··· ,an−1))C(D)‖ · ‖(πk)C(D)‖
which gives us the upper bound

‖(π(a1,··· ,an−1))C(D)‖ ≤ ‖(π1)C(D)‖a1 · · · ‖(πn−1)C(D)‖an−1 .

For the lower bound we first assume that D is rearranged in the way that |x1| ≥ |x2| ≥
· · · ≥ |xn|. Note that we do not lose generality from this assumption. When we consider

the representation πk we are lead to the shape λ with λ1 = · · · = λk = 1, λk+1 = · · · =
λn = 0. Then, the allowed tableaux T can only have one or zero of each numbers between

1 and n, so that from (4.4) we have

‖(πk)C(D)‖ = max
T

|xt11 · · ·xtnn | = max
1≤i1<···<ik≤n

|xi1 · · ·xik | = |x1 · · ·xk|.
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On the other hand for the general shape λ we pick a specific choice of tableaux T with k
filling the whole k-row for 1 ≤ k ≤ n − 1. Then, we have tk = λk = ak + · · · + an−1,

1 ≤ k ≤ n− 1 and tn = 0. Thus we have

|xt11 · · ·xtnn | = |xa1+···+an−1

1 · · ·xan−1

n−1 | = |x1|a1 · · · |x1 · · ·xn−1|an−1

which gives us the lower bound we wanted.

�

A direct application of the above gives us the following results.

Example 5.7. Let G = SU(n) and wSβ , β ≥ 1 be the exponentially growing weight

function on ŜU(n) from Example 5.1. Then we have

SpecA(SU(n), wSβ )

(5.1)

∼=
{
UDV : U, V ∈ SU(n), D = diag(x1, · · · , xn) ∈ SL(n,C)

with |x1| ≥ · · · ≥ |xn−1| and |x1 · · ·xk| ≤ β for all 1 ≤ k ≤ n− 1
}
.

The above can be shown as follows. We first recall the KAK-decomposition of SL(n,C),
namely for any A ∈ SL(n,C) we have A = UDV for some U, V ∈ SU(n), D =
diag(x1, · · · , xn) ∈ SL(n,C). This decomposition can be transferred to the level of

Trig(G)† ∼=
∏
π∈ĜMdπ and since our weight is central, the unitary matrices correspond-

ing to the evaluation functional at U and V do not contribute to the operator norm. Thus,

it is enough to focus on the diagonal part D, for which we get the conclusion directly from

Proposition 5.6 and the fact that

wSβ (π(a1,··· ,an−1)) = βτS(π(a1,··· ,an−1)) = βa1+···+an−1 .

In particular, for the case n = 2 we actually recover the following result from [34, Example

4.5].

(5.2) SpecA(SU(2), wSβ )
∼=
{
U

[
ρ 0
0 ρ−1

]
V : U, V ∈ SU(2),

1

β
≤ ρ ≤ β

}
.

Example 5.8. Let G = SU(2) and w∆
β , β ≥ 1 be the exponentially growing weight

function on ŜU(2) from Definition 3.30. Note that we have ([11, Proposition 8.3.2])

Ω(πn) = n(n+ 2), n ≥ 0.

Thus, we havew∆
β (πn) = β

√
n(n+2), so that the same argument as in the previous example

leads us to the following.

SpecA(SU(2), w∆
β )

∼=
{
U

[
ρ 0
0 ρ−1

]
V : U, V ∈ SU(2),

1

β
≤ ρ ≤ β

}
,

which produces the same spectrum as in (5.2).

It is natural to be interested in the other exponentially growing weight function w∆
β on

ŜU(n), n ≥ 3. However, the computation of Ω(π(a1,··· ,an−1)) is quite complicated, so that

we do not pursue this direction in this paper.

5.1.2. The case of weights coming from closed subgroups. In this subsection we focus on

the weight WG extended from a weight WH on the dual of a closed Lie subgroup H of G
(i.e. WG = ι(WH)) as in Proposition 3.25. We actually have the following general result.

Theorem 5.9. The spectrum of the Beurling-Fourier algebra A(G,WG) is determined as

follows:

SpecA(G,WG) ∼=
{
g · exp(iX) ∈ GC : g ∈ G,X ∈ h, exp(iX) ∈ SpecA(H,WH)

}
.
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Since SpecA(G,WG) ⊆ SpecTrig(G), we start the proof of the above theorem with

examining an element ϕ ∈ SpecTrig(G). By the Cartan decomposition (2.4) we know that

ϕ = λ(g) exp(∂λ(iX)) ∼= (π(g) exp(idπ(X)))π∈Ĝ

for uniquely determined g ∈ G and X ∈ g. Now in order to check whether ϕ ∈
V N(G,W−1

G ) (or equivalently whether exp(∂λ(iX))W−1
G is bounded), we prove that for

every X ∈ g\h, the operator exp(∂λ(iX))W−1
G is actually unbounded under a mild as-

sumption on WH . This job requires an integral formula associated to a modified exponen-

tial map.

Proposition 5.10. Suppose that G is a unimodular (possibly non-compact) connected Lie

group. Let dim g = n ≥ d = dim h and {X1, · · · , Xn} be a basis for g such that

{X1, · · · , Xd} is a basis for h. Then, there is a neighborhood W of the origin of m =
span{Xd+1, · · · , Xn} ∼= Rn−d such that

E : H ×W → U, (h, xd+1, · · · , xn) 7→ h · exp(xd+1Xd+1) · · · exp(xnXn)

is a diffeomorphism onto an open set U ⊆ G. Moreover, for f ∈ Cc(G) supported on

ranE we have ∫

G

f(x)dx =

∫

H

∫

W

f(E(h, v))D(h, v) dv dh

where D is a smooth function with D(e, 0) > 0. Here, dx and dh are left Haar measures

on G and H , respectively and dv is the Lebesgue measure on W ⊆ m.

Proof. This is a standard procedure. We set m = span{Xd+1, · · · , Xn} ⊆ g. Then the

tangent space TH·e(H\G) of H\G at H · e can be identified with m. More precisely, there

is a neighborhoodW ′ of H · e in H\G such that the map

Φ : m → H\G, (xd+1, · · · , xn) 7→ H · exp(xd+1Xd+1) · · · exp(xnXn)

is a local diffeomorphism from a neighborhoodW of the origin in m onto W ′. Moreover,

the map τ :W ′ ⊆ H\G→ G, defined as

τ(H · exp(xd+1Xd+1) · · · exp(xnXn)) = exp(xd+1Xd+1) · · · exp(xnXn)

is a smooth section map such that q ◦ τ = idW ′ , where q : G → H\G is the canonical

quotient map. Then, the map

H ×W
idH×Φ−→ H ×W ′ → G, (h, xd+1, · · · , xn) 7→ h · exp(xd+1Xd+1) · · · exp(xnXn)

is the map E we were looking for, which is a diffeomorphism onto the image of the map.

The integral formula follows directly from the above, and the local form of the pull-back

volume form E∗ω on H ×W for the volume form ω on G associated with the left Haar

measure µG. Note that µG is also right invariant due to the unimodularity of G and we

need right invariance since we use right cosets. �

Theorem 5.11. Let G be a compact connected Lie group. Let WG be a weight on the dual

of G extended from a bounded below weight WH . Then for any X ∈ g\h the operator

exp(i∂λ(X))W−1
G is unbounded, whenever it is densely defined.

Proof. We split the proof into three steps:

[Step 1] We may assume that X = Xd+1 in Proposition 5.10. We can also assume

that the neighborhood W in Proposition 5.10 is of the form J × V for some precompact

neighborhoods J and V of the origins of R · Xd+1
∼= R and span{Xd+2, · · · , Xn} ∼=

Rn−d−1, respectively, so that we have the modified exponential map

(5.3) E : H × J × V → ranE ⊆ G, (h, t, v) 7→ E(h, t, v).

We choose a small enough ε > 0 such that

exp(sX)E(h, t, v) ∈ ranE for any s ∈ (−ε, ε) and (h, t, v) ∈ H × 1

2
J × 1

2
V.
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Note that we used the compactness of H × 1
2J × 1

2V in the open set ranE. Then by

composing the above maps with E−1 we can find smooth maps θ, α and β from (−ε, ε)×
H × 1

2J × 1
2V to H , J and V , respectively such that

(5.4) exp(−sX)E(h, t, v) = E(θ(s, h, t, v), α(s, h, t, v), β(s, h, t, v))

for any (s, h, t, v) ∈ (−ε, ε)×H × 1
2J × 1

2V . This relationship immediately tells us that

(5.5) θ(0, h, t, v) = h, α(0, h, t, v) = t, β(0, h, t, v) = v

and

α(s, e, 0, 0) = −s
for any s ∈ (−ε, ε). The latter implies ∂sα(0, e, 0, 0) = −1, so we can find an open

neighborhood U of the origin of h, open subsets J ′ ⊆ 1
2J , V ′ ⊆ 1

2V containing zero such

that

(5.6) |∂sα(0, h, t, v)| ≥ 1
2 , (h, t, v) ∈ exp(U)× J ′ × V ′

[Step 2] In this step, we show that ∂λ(X)W−1
G is an unbounded operator on L2(G).

We pick non-zero real-valued functions ϕ ∈ C∞
c (R) and γ ∈ C∞

c (Rn−d−1) such that

suppϕ ⊆ J ′ and supp γ ⊆ V ′. Now we consider the function ψ on G given by

ψ(E(h, t, v)) := ϕ(t)γ(v)

for (h, t, v) ∈ H × J ′ × V ′ and zero elsewhere. By combining (5.4) and (5.5) we have for

any (h, t, v) ∈ H × J ′ × V ′ that

∂λ(X)ψ(E(h, t, v)) =
d

ds
ψ(exp(−sX)E(h, t, v))|s=0

=
d

ds
ψ(E(θ(s, h, t, v), α(s, h, t, v), β(s, h, t, v)))|s=0

=
d

ds
ϕ(α(s, h, t, v))γ(β(s, h, t, v))|s=0

= ϕ′(t)∂sα(0, h, t, v)γ(v) + ϕ(t)∂s(γ ◦ β)(0, h, t, v)
= A(E(h, t, v)) +B(E(h, t, v)).

To estimate the norm ‖∂λ(X)ψ‖L2(G), we consider each of the above terms separately.

Note that both functions A and B are supported in the compact set H × J ′ × V ′. By

Proposition 5.10 and (5.6) we have,

‖A‖2L2(G) =

∫

H

∫

J′

∫

V ′

|ϕ′(t)∂sα(0, h, t, v)γ(v)|2D(h, t, v) dhdtdv

≥ 1
2C · µH(U) · ‖ϕ′‖22 · ‖γ‖22,

where C = inf{|D(h, t, v)| : (h, t, v) ∈ H × J ′ × V ′}. For the functionB we have

‖B‖2L2(G) =

∫

H

∫

J′

∫

V ′

|ϕ(t)∂s(γ ◦ β)(0, h, t, v)|2 ·D(h, t, v) dhdtdv

≤ |V ′| ‖D‖C(H×J′×V ′) · ‖ϕ‖22 · ‖∂s(γ ◦ β)‖2
C([−ε/2,ε/2]×H×J′×V ′)

,

where |V ′| denotes the volume of V ′.
Now we replace ϕ(t) by its dilated version

√
Nϕ(Nt) for N ≥ 1 to define

ψN (E(h, t, v)) :=
√
Nϕ(Nt)γ(v)

for (h, t, v) ∈ H × 1
N J

′ × V ′ and zero elsewhere. Then combining all the above estimates

we get

‖∂λ(X)ψN‖L2(G) ≥ ‖AN‖L2(G) − ‖BN‖L2(G) & N
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by a simple change of variables, where ∂λ(X)ψN = AN + BN as in the above computa-

tion. On the other hand we can similarly check

‖ψN‖L2(G) . ‖ϕ‖2 · ‖γ‖2
which is independent of N .

Finally, we observe that ψN satisfies W−1
G ψN = cψN for some constant c 6= 0 inde-

pendent of N . Indeed, the operator W−1
G = ι(W−1

H ) ∈ ι(V N(H)) ⊆ V N(G) is a limit

of operators of the form ι(λH(f)), f ∈ L1(H) in the strong operator topology. From the

definition of ψN , it is easy to check that λG(h)ψN = ψN , for every h ∈ H . Thus, we have

ι(λH(f))ψN =

∫

H

f(h)(λG(h)ψN )dh = (

∫

H

f(h)dh)ψN = 〈λH(f)1H , 1H〉ψN ,

where 1H is the constant function 1 on H . Taking limits of both sides in the strong

operator topology, we conclude that W−1
G ψN = 〈W−1

H 1H , 1H〉ψN . Now, we let c =

〈W−1
H 1H , 1H〉, which is nonzero as W−1

H is positive and injective.

[Step 3] We shall now lift the above lower bound for ‖∂λ(X)ψN‖L2(G) to the case of

‖ exp(i∂λ(X))ψN‖L2(G). LetF (·) denote the spectral measure of the self-adjoint operator

i∂λ(X). Suppose on the contrary that exp(i∂λ(X))W−1
G is bounded and densely defined.

So dom(exp(i∂λ(X))W−1
G ) = L2(G), which implies that W−1

G ψN is in the domain of

exp(i∂λ(X)). Now let C > 0 be a constant such that∫

R

x2d〈F (x)ψN , ψN 〉 = ‖i∂λ(X)ψN‖22 ≥ CN2

so that we have either

∫

[0,∞)

x2d〈F (x)ψN , ψN〉 or

∫

(−∞,0]

x2d〈F (x)ψN , ψN 〉 is at least

CN2/2. In the first case we have

‖ exp(i∂λ(X))ψN‖22 =

∫

R

e2xd〈F (x)ψN , ψN 〉 ≥
∫

[0,∞)

x2d〈F (x)ψN , ψN 〉 ≥ CN2/2.

In the latter case we have

‖ exp(i∂λ(X))ψN‖22 = ‖ exp(i∂λ(X))ψN‖22
=

∫

R

e2xd〈F (x)ψN , ψN 〉

=

∫

R

e2xd〈JF (x)JψN , ψN 〉

=

∫

R

e2xd〈F (−x)ψN , ψN〉

≥
∫

(−∞,0]

x2d〈F (x)ψN , ψN 〉 ≥ CN2/2,

where J denotes the usual complex conjugation on L2(G). Here, we used the fact that

F (B) = JF (−B)J for any Borel set B ⊆ R. Indeed, note that λ̄ = λ, where λ̄ is the

complex conjugate representation of λ given by λ̄(·) = Jλ(·)J . This implies that ∂λ̄(X) =
J∂λ(X)J and i∂λ̄(X) = −J(i∂λ(X))J . We can now conclude that exp(i∂λ(X))W−1

G

is unbounded in either of the cases. �

Remark 5.12. The proof of Theorem 5.11 actually works without any modification for a

non-compact connected Lie group G as long as the subgroup H is compact.

Now we finish the proof of Theorem 5.9.

Proof of Theorem 5.9. Let us go back to the starting point, namely the Cartan decomposi-

tion for ϕ ∈ SpecA(G,WG) ⊆ SpecTrig(G)

ϕ = λ(g) exp(∂λ(iX)) ∼= (π(g) exp(idπ(X)))π∈Ĝ,
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where g ∈ G and X ∈ g are uniquely determined. We need to check whether the operator

exp(∂λ(iX))W−1
G is bounded, and Theorem 5.11 allows us to eliminate “wrong direc-

tions” X ∈ g\h. Indeed, for the truncated W̃H = WH ∨ 1 obtained by functional calculus

we get W̃G = ι(W̃H) = WG ∨ 1 by functional calculus again, which makes the operator

WGW̃
−1
G contractive. Here, we use the convention a ∨ b = max{a, b}, a, b ∈ R. We first

need to check that W̃G is still a weight on the dual ofG. Thanks to the restrictions onW in

Proposition 3.25 we only need to focus on the cases where H is abelian or WH is central.

For both of the cases the weightWH is coming from a weight functionw on Ĥ , so that W̃H

is associated with the truncated functionw ∨ 1, which can easily be checked to be a weight

function. Note that we are referring to the condition (3.8) when H is non-abelian. This

means that the operator W̃H is a strong weight on the dual of H , so that W̃G = ι(W̃H) is

a weight on the dual of G.

Now, for any A ∈ V N(G) we have AWG = (AWGW̃
−1
G )W̃G, which means that

V N(G,W−1
G ) ⊆ V N(G, W̃−1

G ). We can even see that SpecA(G,WG) ⊆ SpecA(G, W̃G)
by the density of Trig(G) in Beurling-Fourier algebras. We, then, can appeal to Theorem

5.11 since W̃G is bounded below.

Now we focus on the case X ∈ h. We first observe a further detail on the embedding

ι : V N(H) → V N(G), λH(x) 7→ λG(x)

whose pre-adjoint map is the restriction map R : A(G) → A(H), f 7→ f |H . Since

G is compact, we actually know that R|Trig(G) : Trig(G) → Trig(H) is a surjective

homomorphism. This implies that ι extends to an injective ∗-homomorphism

(R|Trig(G))
† : Trig(H)† → Trig(G)†

which we still denote by ι by abuse of notation. Moreover, the quasi-equivalence (3.7)

gives us

ι((T (σ))σ∈Ĥ ) ∼=
(
⊕σ⊆π|H ,σ∈ĤT (σ)

)
π∈Ĝ

.

Indeed, for f ∈ Trig(G) ⊆ L1(H) we have

ι((f̂H(σ)σ∈Ĥ ) ∼= ι

(∫

H

f(x)λH(x)dµH(x)

)

∼=
∫

H

f(x)λG(x)dµH (x)

∼=
(∫

H

f(x)π|H(x)dµH(x)

)

π∈Ĝ

∼=
(
⊕σ⊆π|H ,σ∈Ĥ

∫

H

f(x)σ(x)dµH (x)

)

π∈Ĝ

=
(
⊕σ⊆π|H ,σ∈Ĥ f̂

H(σ)
)
π∈Ĝ

,

which proves the claim. This particular quasi-equivalence tells us that for T ∈ Trig(H)†,

the operator T is bounded if and only if ι(T ) is bounded.

Recall that ∂λG(X) = ι(∂λH(X)), so that exp(∂λG(iX)) = ι(exp(∂λH(iX))) by

functional calculus and consequently

exp(∂λG(iX))W−1
G = ι(exp(∂λH(iX))W−1

H ).

For the above equality we actually need to recall that we are dealing with 3 scenarios of

(1) H abelian; (2) WH central; (3) WH bounded below. For the first 2 cases we apply

joint functional calculus and for the third we use Proposition 2.1. Now exp(∂λH(iX)) ∈
SpecA(H,WH) implies that exp(∂λH(iX))W−1

H is bounded and consequently we get that

exp(∂λG(iX))W−1
G is bounded from the above observation, which completes the proof.

�
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We close this subsection with examples of the case G = SU(n).

Example 5.13. Let G = SU(n) and H = exp t ∼= Tn−1 be the canonical maximal torus.

Let

wβ1,··· ,βn−1(j1, · · · , jn−1) = β
|j1|
1 · · ·β|jn−1|

n−1 , (j1, · · · , jn−1) ∈ Zn−1

for β1, · · · , βn−1 ≥ 1 as in Example 3.20 and W T

β1,··· ,βn−1
= ι(M̃wβ1,··· ,βn−1

), the ex-

tended weight. Now we observe that expH(
∑n−1

j=1 xjXjj) = (eixj )n−1
j=1 ∈ Tn−1. Then

directly from Theorem 5.9 we have

SpecA(SU(n),W T

β1,··· ,βn−1
)

=
{
UD : U ∈ SU(n), D = diag(x1, · · · , xn),

x1 · · ·xn = 1,
1

βj
≤ |xj | ≤ βj , 1 ≤ j ≤ n− 1

}
.

Example 5.14. Let G = SU(n) and H = SU(n− 1) embedded as the left upper corner.

Let W
SU(n−1)
β = ι(WH) with WH = wSβ , β ≥ 1 be the exponentially growing weight

function on ̂SU(n− 1) from Example 5.1. Then by Theorem 5.9 and (5.1) we have

SpecA(SU(n),W
SU(n−1)
β )

=
{
UDV ∈ SL(n,C) : U ∈ SU(n), V ∈ SU(n− 1),

D = diag(x1, · · · , xn−1, 1) ∈ SL(n,C) with

|x1| ≥ · · · ≥ |xn−2| and |x1 · · ·xk| ≤ β, 1 ≤ k ≤ n− 2
}
.

6. THE HEISENBERG GROUP

The Heisenberg group is

H =



(y, z, x) =



1 x z

1 y
1


 : x, y, z ∈ R



 = (R× R)⋊R

with the group law being the matrix multiplication or equivalently

(y, z, x) · (y′, z′, x′) = (y + y′, z + z′ + xy′, x+ x′).

Here, we use the notation (y, z, x) instead of (x, y, z) in order to keep the semi-direct

product structure of H. The Haar measure of H is given by d(y, z, x) = dx dy dz, where

dx, dy, and dz denote the Lebesgue measure on R.

For any a ∈ R∗, we have an irreducible unitary representation given by

πa(y, z, x)ξ(t) = e−ia(ty−z)ξ(−x+ t), ξ ∈ L2(R).

Now the left regular representation λ is given by the decomposition

λ ∼=
∫ ⊕

R∗

πa|a|da.

This quasi-equivalence tells us that

V N(H) ∼= L∞(R∗, |a|da;B(L2(R)))

and

A(H) ∼= L1(R∗, |a|da;S1(L2(R)))

where R∗ = R\{0} and Sp(H), 1 ≤ p < ∞, is the Schatten p-class acting on a Hilbert

space H .

The above isomorphism is given through the inverse Fourier transform, which we de-

scribe now. For f ∈ L1(H), we define the group Fourier transform on H by

FH(f) = (FH(f)(a))a∈R∗ = (f̂H(a))a∈R∗ ∈ L∞(R∗, |a|da;B(L2(R)))
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and

f̂H(a) =

∫

H

f(g)πa(g)dg.

Note that FH(f) takes values in L2(R∗, |a|da;S2(L
2(R))) if f ∈ L1(H)∩L2(H), and we

have ‖f‖L2(H) = ‖FH(f)‖2. So FH|L1∩L2 extends to a unitary isomorphism from L2(H)

onto L2(R∗, |a|da;S2(L2(R))), which we again denote by FH(f). A partial inverse for

FH, which is denote by (FH)−1, is given by the formula

(FH)−1(F )(x) =

∫

R∗

Tr(F (a)πa(x)
∗
)|a|da, F ∈ L1(R∗, |a|da;S1(L2(R))).

The inverse Fourier transform (FH)−1 is an isometric Banach space isomorphism from

L1(R∗, |a|da;S1(L2(R))) onto A(H). (See [27] for representation theory of the Heisen-

berg group, and [13] for its Fourier analysis.)

The Lie algebra of H is heis = 〈X,Y, Z : [X,Y ] = Z, [Y, Z] = 0 = [Z,X ]〉 ∼= R3,

which is called the Heisenberg Lie algebra, with the exponential map

exp : heis → H, xX + yY + zZ 7→ (y, z +
1

2
xy, x).

The complexifications of heis and H are particularly easy to describe, namely heisC
∼= C3

with the same basis and

HC =



(y, z, x) =



1 x z

1 y
1


 : x, y, z ∈ C



 .

Since HC
∼= C3 is simply connected, it is straightforward to see that it actually is the

universal complexification with the inclusion H →֒ HC. Moreover, we clearly have the

following Cartan decomposition

(6.1) HC
∼= H · exp(i heis).

We describe the subgroup structure on H for the convenience of the readers.

Proposition 6.1. The proper closed connected Lie subgroups of H are HY = {(t, 0, 0) :
t ∈ R}, HZ = {(0, t, 0) : t ∈ R} and HY,Z = {(s, t, 0) : s, t ∈ R} up to automorphisms

of H.

Proof. From the simple connectivity of H we can only focus on the structure of heis. It is

straightforward to check that one-dimensional subspaces of heis are RY or RZ up to Lie

algebra automorphisms, which gives us the subgroups HY and HZ . The two-dimensional

Lie subalgebras of heis are each of the form span{AX +BY,CZ} where (A2 +B2)C 6=
0, since any pair of linearly independent elements of span{X,Y } necessarily generate

all of heis. Then, they are all coming from the Lie subalgebra 〈Y, Z〉 via a Lie algebra

automorphism, which gives us the subgroupHY,Z = {(y, z, 0) : y, z ∈ R}. �

For a ∈ R∗ we need to understand ∂πa(X), ∂πa(Y ) and ∂πa(Z) in a concrete way.

Indeed, we can easily check for ξ ∈ C∞
c (R) that





∂πa(X)ξ = −ξ′,
(∂πa(Y )ξ)(t) = −iatξ(t),
∂πa(Z)ξ = iaξ.

(6.2)

A characterization of entire vectors for πa is given in [20, p.388] as follows. A function

f ∈ L2(R) is an entire vector for πa if and only if f extends to an entire function on C and

satisfies

sup
|Imz|<t

et|z||f(z)| <∞

for any t > 0. Note that the above condition is independent of the parameter a. For

example, the n-th Hermite function ϕn, n ≥ 0, is an entire vector for πa for any a ∈ R∗.
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Remark 6.2. We can now present all the weights on the dual of H which are extended

from its closed subgroups. By Proposition 6.1 and Theorem 3.27 we only need to consider

the subgroup H = HY,Z
∼= R2. For a weight function w : ĤY,Z

∼= R2 → (0,∞), we

consider the extended weight W = ι(M̃w) affiliated with V N(H), or its equivalent form

(W (a))a∈R∗ affiliated with L∞(R∗, |a|da;B(L2(R))). Recall that M̃w is the weight on

the dual of H defined as in Example 3.5. By (6.2) and Proposition 3.26 we have

(6.3) W (a)ξ(t) = w(at,−a)ξ(t).
for appropriate ξ ∈ L2(R), which is a multiplication operator with the parameter a ∈ R∗.

Remark 6.3. In [32] central weights on the dual of H have been considered. The centrality

forces us to begin with W = (w(a)IB(L2(R)))a∈R∗ for some functionw : R∗ → (0,∞) and

it has been shown in [32, Theorem 2.17] that w should satisfy the usual sub-mutiplicativity

on R with additional assumptions that w extends to a continuous function on R and is

bounded below. The above (6.3) shows that this case is included in the case of extended

weights from the 1-dimensional subgroup HZ = {(0, t, 0) : t ∈ R} of H. In [32, Section

2.3] the sequence of projections {Em = 1[−m,m] ⊗ 1B(L2(R)) : m ≥ 1} was considered to

define Γ(W ). However, it is immediate to see that both of the definitions of Γ(W ), the one

from [32, Section 2.3] and the one from Section 2.1.2, coincide.

6.1. Description of SpecA(H,W ). In this section we only consider the weight W ex-

tended from the subgroup H = HY,Z . More precisely, we fix a weight function w :

ĤY,Z
∼= R2 → (0,∞) and we set WH = M̃w and W = ι(WH) (with the equivalent form

(W (a))a∈R∗ ) as in Remark 6.2. By Remark 3.2, we can assume, without loss of general-

ity, that our weight function w is locally integrable. Moreover, we assume that all of its

weak derivatives are at most exponentially growing, i.e. for any multi-index α, there are

constants C,D > 0 such that

(6.4) |∂αw(x, y)| ≤ CeD(|x|+|y|)

for a.e. (x, y) ∈ R2. Note that important examples of weights on R2 such as polynomial

weights, exponential weights, and sub-exponential weights, satisfy Condition (6.4). This

condition guarantees the existence of a suitable candidate for the subspace S in 3.2.2;

namely the subalgebra B from Definition 6.4, which is defined as the Fourier image of

functions whose partial derivatives have a super-exponential decay. We will fix the symbols

w and W throughout this section.

The Heisenberg group H actually has a “background” Euclidean structure R̂3, whose

Haar measure, namely the Lebesgue measure, is identical with the Haar measures of H.

This motivates us to begin with the space of test functions C∞
c (R3) and its R3-Fourier

transform image as a function algebra A on H. We will show that the subalgebra A sits

inside of A(H,W ) densely regardless of the choice of W , which is a highly non-trivial

fact. Thus, for any ϕ ∈ SpecA(H,W ) we know that the restriction ϕ|A is multiplicative

with respect to the pointwise multiplication. By composing (2π)
3
2FR

3

we end up with

the map ψ = ϕ ◦ ((2π)
3
2FR

3

) : C∞
c (R3) → C which is multiplicative with respect to

R3-convolution.

A(H,W )

ϕ

��

A? _oo

ϕ|A

{{✈✈
✈
✈
✈
✈
✈
✈
✈
✈

C∞
c (R3)

(2π)
3
2 FR

3

oo

ψ
qqC

This leads us to solving a Cauchy type functional equation on R3 in distribution sense.

Thus, the problem of understanding elements in SpecA(H,W ) reduces to solving a Cauchy

type functional equation, which is the beauty of borrowing the “background” Euclidean

structure of H.
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6.1.1. A dense subalgebra and dense subspaces of A(H,W ). Now we define dense subal-

gebras A and B of A(H,W ), and a dense subspace D of

FH(A(H)) = L1(R∗, |a|da;S1(L
2(R))).

This triple (A,B,D) will replace the role of Trig(G) for a compact group G.

Definition 6.4. We define

A := FR
3

(C∞
c (R3)) ⊆ C∞(H) and B := FR

3

(B0) ⊆ C∞(H)

where

B0 := {f ∈ L1
loc(R

3) : et(|x|+|y|+|z|)(∂αf)(x, y, z) ∈ L2(R3), ∀t > 0, ∀multi-index α}
where ∂α refers to the partial derivative in the weak sense, andL1

loc(R
3) refers to the space

of locally integrable fucntions on R3. We endow B0 with natural locally convex topology

given by the family of semi-norms {ψαt : t > 0, multi-index α}, where

(6.5) ψαt (f) = ‖et(|x|+|y|+|z|)(∂αf)(x, y, z)‖L2(R3).

We equip B with the topology coming from B0. Finally, we define the space D by

D := span{h⊗ Pmn : m,n ∈ Z≥0, h ∈ C∞
c (R∗)} ⊆ C∞

c (R∗;S1(L2(R)))

where Pmn is the rank 1 operator on B(L2(R)) given by Pmnξ = 〈ξ, ϕn〉ϕm with respect

to the basis {ϕn}n≥0 consisting of Hermite functions. We will fix the symbols A, B, B0, D
throughout this section.

Remark 6.5. (1) From the isometric identification

A(H) = (FH)−1L1(R∗, |a|da;S1(L2(R)))

it is clear that the space (FH)−1D is dense in A(H).
(2) In the above an immediate candidate C∞

c (H) of a dense subalgebra of A(H,W )
is not enough for our purpose. This claim can be examined even in the simplest

non-compact case of G = R. Indeed, we can check that

(∩β≥1A(R, wβ)) ∩ C∞
c (R) = {0},

where wβ(ξ) = β|ξ|, ξ ∈ R̂ is a weight function on R̂. Suppose we have f ∈
(∩β≥1A(R, wβ)) ∩ C∞

c (R) with suppf ⊆ [−A,A] for some A > 0. Then

the Paley-Wiener theorem says that f̂R extends to an entire function F on C
with the growth condition |F (z)| ≤ eA|z| for any z ∈ C. Then, the condition

f ∈ ∩β≥1A(R, wβ) ⇔ f̂R ∈ ∩β≥1L
1(R̂, wβ) and the fact that f̂R belongs to the

Schwarz class on R imply that f̂R ∈ ∩β≥1L
2(R̂, wβ), so that another theorem by

Paley-Wiener (see Proposition 2.4) tells us that f itself should be extendable to an

entire function on C, which forces f = 0.

We collect some basic properties of the above spaces.

Proposition 6.6. (1) The spaces A and B are algebras with respect to the pointwise

multiplication.

(2) The space B0 is a Fréchet space.

(3) The inclusion C∞
c (R3) ⊆ B0 is continuous with dense range.

Proof. (1) This is clear from a standard Euclidean theory and the definition of the space B.

(2) This is a routine procedure.

(3) Continuity of the inclusion is clear. For the density we use the same argument for

the smooth approximation of Sobolev functions ([22, Theorem 3.3] for example). �

Remark 6.7. The space B0 can be called as the space of functions whose partial deriva-

tives have a “super-exponential” decay. Note that a slightly different version of the space

B0 has already been introduced in [24] under the name of “hyper-Schwartz space”.
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We have several reasons for the specific choice of B0. First, the super-exponential decay

property allows us to “absorb” the effect of the weightW which is possibly “exponentially

growing”.

Proposition 6.8. For f ∈ B0 we have

WFH(f̂R
3

) = FH(ĝR
3

), where g(t, u, s) = w(−t,−u)f(t, u, s), s, t, u ∈ R.

Moreover, g ∈ B0 and, the map B0 → B0, f 7→ g is continuous.

Proof. We begin with the following detailed understanding of the operator FH(f̂R
3

) for

any f ∈ B0 and a ∈ R∗, which is well-known and straightforward to check.

FH(f̂R
3

)(a)ξ(t) =

∫

R3

f̂R
3

(y, z, x)e−ia(ty−z)ξ(−x+ t)dydzdx

= 2π

∫

R

f̂R

3 (−at, a, t− x)ξ(x)dx,

where f̂R
3 is used to denote the Fourier transform of f with respect to the third variable

only. Thus, FH(f̂R
3

)(a) is an integral operator with the kernel

(6.6) Kf (t, x) = 2πf̂R

3 (−at, a, t− x).

From (6.3) and the above formula it is clear that we have WFH(f̂R
3

) = FH(ĝR
3

) for the

function g given by g(t, u, s) = w(−t,−u)f(t, u, s). The fact that we have g ∈ B0 is

directly from the condition (6.4). Moreover, the continuity of the given map is trivial. �

Remark 6.9. For f , g, and W as in Proposition 6.8, we have

‖f̂R
3‖A(H,W ) = ‖ĝR3‖A(H).

Moreover, this implies that the space B can be used as the subspace S in 3.2.2.

We need a Fourier algebra norm estimate on the Heisenberg group. Roughly speaking

Fourier transform of functions on the Heisenberg group with enough regularity belongs to

the Fourier algebra. We record a general result for later use.

Lemma 6.10. LetG be a connected Lie group with the real dimension d(G). Form > d(G)
4

there is a constant C > 0 such that

‖f‖A(G) ≤ C‖(I − ∂λ(∆))mf‖L2(G),

for every f ∈ dom(I − ∂λ(∆))m.

Proof. This is direct from [35, Lemma 3.3 and (3.8)]. �

We continue to collect more properties of the spaces A, B and D.

Proposition 6.11. The spaces A, B and D satisfy the following.

(1) The space B is continuously embedded in A(H,W ).
(2) The space (FH)−1D is a subspace of B which is dense in A(H,W ).
(3) The algebra A is dense in A(H,W ).

Proof. (1) As ∂λ(X), ∂λ(Y ) and ∂λ(Z) are infinitesimal generators for the one-parameter

subgroups λ(exp(tX)), λ(exp(tY )), and λ(exp(tZ)) respectively, one can easily verify

the formulas 



∂λ(X)F (y, z, x) = ∂zF (y, z, x) · (−y)− ∂xF (y, z, x)

∂λ(Y )F (y, z, x) = −∂yF (y, z, x)
∂λ(Z)F (y, z, x) = −∂zF (y, z, x)

for any F ∈ S(R3) as a function on H. Here, S(R3) refers to the Schwartz class on R3.

This implies that I−∂λ(∆) = I−∂λ(X)2−∂λ(Y )2−∂λ(Z)2 is a linear partial differential

40



operator with polynomial coefficients on R3, the background Euclidean structure of H.

Now for f ∈ C∞
c (R3) we have by Lemma 6.10 that

‖f̂R
3‖A(H) ≤ C‖(I − ∂λ(∆))f̂R

3‖L2(R3).

Note that we can take m = 1 in Lemma 6.10 since d(H) = 3. By taking the R3-Fourier

inversion we get

(FR
3

)−1((I − ∂λ(∆))f̂R
3

) = Df

for some linear partial differential operator D on R3 with polynomial coefficients. Then

the Plancherel theorem on R3 tells us that for any t > 0 we have

‖f̂R
3‖A(H) ≤ Ct ·

∑

|α|≤M
ψαt (f)

for some constant Ct depending only on t, where M ∈ N is determined by the order of

D. This explains the continuity of the embedding B ⊆ A(H) and consequently of the

embedding B ⊆ A(H,W ) by Proposition 6.8.

(2) We first show that (FH)−1D ⊆ B. For m,n ∈ Z≥0, h ∈ C∞
c (R∗) we focus on

the value of h⊗ Pmn at the parameter a ∈ R∗, namely the operator h(a)Pmn, which is an

integral operator with the kernel

K(t, x) = ϕm(t)ϕn(x)h(a).

We would like to find a function f ∈ B0 such that K = Kf in (6.6), which will imply that

Pmn ⊗ h = FH(f̂R
3

). Indeed, it is straightforward to check that

f(y, z, x) =
1

2π
inϕn(x)e

−i xy
z ϕm(−y

z
)h(z), z 6= 0

satisfies K = Kf . Concerning the condition f ∈ B0 we first consider the function

et(|x|+|y|+|z|)f(x, y, z) for a fixed t > 0. Then, we have
∫

R3

e2t(|y|+|z|+|x|)|f(y, z, x)|2dydzdx

=
1

(2π)2

∫

R3

e2t(|y|+|z|+|x|)|ϕn(x)ϕm(−y
z
)h(z)|2dydzdx

=
1

(2π)2

∫

R3

e2t(|yz|+|z|+|x|)|ϕn(x)ϕm(y)h(z)|2|z| dydzdx <∞,

where we use the fact that h is compactly supported on R∗. The L2-conditions for the func-

tion et(|y|+|z|+|x|)∂αf(y, z, x) can be similarly checked. This gives the claim (FH)−1D ⊆
B.

Secondly, we prove that (FH)−1D is dense in A(H,W ), or equivalently the modified

space

(6.7) D̃ := span{W (h⊗ Pmn) : m,n ∈ Z≥0, h ∈ C∞
c (R∗)}

is dense in L1(R∗, |a|da;S1(L2(R))) ∼= A(H). Now we follow a standard argument for

the completeness of {ϕn}n≥0 in L2(R). Note that W (a)Pmn is also a rank 1 operator

ξ 7→ 〈ξ, ϕn〉ψam, where ψam(t) = w(at,−a)ϕm(t). Since we have dependence on the

parameter a, we need to consider the whole family (ψam)m≥0,a 6=0 altogether. Moreover,

recall that

L1(R∗, |a|da;S1(L2(R))) ∼= L1(R∗, |a|da;L2(R))⊗γ L2(R)

where ⊗γ is the projective tensor product of Banach spaces, so that it is enough to check

that the subspace span{h⊗ ψam : m ≥ 0, h ∈ C∞
c (R∗)} is dense in L1(R∗, |a|da;L2(R)).

Indeed, for any function F (a, t) ∈ L∞(R∗, |a|da;L2(R)) such that
∫

R∗

∫

R

F (a, t)h(a)ψam(t)dt |a|da = 0
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for everym ≥ 0, h ∈ C∞
c (R∗), we have

∫

R∗

∫

R

F (a, t)w(ta,−a)e− 1
2 t

2

P (t)|a|h(a)dtda = 0

for any polynomial P . Let supph denote the characteristic function of the support of h,

and set

H(a, t) = F (a, 2t)w(2ta,−a)e− 3
2 t

2 |a| · supph(a) ∈ L∞(R∗;L2(R))

where we use the fact that w is at most of exponential growth (Propositon 3.21) and h
is compactly supported. Moreover, H ∈ L2(R∗;L2(R)) as well, since it has compact

support in R∗. We have defined H so that

∫

R∗

∫

R

H(a, t)e−
1
2 t

2

P (t)h(a)dtda = 0 for

every polynomial P (t) and every h ∈ Cc(R∗), which implies that H(a, t) = 0 for almost

every (a, t) ∈ R∗ × R. Here we use the facts that Cc(R∗) is dense in L2(R), and Hermite

functions form a basis for L2(R). Thus F (a, t) = 0 for almost every (a, t) ∈ R∗×R. This

explains the density of (FH)−1(D) in A(H,W ).

(3) From (3) of Proposition 6.6 we know that A is dense in B. Then the expected density

follows easily from a standard argument together with the result in (2). �

The density of A in A(H,W ) is the first link we need for determining SpecA(H,W ),
which we could only prove through the additional spaces B and D. The choice of the space

D also provides us a big enough source of entire functions for the left regular representation

λ on G. The need for entire vectors will be clarified later in Section 6.1.3.

Proposition 6.12. We have the inclusion (FH)−1D ⊆ D∞
C
(λ).

Proof. By a simple modification of the arguments of [20, p. 388] we can check that

(FH)−1(h ⊗ Pmn), m,n ≥ 0, h ∈ C∞
c (R∗) is an entire vector for λ of H. The only dif-

ference is that we are not using the modified version ϕan given by ϕan(x) = |a| 14ϕn(|a|
1
2x)

as in [20]. �

Note that (FH)−1D ∩ A = {0} whilst (FH)−1D ⊆ B. This is another reason that the

subalgebra A alone is not sufficient for our purposes, and we do need the bigger subalgebra

B.

6.1.2. Solving Cauchy functional equations on Rn. In this section we explain how we

solve the Cauchy functional equation onRn for distributions, which we denote by (CFERn).

(CFERn) T ∈ C∞
c (Rn)∗ satisfying 〈T, f ∗ g〉 = 〈T, f〉〈T, g〉, f, g,∈ C∞

c (Rn).

We remark that if the distribution T is coming from a locally integrable function ψ on Rn,

then the above condition can be easily shown to be equivalent to the usual form

ψ(x+ y) = ψ(x)ψ(y) for a.e. x, y ∈ Rn.

Theorem 6.13. Let T ∈ C∞
c (Rn)∗ be a solution of (CFERn), then there are uniquely

determined c1, · · · , cn ∈ C such that

〈T, f〉 =
∫

Rn

f(x1, · · · , xn)e−i(c1x1+···+cnxn)dx1 · · · dxn, f ∈ C∞
c (Rn).

In other words, the distribution T is actually a function of exponential type

e−i(c1x1+···+cnxn).

Proof. This must be standard, but we include the proof for the convenience of the readers.

Indeed, we will repeat the same steps of the solution later in a much more involved form

for the case of E(2) and Ẽ(2).
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(The case of n = 1) Let D : C∞
c (R) → C∞

c (R), f 7→ f ′ be the usual differentiation

and D∗ : C∞
c (R)∗ → C∞

c (R)∗ be the adjoint map. Note that we are purposely using D∗,

which is actually the negative sign of the usual convention of differentiation in distribution

theory. The proof splits into three steps.

[Step 1] If T ∈ C∞
c (R)∗ is a solution of (CFERn), then T satisfies a first order linear

differential equation, namely

D∗T = cT

for some c ∈ C. Indeed, for any f, g ∈ C∞
c (R) we have 〈T, (Df) ∗ g〉 = 〈T, f ∗ (Dg)〉;

by multiplicativity of T , we have 〈D∗T, f〉〈T, g〉 = 〈T,Df〉〈T, g〉 = 〈T, f〉〈T,Dg〉.
Assuming T 6= 0 and taking g such that 〈T, g〉 6= 0, we have

〈D∗T, f〉 = 〈T,Dg〉
〈T, g〉 · 〈T, f〉.

[Step 2] If T ∈ C∞
c (R)∗ satisfies D∗T = cT for some c ∈ C, then D∗(T · ecx) = 0.

Note that this is a direct consequence of Leibniz’s rule. Here we are using the easy fact that

the test function space C∞
c (R) is closed under multiplying exponential functions.

[Step 3] If S ∈ C∞
c (R)∗ satisfies D∗S = 0, then S is actually a constant function. Here

is a standard argument excerpted from [6, Theorem 4.3]. We choose a function h ∈ C∞
c (R)

with
∫
R
h(x) dx = 1 and define the operator I : C∞

c (R) → C∞
c (R) by

I(φ)(x) =

∫ x

−∞
φ(t)dt − (

∫

R

φ(x)dx)

(∫ x

−∞
h(t)dt

)
.

Note that we have D(I(φ)) = φ − (
∫
R
φ(x)dx)h, so that 〈S, φ〉 − (

∫
R
φ(x)dx)〈S, h〉 =

〈S,D(I(φ))〉 = 〈D∗S, I(φ)〉 = 0. Thus, we get

〈S, φ〉 = (

∫

R

φ(x)dx)〈S, h〉

which implies that S is actually a constant function with value 〈S, h〉. Now we just need to

observe that the original condition (CFERn) forces the constant value of S = T · ecx to be

equal to 1.

(The case of n ≥ 2) For simplicity we focus on the case n = 2. Higher dimensional

cases are similar. Let ∂x and ∂y be the partial derivatives on R2.

[Step 1] With a similar arguments we get ∂∗xT = c1T and ∂∗yT = c2T for some c1, c2 ∈
C.

[Step 2] By Leibniz’s rule we get ∂∗x(T · ec1x+c2y) = ∂∗y(T · ec1x+c2y) = 0.

[Step 3] Suppose that S ∈ C∞
c (R2)∗ satisfies ∂∗xS = ∂∗yS = 0. We define partial

integrations Ex, Ey : C∞
c (R2) → C∞

c (R) by

Ex(φ)(y) =

∫

R

φ(x, y)dx, Ey(φ)(x) =

∫

R

φ(x, y)dy.

We use the chosen function h ∈ C∞
c (R) again, and define the operator I : C∞

c (R2) →
C∞
c (R2) by

I(φ)(x, y) =

∫ x

−∞
φ(t, y)dt− Ex(φ)(y)

(∫ x

−∞
h(t)dt

)
.

Note that we have ∂x(I(φ))(x, y) = φ(x, y) − Ex(φ)(y)h(x), so that we have

〈S, φ〉 − 〈S, h(x)Ex(φ)(y)〉 = 〈S, ∂x(I(φ))〉 = 〈∂∗xS, I(φ)〉 = 0.

This tells us that 〈S, φ〉 = 〈S, h × Ex(φ)〉. By applying the same argument on the second

variable we get

〈S, φ〉 = 〈S, h× Ex(φ)〉 = 〈S, h× h〉 ·
∫

R2

φ(x, y)dxdy
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which implies that S is a constant function. Finally, by setting S = T · ec1x+c2y we

can easily conclude that the constant value must be 1 by recalling the original condition

(CFERn). �

6.1.3. The final step for the Heisenberg group. We begin with a realization of the spectrum

SpecA(H,W ) in HC.

Proposition 6.14. Every character ϕ ∈ SpecA(H,W ) is uniquely determined by a point

(y, z, x) ∈ HC
∼= C3, which is nothing but the evaluation at the point (y, z, x) on B (and

consequently on A).

Proof. Letϕ ∈ SpecA(H,W ) and consider a continuous compositionψ = ϕ◦((2π) 3
2FR

3

)
as in the following diagram.

A(H,W )

ϕ

��

B? _oo A? _oo

ϕ|A

vv♠♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠

C∞
c (R3)

(2π)
3
2 FR

3

oo

ψ
qqC

Since ϕ is multiplicative with respect to pointwise multiplication, the functional ψ is

multiplicative with respect to R3-convolution. Now by Theorem 6.13, or equivalently by

solving the Cauchy functional equation for ψ we know that there is (y, z, x) ∈ C3 such

that for f ∈ C∞
c (R3) we have

ϕ((2π)
3
2 f̂R

3

) =

∫

R3

f(t, u, s)e−i(yt+zu+xs)dtduds.

By the density of C∞
c (R3) in B0 and the continuity of the above two functionals f 7→

ϕ((2π)
3
2 f̂R

3

) and f 7→
∫
R3 f(t, u, s)e

−i(yt+zu+xs)dtduds on B0 we can see that the above

equality is actually true for all f ∈ B0. Thus, by Proposition 2.4 we have

(6.8) ϕ(F ) = FC(y, z, x)

for any F ∈ B, where FC is the analytic continuation of F . Finally, the density of B in

A(H,W ) finishes the proof. �

Secondly, we will show that the above realization of SpecA(H,W ) in HC respects the

Cartan decomposition (6.1).

Proposition 6.15. We have SpecA(H,W ) ⊆ H · exp(i heis) in the sense that for any

ϕ ∈ SpecA(H,W ) there are uniquely determined g ∈ H and X ′ ∈ heis such that

λC(exp(iX
′))W−1 is bounded on a dense subspace of L2(H) and

ϕ = λ(g)λC(exp(iX ′))W−1W.

Proof. We first recall that for X ′ ∈ heisC we have

λC(exp(X
′))

FH

∼ (πaC(exp(X
′)))a∈R∗ on D∞

C (λ).

The decomposition W =
∫ ⊕
R∗ W (a)|a|da tells us that W−1 FH

∼ (W−1(a))a∈R∗ on ranW ,

so that by composition we get

(6.9) λC(exp(X
′))W−1 FH

∼ (πaC(exp(X
′))W−1(a))a∈R∗ on (FH)−1(D̃),

where the space D̃ = WD is the one introduced in (6.7). Note that we can show that D̃ is

also dense in L2(R∗, |a|da;S2(L2(R))) by repeating the same argument for the density of

D̃ in L1(R∗, |a|da;S1(L2(R))) in the proof of Proposition 6.11.
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Now we consider ϕ ∈ SpecA(H,W ) a character associated with the point (y, z, x) =
exp(−X ′) ∈ HC, X ′ ∈ heisC. For F ∈ (FH)−1D we have by (2) of Theorem 2.3, (6.8)

and Proposition 6.12 that

ϕ(F ) = FC(y, z, x) =

∫

R∗

Tr(πaC((y, z, x)
−1)F̂H(a)) |a|da(6.10)

=

∫

R∗

Tr(πaC(exp(X
′))F̂H(a))|a|da

=

∫

R∗

Tr(πaC(exp(X
′))W−1(a)W (a)F̂H(a))|a|da.

Since |ϕ(F )| ≤ ‖ϕ‖V N(H,W−1)·‖F‖A(H,W ) = ‖ϕ‖V N(H,W−1)·‖WF‖A(H), the density of

D̃ in L1(R∗, |a|da;S1(L2(R))) tells us that πa
C
(exp(X ′))W−1(a) is uniformly bounded

with respect to a ∈ R∗. From condition (6.9) we now know that λC(exp(X
′))W−1 is

bounded and we get the conclusion

ϕ = λC(exp(X ′))W−1W ∈ V N(H,W−1).

Indeed, for F ∈ (FH)−1D we have

〈λC(exp(X ′))W−1W,F 〉(V N(H,W−1),A(H,W ))

= 〈λC(exp(X ′))W−1,WF 〉(V N(H),A(H))

=

∫

R∗

Tr(πa
C
(exp(X ′))W−1(a)W (a)F̂H(a))|a|da = ϕ(F ),

where we use (6.10) for the last equality. The density of (FH)−1D in A(H,W ) gives us

the desired conclusion.

Finally we recall the Cartan decomposition (6.1) and the fact that πa
C

is a (local) rep-

resentation on D∞
C
(λ). Then in combination with the above observations we get that

SpecA(H,W ) is contained in
{
λ(g)λC(exp(iX ′))W−1W : X ′ ∈ heis, λC(exp(iX

′))W−1 bounded
}
.

�

Remark 6.16. It is tempting to claim the equality ϕ = λ(g)λC(exp(iX
′)), but we stick to

the equalityϕ = λ(g)λC(exp(iX ′))W−1W reflecting the precise structure of the weighted

space V N(H,W ).

We continue to determine the Gelfand spectrum of A(H,W ) as follows.

Theorem 6.17. Let h be the Lie subalgebra of g corresponding to the subgroupH = HY,Z

of H. Suppose that WH is a weight on the dual of H and W = ι(WH) is the extended

weight on the dual of G as in Section 3.3.3. Then we have

SpecA(H,W ) ∼=
{
g · exp(iX ′) : g ∈ H, X ′ ∈ h, exp(iX ′) ∈ SpecA(H,WH)

}
.

The proof for the above theorem begins with excluding elements X ∈ heis\h. This

requires an analogue of Theorem 5.11. We will establish a more general result for the

possible future extension of the theory to the case of nilpotent Lie groups.

Theorem 6.18. Let G be a connected and simply connected nilpotent Lie group and H =
exp h be a closed connected abelian Lie subgroup of G. Suppose that WH is a bounded

below weight on the dual of H and WG = ι(WH) is the extended weight on the dual of G
as in Section 3.3.3. Then for any X ∈ g\h the operator exp(i∂λ(X))W−1

G is unbounded,

whenever it is densely defined.

Step 1. We first assume that our basis {X1, · · · , Xn} of g is a weak Malcev basis of g satis-

fying that (1) {X1, · · · , Xd} is a basis of h and (2)X = Xd+1. Recall that {X1, · · · , Xn}
being a weak Malcev basis of g means that hk = span{X1, · · · , Xk} is a Lie subalgebra
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of g for all 1 ≤ k ≤ n. It is well known that such a basis with condition (1) exists for a con-

nected and simply connected nilpotent Lie groupG by [4, Theorem 1.1.13]. The condition

(2) is not true in general, but we will handle that case later.

We will basically follow the proof of Theorem 5.11. The modification begins at the

second step there. Moreover, we assume that H ∼= Rn for simplicity. The case H ∼=
Rn−k × Tk can be done similarly.

[Step 2] We pick the functions ϕ ∈ C∞
c (R) and γ ∈ C∞

c (Rn−d−1) as before. We

further pick a non-zero function δ ∈ S(H), which does not have to be real-valued this

time and will be specified later. Here, S(H) refers to the Schwarz class on H ∼= Rn. We

similarly define the function ψ on G by

ψ(E(h, t, v)) := δ(h)ϕ(t)γ(v)

for (h, t, v) ∈ H ×J ′×V ′ and zero elsewhere. Then, for (h, t, v) ∈ H ×J ′×V ′ we have

∂λ(X)ψ(E(h, t, v))

= ∂s(δ ◦ θ)(0, h, t, v)ϕ(t)γ(v) + δ(h)ϕ′(t)∂sα(0, h, t, v)γ(v)

+ δ(h)ϕ(t)∂s(γ ◦ β)(0, h, t, v)
= A(E(h, t, v)) +B(E(h, t, v)) + C(E(h, t, v)).

The estimates for B is the same as before and we have

‖B‖2L2(E(H×J′×V ′)) & ‖ϕ′‖22.
For the estimate of A and C we use the fact that the functions θ and β are “polynomials”.

Recall that a map f : E → F between two finite dimensional vector spaces is called

polynomial if it is a polynomial with respect to some (and for any) pair of bases. We use

the fact that the exponential map is a global diffeomorphism between g and G to transfer

the concept of polynomial maps to the level of G. We say that a map f : G → G is

a polynomial if the corresponding map exp−1 ◦f ◦ exp : g → g is a polynomial. This

definition can be easily extended to the case of a map f : G × G → G and for example,

it is known that the group multiplication G × G → G, (g1, g2) → g1g2 is a polynomial

by [14, Theorem 6.13]. We know from [4, Proposition 1.2.8] that we can choose J = R
and V = Rn−d−1 in the definition of the modified exponential map E in (5.3), and E
and E−1 both are polynomials. Then, the map θ and β from (5.4) are obtained by the

composition of group multiplication, E−1 and the corresponding projection, so that they

also are polynomials.

Thus, we can see that

∂s(δ ◦ θ)(0, h, t, v) = ∂δ(h) · P (h, t, v); and ∂s(γ ◦ β)(0, h, t, v)) = ∂γ(v) ·Q(h, t, v)

for some polynomials P and Q. From the choice of δ and γ we know that

‖A‖2L2(E(H×J′×V ′)) . ‖ϕ‖2 and ‖C‖2L2(E(H×J′×V ′)) . ‖ϕ‖2.

Now we replace ϕ(t) by its dilated version
√
Nϕ(Nt) for N ≥ 1 to define

ψN (E(h, t, v)) := δ(h)
√
Nϕ(Nt)γ(v)

for (h, t, v) ∈ H × 1
N J

′ × V ′ and zero elsewhere. Then combining all the above estimates

we get

‖∂λ(X)ψN‖L2(G) & N and ‖ψN‖L2(G) . 1

as before.

Finally, we observe that W−1
G ψN (E(h, t, v)) = W−1

H δ(h)
√
Nϕ(Nt)γ(v). Indeed,

thanks to the boundedness of W−1
G = ι(W−1

H ) ∈ ι(V N(H)) ⊆ V N(G), it is enough

to check λG(k)ψN (E(h, t, v)) = λH(k)δ(h)
√
Nϕ(Nt)γ(v), k ∈ H which is clear from

the definition of ψN .
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[Step 3] For this part we repeat the same argument for ψ̃N =W−1
G ψN to get

‖∂λ(X)ψ̃N‖L2(G) & N.

If we choose a non-zero real-valued δ̃ = W−1
H δ ∈ S(H), then we have the same estimate

and we have

‖ exp(i∂λ(X))W−1
G ψN‖22 = ‖ exp(i∂λ(X))ψ̃N‖22 & N2.

This leads us to the conclusion that exp(i∂λ(X))W−1
G is unbounded provided that δ̃ ∈

dom(WH). Now recall that WH = (FH)−1 ◦Mw ◦ FH , so that a Gaussian function on

H ∼= Rn would be an appropriate choice for δ̃, since w is at most exponentially growing.

Now we consider the case that our chosen vectorX is not the (d+1)-th elementXd+1 in

the given weak Malcev basis. Fortunately, we may choose our Malcev basis {X1, · · · , Xn}
such that (1) {X1, · · · , Xd} is a basis of h and (2) X = Xj for some d + 1 ≤ j ≤ n.

Indeed, the existence of a weak Malcev basis {X1, · · · , Xn} with condition (1) is already

guarranteed by [4, Theorem 1.1.13]. Now we write X = x1X1 + · · · + xnXn, and let

1 ≤ j ≤ n be the largest index so that xj 6= 0. Then, we know that Xj = aX +
Y , a 6= 0 and Y ∈ hj−1, so that hj = span{X1, · · · , Xj−1, X}. Thus, we know that

span{X1, · · · , Xj−1, X,Xj+1, · · · , Xn} is another weak Malcev basis. Moreover, we

should have j > d since X ∈ g \ h, which explains the claim. Now we consider a slightly

changed version of the modified exponential map in Proposition 5.10 as follows.

E : H × J × V → U, (h, t, xd+1, · · · , x̌j , · · · , xn) = (h, t, v) 7→ E(h, t, v)

where E(h, t, v) = h · exp(xd+1Xd+1) · · · exp(tXj) · · · exp(xnXn) and the notation x̌j
means that we are skipping j-th variable in the expression. Then, all the results in Proposi-

tion 5.10 are still valid and all the above arguments works as before. �

Proof of Theorem 6.17. As in the proof of Theorem 5.9 we may suppose that X ′ ∈ h

by Theorem 6.18 and a similar truncation argument. Now we claim that the operator

(λH)C(exp(iX
′))W−1

H is bounded if and only if λC(exp(iX
′))W−1 is bounded. Un-

der the assumption that W−1
H is bounded, this claim follows directly from Proposition

2.1. However, we can also prove the claim without using this assumption. Indeed, for

X ′ = (y, z, 0) ∈ h, we can readily check that

FH ◦ (λH)C(exp(iX
′)) ◦ (FH)−1 =MΦ1 and FH ◦W−1

H ◦ (FH)−1 =MΦ2 ,

where Φ1(a, b) = eya+zb and Φ2(b, a) =
1

w(a,b) . Thus, FH ◦ (λH)C(exp(iX
′)) ◦ (FH)−1

and FH ◦W−1
H ◦ (FH)−1 are strongly commuting, so we can use joint functional calculus

to see that

λC(exp(iX
′))W−1 = ι((λH)C(exp(iX

′))W−1
H ).

On the other hand, we observe that

(6.11) FH ◦ (λH)C(exp(iX
′))W−1

H ◦ (FH)−1 =MΦ

where Φ(a, b) = eya+zb

w(a,b) . Note that the exponential map restricted to h is nothing but

the identity map. We now use (6.2) and Proposition 3.26, to obtain the exact formula for

ι((λH)C(exp(iX
′))W−1

H ) = {Y (a)}a∈R∗ . Indeed, we have

Y (a)ξ(t) = Φ(at,−a)ξ(t).
for appropriate ξ ∈ L2(R), which is a multiplication operator with the parameter a ∈
R∗. Clearly, ι((λH)C(exp(iX

′))W−1
H ) is bounded precisely when Φ is bounded, which is

equivalent to the boundedness of (λH)C(exp(iX
′))W−1

H . �

Remark 6.19. The same arguments can be applied to H = HY and H = HZ to get the

statement of Theorem 6.17 with those subgroups instead of H = HY,Z .
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Example 6.20. For X ′ = (y′, z′, 0) ∈ h the condition exp(iX ′) ∈ SpecA(H,WH) is

equivalent to the existence of a constant C > 0 such that

eay
′

ebz
′ ≤ Cw(a, b), for almost all (a, b) ∈ R2

by (6.11). In particular, for specific choices of the weight functionw, we have the following,

by Theorem 6.17.

(1) When w(a, b) = β
|a|
1 β

|b|
2 , (a, b) ∈ R2 for some β1, β2 ≥ 1, we have

SpecA(H,W ) ∼= {g · (iy′, iz′, 0) ∈ HC
∼= C3 : g ∈ H, y′, z′ ∈ R,

|y′| ≤ log β1, |z′| ≤ log β2}.

Especially, when β2 = 1 we have

SpecA(H,W ) ∼= {(y, z, x) ∈ HC
∼= C3 : |Imy| ≤ log β1, |Imz| = |Imx| = 0}.

(2) When w(a, b) = β
√
a2+b2 , (a, b) ∈ R2 for some β ≥ 1, we have

SpecA(H,W ) ∼= {g · (iy′, iz′, 0) ∈ HC
∼= C3 : g ∈ H, y′, z′ ∈ R,

(y′)2 + (z′)2 ≤ (log β)2}.

We end this section with a description of the symmetry given by automorphisms on H
more precise than Theorem 3.27.

Theorem 6.21. Let α : H → H be a Lie group automorphism. We recall the notations

αV N and αC stated before Theorem 3.27. Then we have

SpecA(H, αV N (W )) ∼= αC(SpecA(H,W )) ⊆ HC.

Proof. By Theorem 6.17 for any ϕ ∈ SpecA(H,W ) we have

ϕ = λ(g)λC(exp(iX))W−1W

for some g ∈ H and X ∈ h. Now Theorem 3.27 tell us that the associated element in

SpecA(H, αV N (W )) is

αV N (λ(g)λC(exp(iX))W−1)αV N (W ) = αV N (λ(g))αV N (λC(exp(iX))W−1)αV N (W ).

Since αV N is an inner automorphism via a unitary conjugation we have

αV N (λC(exp(iX))W−1) = αV N (λC(exp(iX)))αV N (W−1).

Now we know that αV N(λ(g)) = λ(α(g)) and αV N (λC(exp(iX))) = λC(αC(exp(iX))).
Indeed, the automorphism α can be lifted to the Lie algebra level αh : h → h such that

αC(exp(X + iY )) = exp(αh(X) + iαh(Y )), X,Y ∈ h. Recall that ∂λ(X) is the in-

finitesimal generator of the one-parameter group λ(exp(tX)), t ∈ R, so that we have

αV N (∂λ(X)) is the infinitesimal generator of the one-parameter group

αV N (λ(exp(tX))) = λ(exp(tαh(X))), t ∈ R,

which means that αV N (∂λ(X)) = ∂λ(αh(X)). Thus, we have

αV N (λC(exp(iX))) = αV N (exp(∂λ(iX))) = exp(αV N (∂λ(iX)))

= exp(∂λ(iαh(X))) = λC(exp(iαh(X)))

= λC(αC(exp(iX))).

This justifies our claim. �
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7. THE REDUCED HEISENBERG GROUP

The reduced Heisenberg group Hr is

Hr = (R× T)⋊R

with the group law

(y, z, x) · (y′, z′, x′) = (y + y′, zz′eixy
′

, x+ x′).

The order of variables (y, z, x) is again from the semi-direct product structure of Hr. Using

Mackey machinery, we can completely describe the unitary dual of Hr as follows:

Ĥr =
{
χr,s : (r, s) ∈ R2

}
∪
{
πn : n ∈ Z\{0}

}
,

where for every n ∈ Z\{0}, the irreducible unitary representation πn is defined on the

Hilbert space L2(R), whereas χr,s is a one-dimensional representation for every (r, s) ∈
R2. The precise formulas of these representations are given as

χr,s(y, z, x) = ei(ry+sx),

πn(y, z, x)ξ(t) = zne−intyξ(−x+ t), ξ ∈ L2(R).

For f ∈ L1(Hr), we define the group Fourier transform on Hr by

FHr (f) = (FHr (f)(π))
π∈Ĥr

= (f̂Hr (π))
π∈Ĥr

where Hπ = L2(R) when π = πn, and Hπ = C otherwise, and

f̂Hr (π) =

∫

Hr

f(g)π(g)dg.

We sometimes identify Ĥr with R2 ⊔ Z\{0}, where ⊔ denotes the disjoint union of sets.

Unlike the Heisenberg group, the Plancherel measure of Hr takes the one-dimensional

representations into account, as shown in the following lemma.

Lemma 7.1. The Plancherel measure µ of Hr is given by dydx
(2π)2 when it is restricted to R2,

and it is given by µ({πn}) = |n|
2π on Z\{0}.

Proof. Since Hr is a second countable unimodular Type I group, it admits a unique mea-

sure, called the Plancherel measure, which satisfies the Parseval identity for the map f ∈
L2(Hr) 7→ (f̂(π))

π∈Ĥr
. So, we only need to check the Parseval identity for the above

measure. Let f ∈ (L1 ∩ L2)(Hr). For n ∈ Z\{0} and ξ ∈ L2(R), we have

f̂Hr(πn)ξ(t) =

∫

T

∫

R

∫

R

f(y, z, x)zne−intyξ(−x+ t)dxdydz(7.1)

=

∫

R

Kf (t, x)ξ(x)dx,

where

Kf(t, x) =

∫

T

∫

R

f(y, z, t− x)zne−intydydz =
√
2πf̂R×T

1,2 (nt,−n, t− x), (t, x) ∈ R2.

Here, f̂R×T

1,2 denotes the R×T-Fourier transform in the first two variables. Clearly, f̂Hr(πn)
is a Hilbert-Schmidt integral operator with norm given by

‖f̂Hr(πn)‖22 = ‖Kf‖22 = 2π

∫

R

∫

R

|f̂R×T

1,2 (nt,−n, t− x)|2dxdt

=
2π

|n|

∫

R

∫

R

|f̂T

2 (y,−n, x)|2dydx,

where f̂T
2 denotes the T-Fourier transform in the second variable. Let E be the orthogonal

projection on L2(Hr) defined as

Ef(y, z, x) :=

∫

T

f(y, u, x)du.

49



Clearly, h ∈ L1(Hr)∩Ker(E) precisely when ĥT2 (y, 0, x) = 0 for every x, y ∈ R. For any

h ∈ L1(Hr) ∩Ker(E), we have

‖h‖22 =
∑

n∈Z\{0}

∫

R2

|ĥT2 (y, n, x)|2dydx =
|n|
2π

∑

n∈Z\{0}
‖ĥHr(πn)‖22.

On the other hand, it is easy to see that if g ∈ (L1 ∩L2)(Hr) is constant when restricted to

T, then ĝHr(πn) = 0 for every n ∈ Z\{0}. So for such an element g, we have

‖g‖22 =

∫

R2

∫

T

|g(y, z, x)|2dydzdx =

∫

R2

∣∣∣g|R2(y, x)
∣∣∣
2

dydx

=

∫

R2

∣∣∣ĝ|R2

R
2

(r, s)
∣∣∣
2

drds =

∫

R2

∣∣∣ 1
2π

∫

R2

g(y, x)e−i(ry+sx)dydx
∣∣∣
2

drds

=
1

(2π)2

∫

R2

∣∣∣ĝHr(χr,s)
∣∣∣
2

drds.

Now consider an arbitrary f ∈ (L1 ∩ L2)(Hr), and note that f can be orthogonally de-

composed into f = E(f) + (f − E(f)), with the property that E(f)|T is constant and

f − E(f) ∈ Ker(E). Thus, we have

‖f‖22 = ‖E(f)‖22 + ‖f − E(f)‖22
=

1

(2π)2

∫

R2

∣∣∣Ê(f)
Hr

(χr,s)
∣∣∣
2

drds +
|n|
2π

∑

n∈Z\{0}
‖ ̂f − E(f)

Hr

(πn)‖22

=
1

(2π)2

∫

R2

∣∣∣f̂Hr (χr,s)
∣∣∣
2

drds +
|n|
2π

∑

n∈Z\{0}
‖f̂Hr(πn)‖22.

�

The Plancherel measure gives us the quasi-equivalent decomposition of the left regular

representation λ as follows:

λ ∼=
∫ ⊕

R2

χr,s
drds

(2π)2
⊕

⊕

n∈Z\{0}

|n|
2π
πn.

When R2 and Z\{0} are equipped with the corresponding restrictions of the Plancherel

measure on Hr, the Fourier transform on Hr gives us the following decomposition.

FHr : A(Hr) → L1
(
R̂2,

drds

(2π)2

)
⊕1 L

1
(
Z\{0}, µd;S1(L2(R))

)
(7.2)

f 7→
(
f̂Hr (χr,s)

)
(r,s)∈R2 ⊕

⊕

n∈Z\{0}
f̂Hr(πn),

where we denote the restriction of µ to Z\{0} by µd. The formula for f̂Hr(πn), f ∈
L1(Hr) has been given in Equation (7.1). The case of one-dimensional representations

goes as follows. We define f̃ := E(f)|R2 , then we have

f̂Hr (χr,s) = 2π
̂̃
f
R

2

(−r,−s).
Taking the dual of the above decomposition, we have

V N(Hr) ∼= L∞
(
R̂2,

drds

(2π)2

)
⊕∞ L∞

(
Z\{0}, µd;B(L2(R))

)
.

For the rest of this section, we use f̂Hr (n) and f̂Hr(r, s) to denote f̂Hr(πn) and f̂Hr(χr,s)
respectively. The Fourier transform in (7.2) forms an isometry, i.e. for f ∈ A(Hr) ∩
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L1(Hr), we have

‖f‖A(Hr) =
1

(2π)2

∫

R2

|f̂Hr(r, s)|drds + 1

2π

∑

Z\{0}
|n| · ‖f̂Hr(n)‖1.

To avoid clutter, we use a reducible representation π0 of Hr to encode all the one-dimen-

sional representations χr,s. Indeed, we define π0 to be the left regular representation of Hr
on L2(R2), that is

(7.3) π0(y, z, x) := λR2(y, x) ∈ B(L2(R)).

It is easy to see that for F ∈ L2(R̂2) and f ∈ L1(Hr) we have

FR
2 ◦ π0(f) ◦ (FR

2

)−1(F )(r, s) = f̂Hr (−r,−s)F (r, s),
i.e. FR

2 ◦ π0(f) ◦ (FR
2

)−1 is a multiplication operator, which is affiliated with the von

Neumann algebra L∞(R̂2) ∼= V N(R2). Moreover

‖π0(f)‖A(R2) = ‖f̂Hr |
R̂2‖L1(R̂2).

This allows us to define a modified version of the Fourier transform as below, which is

again an isometry.

FHr : A(Hr) −→
1

(2π)2
A(R2)⊕1 L

1
(
Z\{0}, µd;S1(L2(R))

)
(7.4)

f 7→ f̂Hr (0)⊕
⊕

n∈Z\{0}
f̂Hr(n),

where we have used the convention f̂Hr (0) := π0(f). Note that L2(R) and L2(R2) are

equipped with their Lebesgue measures.

The corresponding Lie algebra for Hr is heis, the Heisenberg Lie algebra, with the

exponential map

exp : heis → Hr, xX + yY + zZ 7→ (y, exp(iz +
i

2
xy), x).

We fix a complexification of Hr given by (C × C∗) ⋊ C with the same group law, which

we will denote by (Hr)C. Here we use the symbol C∗ = C\{0}. Note that (Hr)C ∼=
C × C∗ × C, which is not simply connected. However, by considering the canonical

covering maps H → Hr and HC → (Hr)C we can easily check that (Hr)C together with

the inclusion Hr →֒ (Hr)C is the universal complexification. Moreover, we clearly have

the following Cartan decomposition

(7.5) (Hr)C ∼= Hr · exp(i heis).
Proposition 7.2. The proper closed Lie subgroups of Hr are HY = {(t, 0, 0) : t ∈ R},

HZ = {(0, z, 0) : z ∈ T} and HY,Z = {(t, z, 0) : t ∈ R, z ∈ T} up to automorphisms.

Proof. This is direct from the description of one or two dimensional subalgebras of heis

in the proof of Proposition 6.1. We only need to observe that the resulting subgroups are

closed in Hr. �

For n 6= 0 and ξ ∈ C∞
c (R) we have that





∂πn(X)ξ = −ξ′,
(∂πn(Y )ξ)(t) = −intξ(t),
∂πn(Z)ξ = inξ.

(7.6)

For n = 0 and η ∈ C∞
c (R2) we have





∂π0(X)η = −∂xη,
∂π0(Y )η = −∂yη,
∂π0(Z)η = 0.

(7.7)
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Entire vectors for πn, n 6= 0 are the same as in the case of Heisenberg group; that is,

f ∈ L2(R) is an entire vector for πn, 0 6= n ∈ Z if and only if f extends to an entire

function on C and satisfies

sup
|Imz|<t

et|z||f(z)| <∞

for any t > 0. For n = 0 we recall that π0 is the left regular representation on R2, so that

by [21, Proposition 4.1] and the argument in the beginning of Section 5 of [21] we have

F ∈ L2(R2) is an entire vector for π0 if and only if et(|x|+|y|)F̂R
2

(x, y) ∈ L2(R2) for any

t > 0. Recall that Proposition 2.4 characterizes the latter condition, from which we can

easily see that the functions ϕk ⊗ ϕl, k, l ≥ 0, are entire vectors for π0, where ϕk is the

k-th Hermite function.

7.1. Description of SpecA(Hr,W ). In this section, we only consider the weight W ex-

tended from the subgroupH = HY,Z
∼= R× T according to Proposition 7.2 and Theorem

3.27. More precisely, we fix a weight function w : ĤY,Z
∼= R × Z → (0,∞) and we set

WH = M̃w and W = ι(WH) = (W (n))n∈Z. Precisely speaking we have

(7.8) W (n)ξ(t) = w(nt,−n)ξ(t), 0 6= n ∈ Z

by Proposition 3.26 and

(7.9) (FR
2 ◦W (0) ◦ (FR

2

)−1)F (b, a) = w(b, 0)F (b, a)

for appropriate ξ ∈ L2(R) and F ∈ L2(R2).

Remark 7.3. The above shows that the weights extended from the subgroupHY,Z
∼= R×T

with the weight function w : ĤY,Z
∼= R × Z → (0,∞) satisfying the condition that the

value w(t, n), (t, n) ∈ R× Z, depends only on n ∈ Z are all central weights. In this case

we actually get a weight functionw|Z on Z, which means that we could say that the weights

extended from the 1-dimensional subgroup HZ = {(0, z, 0) : z ∈ T} of Hr are all central

weights.

It turns out that this covers all the central weights on the dual of Hr up to “equivalence”.

More precisely, let W be a central weight on the dual of Hr, which means we have a

measurable functionw : R̂2⊔Z\{0} → (0,∞), where ⊔ denotes the disjoint union of sets,

satisfying W = w|
R̂2 ⊕⊕n∈Z\{0}w(n)IL2(R). Now we establish the following “fusion

rule” for Ĥr.

• πn ⊗ πm ∼= πn+m, n,m ∈ Z\{0}, n 6= −m;

• πn ⊗ π−n ∼= π0, n ∈ Z\{0};

• πn ⊗ χr,s ∼= πn, n ∈ Z\{0}, r, s ∈ R;

• χr,s ⊗ χr′,s′ ∼= χr+r′,s+s′ , r, s, r
′, s′ ∈ R,

where π0 is the representation from (7.3). Indeed, the first quasi-equivalence and the third

equivalence are directly from the Stone-von Neumann theorem ([12, (6.49)]) after combin-

ing the canonical quotient map from the usual Heisenberg group. The fourth identity is from

the usual character formula on R2. The second unitary equivalence requires some elabora-

tion as follows. We first consider the following unitary map U : L2(R2) → L2(R2), η 7→
Uη, where Uη(s, t) = η(s, t + s), s, t ∈ R for η ∈ L2(R2). Then it is straightforward to

check the following relation.

U
(
πn ⊗ π−n(y, z, x)

)
U∗η(s, t) = eintyη(s− x, t), s, t ∈ R, n ∈ Z\{0}.

Thus, by taking conjugation with respect to the R-Fourier transform on the second variable

we get the unitary equivalence we wanted.

The above fusion rule tells us the following corresponding formula for the co-multipli-

cation, namely for A ∈ L∞
(
R̂2, drds(2π)2

)
⊕∞ L∞

(
Z\{0}, µd;B(L2(R))

)
we have

• Γ(A)(n,m) ∼= A(n+m), n,m ∈ Z\{0}, n 6= −m;
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• Γ(A)(n,−n) ∼=
∫ ⊕

R2

A(r, s) drds, n ∈ Z\{0};

• Γ(A)(n, (r, s)) ∼= A(n), n ∈ Z\{0}, r, s ∈ R;

• Γ(A)((r, s), (r′, s′)) ∼= A(r + r′, s+ s′), r, s, r′, s′ ∈ R.

Now the condition Γ(W )(W−1 ⊗W−1) being a contraction becomes

• w(n +m) ≤ w(n)w(m), n,m ∈ Z\{0}, n 6= −m;

• supr,s∈R w(r, s) ≤ w(n)w(−n), n ∈ Z\{0};

• w(n) ≤ w(r, s)w(n), n ∈ Z\{0}, r, s ∈ R;

• w(r + r′, s+ s′) ≤ w(r, s)w(r′, s′), r, s, r′, s′ ∈ R.

If we extend w to w : R̂2 ⊔ Z → (0,∞) by assigning w(0) := supr,s∈Rw(r, s), then

we can see that the extended weight w consists of two independent parts w|Z and w|
R̂2 ,

both sub-multiplicative on each domain and satisfying the only additional condition 1 ≤
w|

R̂2(r, s) ≤ w|Z(0). The last condition means that w|
R̂2 is a bounded and bounded below

weight function on R̂2, so that it is equivalent to the constant 1 weight function. This

justifies the claim that all the central weights on the dual of Hr are exactly the weights

extended from the 1-dimensional subgroupHZ = {(0, z, 0) : z ∈ T} up to “equivalence”.

In general we can apply the same strategy as in the case of the Heisenberg group H with

less technicalities. By Remark 3.2 again, we can assume, without loss of generality, that

our weight functionw = (wn)n∈Z is consisting of locally integrablewn, n ∈ Z. Moreover,

we assume for technical reasons that all of their weak derivatives are at most exponentially

growing, i.e. for any k ≥ 0, there are constants Cn, Dn > 0, n ∈ Z such that

(7.10) |(wn)(k)(x)| ≤ Cne
Dn|x|

for a.e. x ∈ R and for all n ∈ Z. We will fix the symbolsw andW throughout this section.

7.1.1. A dense subalgebra and dense subspaces of A(Hr,W ). We define dense subalge-

bras A and B and a dense subspace D of A(Hr,W ). By analogy with the case of H
it is natural to begin with the test function space on R × Z × R, which we denote by

C∞
c (R× Z× R). This space is given by

{
f = (fn)n∈Z : fn ≡ 0 except for finitely many n ∈ Z, fn ∈ C∞

c (R2)
}
.

Here, we use the convention fn(y, x) = f(y, n, x) for n ∈ Z, (y, x) ∈ R2.

Definition 7.4. We define

A := FR×Z×R(C∞
c (R× Z× R)) ⊆ C∞(Hr) and B := FR×Z×R(B0) ⊆ C∞(Hr)

where

B0 :=
{
f = (fn)n∈Z ⊆ L1

loc(R
2) : fn ≡ 0 except for finitely many n ∈ Z,

et(|y|+|x|)(∂αfn)(y, x) ∈ L2(R2),

∀t > 0, ∀multi-index α
}
.

We endow a natural locally convex topology on B0 given by the family of semi-norms

{ψαt,n : t > 0, n ∈ Z, multi-index α}, where

(7.11) ψαt,n(f) = ‖et(|x|+|y|)(∂αfn)(y, x)‖L2(R2).

Finally, we define the space D ⊆ L1
(
R̂2, drds(2π)2

)
⊕1 L

1
(
Z\{0}, µd;S1(L2(R))

)
by

D := span
{
F ⊕1 P

l
mn : m,n ∈ Z≥0, F ∈ L1(R̂2),

et(|y|+|x|)(∂α(F̂R
2

))(y, x) ∈ L2(R2),

∀t > 0, ∀multi-index α
}
,

53



where P lmn ∈ L1
(
Z\{0}, µd;S1(L2(R))

)
attains Pmn at the l-th coordinate, and is 0

everywhere else. Recall that Pmn is the rank 1 operator on B(L2(R)) as in Definition 6.4.

We will fix the symbols A, B, B0 and D throughout this section.

The basic properties of the spaces A, B, B0 and D are obtained in a similar way as in

the case of H, so that we omit the proof.

Proposition 7.5. The spaces A, B and B0 satisfy the following.

(1) The spaces A and B are algebras with respect to the pointwise multiplication.

(2) The space B0 is a Fréchet space.

(3) The inclusion C∞
c (R× Z× R) ⊆ B0 is continuous with dense range.

More properties are coming in the same order as in the case of H.

Proposition 7.6. For f ∈ B0 we have

WFHr (f̂R×Z×R) = FHr (ĝR×Z×R), where

{
g(t, n, s) = w(−t,−n)f(t, n, s), n 6= 0

g(t, 0, s) = 1
2πw(−t, 0)f(t, 0, s), n = 0.

Moreover, g ∈ B0 and, the map B0 → B0, f 7→ g is continuous.

Proof. Let n ∈ Z\{0} and f ∈ B0. Then we have

FHr (f̂R×Z×R)(n)ξ(t) =

∫

T

∫

R2

f̂R×Z×R(y, z, x)zne−intyξ(−x+ t)dxdydz

=
√
2π

∫

R

f̂R

3 (−nt, n, t− x)ξ(x)dx,

where f̂R
3 implies that we take Fourier transform with respect to the third variable only.

Thus, FHr(f̂R×Z×R)(n) is an integral operator with the kernel

Kf,n(t, x) =
√
2πf̂R

3 (−nt, n, t− x).

For the case of n = 0 we have

FHr (f̂R×Z×R)(0)η(s, t) =

∫

T

∫

R2

f̂R×Z×R(y, z, x)η(s− y, t− x)dxdydz

=

∫

R2

f̂R
2

1,3(y, 0, x)η(s− y, t− x)dxdy

=

∫

R2

f̂R
2

1,3(s− y, 0, t− x)η(y, x)dydx,

so that

(7.12) FR
2 ◦ FHr (f̂R×Z×R)(0) ◦ (FR

2

)−1F (b, a) = 2πf(−b, 0,−a)F (b, a)
for F ∈ L2(R2). From this point on we can repeat the same argument as in the case of H
for the conclusion. �

We remark that the space B can be used as the subspace S in 3.2.2 thanks to the above

proposition.

Proposition 7.7. The space A, B and D satisfy the following.

(1) The space B is continuously embedded in A(Hr,W ).
(2) The space (FHr )−1D is a subspace of B which is dense in A(Hr,W ).
(3) The algebra A is dense in A(Hr,W ).

Proof. (1) As ∂λ(X), ∂λ(Y ) and ∂λ(Z) are infinitesimal generators for one-parameter

subgroups λ(exp(tX)), λ(exp(tY )), and λ(exp(tZ)) respectively, one can easily verify

the formulas 



∂λ(X)F (y, z, x) = DzF (y, z, x) · (−y)− ∂xF (y, z, x)

∂λ(Y )F (y, z, x) = −∂yF (y, z, x)
∂λ(Z)F (y, z, x) = −DzF (y, z, x)
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for any F ∈ S(R × T × R) as a function on Hr, which is straightforward to check.

Here, the operator Dz is the derivative with respect to the complex variable z given by

Dz(z
n) = inzn, n ∈ Z. In other words, Dz is nothing but the differentiation ∂

∂θ for the

functions of z = eiθ . Moreover, we have (FZ)−1 ◦Dz ◦ FZ is the multiplication operator

(an)n∈Z 7→ (−inan)n∈Z. From this point we can follow the proof of (1) of Proposition

6.11.

(2) From the decomposition

FHr (A(Hr)) = L1
(
R̂2,

drds

(2π)2

)
⊕1 L

1
(
Z\{0}, µd;S1(L2(R))

)

it is clear that (FHr )−1D is dense in A(Hr). We first claim that (FHr )−1D ⊆ B. For

l ∈ Z\{0} we focus on the operator 0 ⊕ P lmn. We have that P lmn is an integral operator

with the kernel

K(t, x) = ϕm(t)ϕn(x).

We would like to find a function f ∈ B0 such that Kf,m = δl,mK , m ∈ Z\{0}, which

will imply that 0 ⊕ P lmn = FHr (f̂R×Z×R). Indeed, it is straightforward to check that for

l 6= 0 ∈ Z

f(t, k, s) =
1

2π
δk,l(−i)nϕn(s)e−i

st
l ϕm(− t

l
), k ∈ Z, s, t ∈ R

satisfies K = Kf . For l = 0 there is nothing to check. This explains the claim that

(FHr )−1D ⊆ B.

Secondly, we show that (FHr )−1D is also dense in A(Hr,W ). This is equivalent to the

modified space

D̃ := span
{
(FR

2 ◦W (0) ◦ (FR
2

)−1)F ⊕
⊕

l∈Z\{0}
W (l)P lmn

: m,n ∈ Z≥0, F ∈ L1(R̂2), et(|y|+|x|)(∂αF̂R
2

)(y, x) ∈ L2(R2),

∀t > 0, ∀multi-index α
}
,

being dense in FHr (A(Hr)). Indeed, for l = 0, we know that the functions of the form

w(b, 0)F (b, a) are dense in L1(R2). Moreover, for l ∈ Z\{0} we note that the linear span

of {w(lt,−l)ϕm(t) : m ∈ Z} can be shown to be dense in L2(R) as in the proof of (2) of

Proposition 6.11.

(3) The same as in the case of H.

�

Proposition 7.8. We have the inclusion (FHr )−1D ⊆ D∞
C
(λ).

Proof. If the support of f ∈ L2(Hr) is finite and lies in the discrete part of Ĥr, then we only

need to check the condition of f̂Hr(n) being an entire vector of πn for each n ∈ Z\{0},

which is the case for every element in D. If the support of f ∈ L2(Hr) lies in the contin-

uous portion of Ĥr, then f belongs to the first summand in the direct sum decomposition

of D, i.e. f ∈ L1(R̂2) with et(|y|+|x|)(∂αF̂R
2

)(y, x) ∈ L2(R2). By Proposition 2.4, such

an f is an entire function for the left regular representation of R2. Combining these facts

finishes the proof. �

7.1.2. Solving Cauchy functional equations on R× Z× R and the final step.

(CFER×Z×R) T ∈ C∞
c (R× Z× R)∗ satisfying

〈T, f ∗ g〉 = 〈T, f〉〈T, g〉, f, g ∈ C∞
c (R× Z× R).

In the above, ∗ refers to the convolution on the group R× Z× R. We omit the proof of

the following theorem, which is an obvious modification of the case of (CFERn).
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Theorem 7.9. Let T ∈ C∞
c (R × Z × R)∗ be a solution of (CFER×Z×R), then there are

uniquely determined c1, c2 ∈ C and c3 ∈ C∗ such that

〈T, f〉 =
∫

R×R

∑

n∈Z

f(t, n, s)e−i(c1t+c2s)c−n3 dtds, f ∈ C∞
c (R× Z× R).

In other words, the distribution T is actually a function of exponential type

T (t, n, s) = e−i(c1t+c2s)c−n3 .

We continue to a realization of SpecA(Hr,W ) in (Hr)C, whose proof is similar to the

case of H.

Proposition 7.10. Every character ϕ ∈ SpecA(Hr,W ) is uniquely determined by a point

(y, z, x) ∈ (Hr)C = (C×C∗)⋊C, which is nothing but the evaluation at the point (y, z, x)
on B (and consequently on A).

Here comes our final result.

Theorem 7.11. Let h be the Lie subalgebra corresponding to the subgroup H = HY,Z of

Hr. Suppose W is a weight on the dual of Hr which is extended from a weight WH on

HY,Z . Then we have

SpecA(Hr,W ) ∼=
{
g · exp(iX ′) : g ∈ Hr, X

′ ∈ h, exp(iX ′) ∈ SpecA(H,WH)
}
.

Proof. In general we have a similar but easier proof with a different pattern of the case

l = 0. Note that we need Theorem 7.12 below as a replacement for Theorem 6.18. �

Theorem 7.12. SupposeW is a weight on the dual of Hr which is extended from a bounded

below weight on HY,Z . For any X ′ ∈ heis\h the operator exp(i∂λ(X ′))W−1 is un-

bounded, whenever it is densely defined.

Proof. Since Hr is not simply connected, we cannot apply Theorem 6.18. Instead, we can

describe the maps θ and α precisely in this case. We first write X ′ = aX + bY + cZ
for some a, b, c ∈ R with a 6= 0. Indeed, we have E : HY,Z × R → Hr given by

E((y, z, 0), t) = (y, z, 0)etX
′

, from which we get

E((y, z, 0), t) = (y + bt, zei(ct+
1
2abt

2), at), y, t ∈ R, z ∈ T

with the inverse

E−1(y′, z′, x′) = ((y′ − b

a
x′, z′e−i(

c
a
x′+ b

2a (x′)2), 0),
x′

a
), (y′, z′, x′) ∈ Hr.

Note that E is a global diffeomorphism with E and E−1 being polynomial, so that the

maps θ and α are also polynomial. �

Remark 7.13. The statements of Theorem 7.12 and Theorem 7.11 hold true for H = HY

and H = HZ in place of HY,Z , by applying similar arguments.

Example 7.14. For X ′ = (y′, z′, 0) ∈ h the condition exp(iX ′) ∈ SpecA(H,WH) is

equivalent to the existence of a constant C > 0 such that

eay
′

enz
′ ≤ Cw(a, b), for almost all (a, n) ∈ R× Z

by an immediate analogue of (6.11). In particular, for specific choices of the weight func-

tion w, we have the following, by Theorem 7.11. When w(a, n) = β
|a|
1 β

|n|
2 , (a, n) ∈ R×Z

for some β1, β2 ≥ 1, we have

SpecA(Hr,W ) ∼= {g · (iy′, eiz′ , 0) ∈ (Hr)C ∼= C× C∗ × C

: g ∈ Hr, y
′, z′ ∈ R, |y′| ≤ log β1, |z′| ≤ log β2}.

Especially, when β2 = 1 we have

SpecA(Hr,W ) ∼= {(y, z, x) ∈ (Hr)C ∼= C×C∗×C : |Imy| ≤ log β1, |z| = 1, |Imx| = 0}.
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We end this section with the symmetry given by automorphisms on Hr, whose proof is

the same as in the case of H.

Theorem 7.15. Let α : Hr → Hr be a Lie group automorphism. Then we have

SpecA(Hr, αV N (W )) = αC(SpecA(Hr,W )) ⊆ (Hr)C.

8. THE EUCLIDEAN MOTION GROUP ON R2

The Euclidean motion group on R2 is

E(2) =

{
(x, y, z) =

[
z x+ iy
0 1

]
: x, y ∈ R, z ∈ T

}
= R2 ⋊ T

with the group law by the matrix multiplication or equivalently

(x, y, z) · (x′, y′, z′) = ((x, y)T + ρ(z)(x′, y′)T , zz′)

where ρ(z) =

[
Rez −Imz
Imz Rez

]
and (x′, y′)T refers to the transposed column vector. Here,

we use the notations (x, y, z) = (

[
x
y

]
, z) = ((x, y)T , z).

The unitary dual Ê(2) of E(2) can be described as follows. For any r > 0 we define an

irreducible unitary representation πr acting on L2[0, 2π] by

(8.1) πr(x, y, z)F (θ) = eir(x cos θ+y sin θ)F (θ − t), F ∈ L2[0, 2π], z = eit.

Here, we are using the identification [0, 2π] ∼= T via t 7→ eit.
The representations (πr)r>0 are all of the irreducible unitary representations appearing

in the Plancherel picture, and we have

λ ∼=
∫ ⊕

R+

πrrdr.

This quasi-equivalence tells us that

V N(E(2)) ∼= L∞(R+, rdr;B(L2[0, 2π]))

and

A(E(2)) ∼= L1(R+, rdr;S1(L2[0, 2π])).

For f ∈ L1(E(2)) we define the group Fourier transform on E(2) by

FE(2)(f) = (FE(2)(f)(r))r>0 = (f̂E(2)(r))r>0 ∈ L∞(R+, rdr;B(L2[0, 2π]))

and

f̂E(2)(r) =

∫

E(2)

f(g)πr(g)dg =

∫

T

∫

R2

f(α, z)πr(α, z)dαdz.

The Lie algebra of E(2) is e(2) = 〈S,X, Y : [S,X ] = Y, [S, Y ] = −X, [X,Y ] = 0〉 ∼=
R3 with the exponential map

exp : e(2) → E(2)

given by

exp(sS + xX + yY )(8.2)

= (1s (sin s)x+ 1
s (cos s− 1)y, 1s (1− cos s)x+ 1

s (sin s)y, e
is),

where the value at s = 0 is defined by taking the limit s→ 0, i.e.

exp(0S + xX + yY ) = (x, y, 1).

We can see that e(2)C ∼= C3 and we consider a complexification ofE(2) given by C2⋊C∗

with the same group law, which we denote by E(2)C. Note that we may use the identifica-

tion {s ∈ C : 0 ≤ Re s < 2π} ∼= C∗ via s 7→ eis. We can actually check that E(2)C with
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the canonical inclusion E(2) →֒ E(2)C is the universal complexification. See Remark 9.3

below. Moreover, we clearly have the following Cartan decomposition

(8.3) E(2)C ∼= E(2) · exp(i e(2)).
For r > 0 we need to understand ∂πr(S), ∂πr(X) and ∂πr(Y ) in a concrete way.

Indeed, we can easily check for F ∈ C∞(T) that




∂πr(S)F = −F ′,

(∂πr(X)F )(θ) = ir cos θ · F (θ),
(∂πr(Y )F )(θ) = ir sin θ · F (θ).

Identifying L2(T) with ℓ2(Z) via the Plancherel transform, we get the following operators

on ℓ2(Z):




∂πr(S)en = −inen,
∂πr(X)en = ir

2 (en−1 + en+1),

∂πr(Y )en = r
2 (en+1 − en−1),

(8.4)

where {en : n ∈ Z} is the canonical orthonormal basis of ℓ2(Z). Moreover, it is also

straightforward to check that

(8.5) ∂πr(−∆)en = (n2 + r2)en, n ∈ Z.

Finally, we record that any trigonometric polynomial is clearly an entire vector for πr,

r > 0.

8.1. Weights on the dual of E(2).

8.1.1. Weights from subgroups. As in the previous cases, we first identify all closed Lie

subgroups of E(2).

Proposition 8.1. The proper closed Lie subgroups of E(2) are HS = {(0, 0, z) : z ∈
T} ∼= T, HY = {(0, y, 1) : y ∈ R} ∼= R, Hr = {(x, rx, 1) : x ∈ R} ∼= R for every

r ∈ R≥0, and HX,Y = {(x, y, 1) : x, y ∈ R} ∼= R2 up to automorphism.

Proof. We begin with the description of Aut(e(2)). By examining the Lie bracket relations

of the basis {S,X, Y } we can easily conclude that any automorphism α : e(2) → e(2) is

of the form

α(S) = aS + bX + cY, α(X) = dX and α(Y ) = adY

for some b, c, d ∈ R with a = ±1 and d 6= 0. Now, we observe that any one-dimensional

subspace of e(2) is of the form R(S + v1X + v2Y ) for v = (v1, v2) ∈ R2 or R(u1X +
u2Y ) for u = (u1, u2) ∈ R2 with |u|2 = 1. The classification up to automorphisms are

straightforward from the description of Aut(e(2)). Indeed, the first one gives us the one

parameter subgroup HS up to automorphism, while the second one gives us a family of

subgroups, up to automorphism, indexed by r ∈ R≥0 defined as Hr = {(x, rx, 1) : x ∈
R}, or the subgroupHY = {(0, y, 1) : y ∈ R}.

It is an easy exercise in linear algebra to see that if X1 and X2 are linearly independent

in e(2) that either X1, X2 ∈ e(2)′, and hence we get 〈X1, X2〉 = e(2)′ (derived ideal), or

we find that 〈X1, X2〉 = e(2). This gives us the result for the two dimensional subgroups.

�

By Proposition 8.1 and Theorem 3.27, we only need to consider the weights extended

from the subgroups HS
∼= T and HX,Y

∼= R2. For a weight function w : ĤS
∼= Z →

(0,∞) or w : ĤX,Y
∼= R2 → (0,∞) we consider the extended weight W = ι(M̃w) =

(W (r))r>0, which is given as follows.

(The case of HS)

(8.6) (FT ◦W (r) ◦ (FT)−1)en = w(n)en, n ∈ Z.
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In other words,W (r) is a Fourier multiplier on L2(T) with respect to the symbolw, which

is independent of the parameter r.

(The case of HX,Y )

W (r)F (θ) = w(−r cos θ,−r sin θ)F (θ), F ∈ C∞(T)

or equivalently

(8.7) W (r)F (z) = w(−rz)F (z), z ∈ T,

with the identification z = eiθ . Whenw is a radial function, the operatorW (r) is a multiple

of identity operator with the constant depending on the parameter r.

Remark 8.2. The above shows that the weights extended from the 2-dimensional subgroup

HX,Y of E(2) using the radial weight function on the dual ofHX,Y are central. Moreover,

we can actually prove that all the central weights on the dual of E(2) are of the above

form. Indeed, the centrality of a weight W on the dual of E(2) forces us to begin with

W = (w(r)IB(L2(T)))r>0 for some measurable functionw : R+ → (0,∞). Now we recall

the following fusion rule of E(2)

(8.8) πr ⊗ πs ∼=
∫ ⊕

|r−s|≤a≤r+s
πa da,

where we have a quasi-equivalence. For the convenience of the reader we provide a proof

for the above fusion rule below. We first note that the formula (8.1) for the irreducible

representation πr can be rewritten as follows.

πr(x, y, z)F (z′) = ei〈w,rz
′〉F (z̄z′), F ∈ L2(T), z′ ∈ T,

where w = x + iy and 〈w, z′〉 = Rew · Rez′ + Imw · Imz′, i.e. the “dot” product when

C is identified with R2. In the above representation we may replace the parameter r > 0
with a ∈ C\{0} to get an irreducible unitary representation πa and it is straightforward to

check that for any a, b ∈ C\{0} we have a unitary equivalence

(8.9) πa ∼= πb ⇔ |a| = |b|,
where the intertwining map is given by λT(z) for z ∈ T such that za = b. Now we set a

unitary map U : L2(T× T) → L2(T× T) given by

UG(z1, z2) = G(z1, z1z2), G ∈ L2(T× T), z1, z2 ∈ T

so that we have U∗G(z1, z2) = G(z1, z̄1z2). Then, for r, s > 0 we have

U
(
πr ⊗ πs(x, y, z)

)
U∗G(z1, z2) = πr ⊗ πs(x, y, z)U∗G(z1, z1z2)

= ei〈w,rz1+sz1z2〉)U∗G(z̄z1, z̄z1z2)

= ei〈w,(r+sz2)z1〉G(z̄z1, z2).

Since L2(T2) ∼= L2(T;L2(T)) =
∫ ⊕
T
L2(T)y dy, where L2(T)y refers to the copy of

L2(T), we have

U
(
πr ⊗ πs(x, y, z)

)
U∗ =

∫ ⊕

T

πr+sy dy

and then apply (8.9) to obtain the following quasi-equivalence .

πr ⊗ πs ∼=
∫ ⊕

T

π|r+sy| dy ∼=
∫ ⊕

[|r−s|,r+s]
πa da.

Now we move to the consequences of (8.8), which implies that for any A = (A(r))r>0 ∈
L∞(R+, rdr;B(L2[0, 2π])) we have

Γ(A)(r, s) ∼=
∫ ⊕

|r−s|≤a≤r+s
A(a) da.
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By applying functional calculus, we can readily check that the above quasi-equivalence

and the condition Γ(W )(W−1⊗W−1) being a contraction imply the following inequality.

(8.10) sup
|r−s|≤a≤r+s, a>0

w(a) ≤ w(r)w(s), r, s > 0.

If we put r = s = a > 0, then we have w(r) ≤ w(r)2, so that w(r) ≥ 1 for any r > 0.

Now we assign w(0) = 1, then w̃(reiθ) := w(r), r ≥ 0, θ ∈ [0, 2π], actually becomes a

weight function on R2. Moreover, it is rather straightforward to check that the condition

(8.10) is equivalent to the sub-multiplicativity of the radial weight function w̃ on R2.

8.1.2. Exponentially growing weights on the dual of E(2) using Laplacian. Given the ex-

amples of exponentially growing weights on the dual of compact Lie groups using Lapla-

cian presented in 3.30, it is natural to expect to obtain exponential weights on the dual of

non-compact Lie groups using Laplacian as in the compact case. However, we only un-

derstand the situations of E(2) and its simply connected cover Ẽ(2) at the time of this

writing.

We consider the case of E(2) in this subsection. From (8.4) we can easily see that for

r, s > 0 and m,n ∈ Z we have

∂(πr × πs)(S ⊗ S +X ⊗X + Y ⊗ Y )em,n

= −mnem,n −
rs

4
(em−1,n−1 + em−1,n+1 + em+1,n−1 + em+1,n+1)

+
rs

4
(em−1,n−1 − em−1,n+1 − em+1,n−1 + em+1,n+1)

= −mnem,n −
rs

2
(em−1,n+1 + em+1,n−1),

where em,n = em ⊗ en ∈ ℓ2(Z×Z). Here, the symbol π × ρ for representations π : G→
B(Hπ) and ρ : H → B(Hρ) refers to the direct product representation onG×H given by

(π × ρ)(g, h) := π(g)⊗ ρ(h) ∈ B(Hπ ⊗Hρ), g,∈ G, h ∈ H.

Now we consider the operator Γ(∂λ(∆)) = (Γ(∂λ(∆))(r, s))r,s>0 . Since we have

Γ(∂λ(∆)) = I ⊗ ∂λ(∆) + ∂λ(∆)⊗ I + 2
(
∂λ(S)⊗ ∂λ(S)

+ ∂λ(X)⊗ ∂λ(X) + ∂λ(Y )⊗ ∂λ(Y )
)
,

we get from (8.4) and (8.5) that

Γ(∂λ(−∆))(r, s)em,n = ((m+ n)2 + r2 + s2)em,n + rs(em−1,n+1 + em+1,n−1)

= Ar,s(em,n) +Br,s(em,n)

for r, s > 0 and m,n ∈ Z. This decomposition Γ(∂λ(−∆))(r, s) = Ar,s + Br,s consists

of a positive multiplication operator Ar,s and a bounded self-adjoint operator Br,s with

Br,s ≤ 2rsI . Moreover, we can easily see that Ar,s and Br,s are strongly commuting. We

define the operator

C(r, s) :=
√
Ar,s + 2rsI

or equivalently C(r, s) is given by

C(r, s)em,n =
√
(m+ n)2 + (r + s)2em,n.

Note that C(r, s) is strongly commuting with Γ(∂λ(−∆))(r, s), so that functional calculus

leads us to the conclusion that Γ(exp(t
√
∂λ(−∆))) exp(−tC) is a contraction, where

C = (C(r, s))r,s>0. Now we compare C and I ⊗
√
∂λ(−∆)+

√
∂λ(−∆)⊗ I , where the

latter is given by

(I ⊗
√
∂λ(−∆) +

√
∂λ(−∆)⊗ I)(r, s)(em,n) = (

√
m2 + r2 +

√
n2 + s2)em,n.

Since both of the operators are multiplication operators, they are strongly commuting.

Moreover, we can easily check that
√
(m+ n)2 + (r + s)2 ≤

√
m2 + r2 +

√
n2 + s2
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so that the operator

exp(tC)(exp(−t(I ⊗
√
∂λ(−∆) +

√
∂λ(−∆)⊗ I))

is a contraction again by functional calculus. By composition we can conclude that

Γ(exp(t
√
∂λ(−∆)))(exp(−t

√
∂λ(−∆))⊗ exp(−t

√
∂λ(−∆))) =

Γ(exp(t
√
∂λ(−∆))) exp(−tC) · exp(tC) exp(−t(I ⊗

√
∂λ(−∆) +

√
∂λ(−∆)⊗ I))

is a contraction. One might be worried about the domain problem for the composition, but

for the latter three operators, exp(−tC), exp(tC) and exp(−t(I⊗
√
−∆+

√
−∆⊗I)), the

space of finitely supported sequences on Z2 plays the role of common invariant dense sub-

space in ℓ2(Z2) for each parameter (r, s). Moreover, we can easily check that em,n is an an-

alytic vector ofΓ(
√
∂λ(−∆))(r, s), and hence in the domain ofΓ(exp(t

√
∂λ(−∆)))(r, s).

Indeed, it is straightforward to check that for T = Γ(∂λ(−∆))(r, s) we have

‖T kem,n‖ ≤ (Cm,n)
2k(2k)!

for some constant Cm,n > 0. (See [45, 46] for the details.)

Note that the 2-cocycle condition for exp(t
√
∂λ(−∆)) is automatic since it is bound-

edly invertible. Thus, we have proved that the operator exp(t
√
∂λ(−∆)), t > 0 is a weight

on the dual of E(2).

Definition 8.3. The weight exp(t
√
∂λ(−∆)) is called the exponential weight on the dual

of E(2) of order t > 0.

8.2. Description of the spectrum of the Euclidean motion group E(2). In this section,

we present a full characterization of the spectrum of Beurling-Fourier algebras of E(2)
associated with two important types of weights: the weights extended from the subgroups

H = HS or HX,Y , and the exponential weights coming from Laplacian of E(2). We start

this section by introducing appropriate dense subalgebras and subspaces of the Beurling-

Fourier algebra, which we will use in analysis of both cases.

8.2.1. A dense subalgebra of A(E(2),W ) and its companions. We will follow the same

philosophy as in the cases of H and Hr, namely finding a dense subalgebra ofA(E(2),W )
which will substitute the algebra Trig(G) in the case of compact groups. As before this

subalgebra alone cannot finish the job till the end, so we need two more companion spaces

as well.

Definition 8.4. We define the space

A0 :=
{
f ∈ C∞

c (R2) : fn ≡ 0, |n| > N for some N ∈ N
}

where fn, n ∈ Z, is the function given by

fn(r) :=

∫

T

f(reiθ)e−inθdθ, r ≥ 0

and

A00 :=
{
f ∈ A0 : fn ∈ C∞

c (0,∞) for all n ∈ N
}
.

We also define

B0 :=
{
f ∈ C∞

c (R2) : ‖∂αf‖ρ <∞, ∀ρ > 0, ∀multi-index α
}

where ‖ · ‖ρ, ρ > 0, is the norm given by

‖f‖ρ :=
∑

n∈Z

ρ|n|
( ∫

R+

ρr|fn(r)|rdr
)
.

Finally, we define A := FR
2×Z(A0 ⊗ c00(Z)) and B := FR

2×Z(B0 ⊗ c00(Z)), which are

the images of the algebraic tensor productA0⊗c00(Z) andB0⊗c00(Z), respectively, under
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the Fourier transform on R2 × Z. We will fix the symbols A, B, A0, B0, A00 throughout

this section.

Remark 8.5. (1) We clearly have the inclusion A00 ⊆ A0 ⊆ B0.

(2) The space A00 is nothing but the algebraic tensor product c00(Z) ⊗ C∞
c (0,∞),

which is equipped with a canonical locally convex topology as follows. We say that

f(m) → f as m→ ∞ in A00 if there is a finite set I ⊆ Z with suppf(m) :=
{n ∈ Z : f(m)n 6= 0} ⊆ I , ∀m ≥ 1 and

f(m)n → fn in C∞
c (0,∞) as m→ ∞, ∀n ∈ Z

where we consider the usual locally convex topology on C∞
c (0,∞). The topology

on A0 is defined in an identical manner, and the topology on A is induced from

that of A0.

(3) The space B0 is equipped with a canonical locally convex topology as follows. We

say that f(m) → f as m→ ∞ in B0 if there is a K-ball, BK ⊆ R2 with

suppf(m) ⊆ BK , ∀m ≥ 1 and

‖∂α(f(m)− f)‖ρ → 0 as m→ ∞, ∀ρ > 0, ∀multi-index α.

The topology on B is induced from that of B0.

Before we proceed to important properties of the above spaces A, B, A0, B0 and A00

we need some preparations. We begin with a detailed understanding of group Fourier

transforms onE(2), which is actually an integral operator with precise description of kernel

function at each parameter.

Proposition 8.6. For h ∈ C∞
c (R2) and g ∈ Trig(T) = FZ(c00(Z)) we have

(8.11) FE(2)(ĥR
2 ⊗ g)(r)F (θ) = 2π

∫

T

h(reiθ)g(θ − t)F (t)dt, F ∈ L2(T).

In other words, the operator FE(2)(ĥR
2 ⊗ g)(r), r ≥ 0 is the integral operator on L2(T)

with the kernel K(θ, t) = 2πh(reiθ)g(θ − t).

Proof. This can be obtained by a straightforward calculation. �

We also need a trace class norm estimate of integral operators acting on finite intervals.

Basically, we get trace class operators when the kernels are smooth enough.

Lemma 8.7. ([18, p.120-121])

Let A be the integral operator acting on L2([a, b]) with the kernel functionK , i.e.

Af(t) =

∫ b

a

K(t, s)f(s)ds.

Then there is a universal constant C > 0 such that

‖A‖S1(L2[a,b]) ≤ C(‖K‖L2([a,b]2) + ‖∂sK‖L2([a,b]2)).

We begin with the properties of the spaces A00, A0 and B0 defined on R2 × Z.

Proposition 8.8. The spaces A0, A00 and B0 satisfy the following.

(1) The space A0 is an algebra with respect to convolution on R2.

(2) The space A00 is continuously and densely embedded in B0.

Proof. (1) It is clear that every element of A0 is a linear combination of functions of the

form f(reiθ) = g(r)einθ , n ∈ Z with g ∈ Cc[0,∞). For such f we recall the following

well-known formula.

(8.12) f̂R
2

(Reiψ) =
einψ

2π

∫

R+

( ∫

T

einθe−iRr cos θdθ
)
g(r)rdr = G(R)einψ .

This implies that f̂R
2

is of the same form, namely the variables in polar coordinates are sep-

arated. Thus, we can conclude that for f1, f2 ∈ A0, we know that the function f̂1 ∗ f2
R

2

=
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2πf̂1
R

2

· f̂2
R

2

is a finite linear combination of the functions whose variables in polar coor-

dinates are separated. Recall that C∞
c (R2) is closed under R2-convolution, so that we can

now conclude that A0 is also closed under R2-convolution.

(2) Let f ∈ B0 with suppf ⊆ BK . We fix ρ > 0 and a multi-index α. We first pick N
such that ∑

|n|>N
ρ|n|

∫

R+

ρr|(∂αf)n(r)|rdr < ε.

Next we pick δ > 0 such that

∑

|n|≤N
ρ|n|

∫ δ

0

ρr|(∂αf)n(r)|rdr < ε.

We record here a useful formula for f ∈ C∞
c (R2) and r ∈ (0,∞), which comes directly

from the identity ∂x = cos θ · ∂r −
sin θ

r
∂θ, ∂y = sin θ · ∂r +

cos θ

r
∂θ, which is true on

R2\{(0, 0)}.

(∂xf)n(r) =
1
2 (f

′
n−1(r) −

fn−1(r)

r
(n− 1) + f ′

n+1(r) +
fn+1(r)

r
(n+ 1)),(8.13)

(∂yf)n(r) =
i

2
(−f ′

n−1(r) +
fn−1(r)

r
(n− 1) + f ′

n+1(r) +
fn+1(r)

r
(n+ 1))

for r > 0. By applying the above formula repeatedly we can see that (∂αf)n(r), r > 0
and |n| ≤ N , is a linear combinations of the functions

f
(k)
l (r)

rm
, 0 ≤ k ≤ |α|, |l| ≤ N + |α|, 0 ≤ m ≤ |α|

which is a finite collection. Finally, we choose f̃n ∈ C∞
c (0,∞), |n| ≤ N such that

suppf̃n ⊆ [δ,K] and

∑

|n|≤N
ρ|n|

∫ K

δ

ρr|(∂αf̃)n(r) − (∂αf)n(r)|rdr < ε

where f̃(reiθ) =
∑

|n|≤N f̃n(r)e
inθ in A00 and ‖∂αf̃ − ∂αf‖ρ < 3ε. This explain the

density we wanted, and the continuity of the embedding is also immediate. �

Now we move to the spaces A and B defined on R̂2 × Z ∼= R2 × T.

Proposition 8.9. The spaces A and B satisfy the following.

(1) The space B is continuously and densely embedded in A(E(2),W ).
(2) The space A is an algebra with respect to pointwise multiplication, i.e. it is a

subalgebra of A(E(2)).

Proof. (1) (WhenW is extended from the subgroupHX,Y ) Let w : ĤX,Y
∼= R2 → (0,∞)

be the associated weight function. Consider an element ĥR
2 ⊗ g of B with h ∈ B0 and

g ∈ Trig(T). Combining (8.7) and (8.11) we get

W (r)FE(2)(ĥR
2 ⊗ g)(r)F (θ) =

∫

T

w(−reiθ)h(reiθ)g(θ − t)F (t)dt

which is an integral operator with the kernel K(θ, t) = w(−reiθ)h(reiθ)g(θ − t). By

Lemma 8.7 we have

‖W (r)FE(2)(ĥR
2 ⊗ g)(r)‖S1(L2(T)) ≤ C(‖K‖L2(T2) + ‖∂tK‖L2(T2)).

By translation invariance we have

‖K‖L2(T2) = ‖g‖L2(T) ·
( ∫

T

|w(−reiθ)h(reiθ)|2dθ
)1/2

.
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We have a similar expression for ‖∂tK‖2, so that we get

‖ĥR2 ⊗ g‖A(E(2),W )(8.14)

=

∫

R+

‖W (r)FE(2)(ĥR
2 ⊗ g)(r)‖S1(L2(T))rdr

≤ C(‖g‖L2(T) + ‖g′‖L2(T))

∫

R+

(∫

T

|w(−reiθ)h(reiθ)|2dθ
)1/2

rdr.

The sub-multiplicativity of w implies that |w(−reiθ)| ≤ ρr, r > 0 for some ρ > 0 by

Proposition 3.21, so that we have

( ∫

T

|w(−reiθ)|2|h(reiθ)|2dθ
) 1

2 ≤ ρr(

∫

T

|h(reiθ)|2dθ)
1
2(8.15)

= ρr(
∑

n∈Z

|hn(r)|2)
1
2

≤ ρr(
∑

n∈Z

|hn(r)|).

Consequently, we have

(8.16) ‖ĥR2 ⊗ g‖A(E(2),W ) ≤ C(‖g‖L2(T) + ‖g′‖L2(T))

∫

R+

ρr(
∑

n∈Z

|hn(r)|)rdr,

which shows that B ⊆ A(E(2),W ).
For the density, we choose g(θ) = eilθ , h(reiθ) = h1(r)e

imθ , h1 ∈ C∞
c (0,∞), l,m ∈

Z. Then we have

FE(2)(ĥR
2 ⊗ g)(r)F (θ) = 2πh1(r)e

imθ(g ∗ F )(θ)
so that we have

[W (r)FE(2)(ĥR
2 ⊗ g)(r)en](θ) = 2πw(−reiθ)h1(r)〈en, el〉el+m(θ)

where en(θ) = einθ . Since our choices of h1 ∈ C∞
c (0,∞) and l,m ∈ Z are arbitrary, we

can easily see the density when w is radial. For general w we note that

L1(R+, rdr;S1(L2(T))) ∼= L1(R+, rdr;L2(T))⊗γ L2(T)

where ⊗γ is the projective tensor product of Banach spaces. Thus, it is enough to check

{w(reiθ)h1(r)en(θ) : h1 ∈ C∞
c (0,∞), n ∈ Z} is dense in L1(R+, rdr;L2(T)). Indeed,

we consider F ∈ L∞(R+, rdr;L2(T)) such that
∫

R+

∫

T

F (r, θ)w(−reiθ)h1(r)en(θ) rdθdr = 0

for any h1 ∈ C∞
c (0,∞), n ∈ Z. ClearlyF (r, θ)w(−reiθ) = 0 and consequentlyF (r, θ) =

0 for almost every (r, θ). This proves the density.

(When W is extended from the subgroup HS) Let w : ĤS
∼= Z → (0,∞) be the

associated weight function. Let F ∈ Trig(T). From (8.6) and (8.11) we get

W (r)FE(2)(ĥR
2 ⊗ g)(r)F (θ)

= 2π

∫

T

(∫

T

∑

n∈Z

w(n)ein(θ−β)h(reiβ)g(β − α)dβ
)
F (α)dα,

which is an integral operator with the kernel

K(θ, α) = 2π

∫

T

∑

n∈Z

w(n)ein(θ−β)h(reiβ)g(β − α)dβ

= 2π

∫

T

∑

m,n∈Z

w(n)ein(θ−β)h(reiβ)ĝT(m)eim(β−α)dβ,
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where we use g(θ) =
∑

m∈Z
ĝT(m)eimθ , a finite sum. We use Lemma 8.7 again, so that

we need to estimate ‖K‖L2(T2) as follows.

‖K‖2L2(T2) = (2π)2
∫

T2

∣∣∣
∫

T

∑

m,n∈Z

w(n)ein(θ−β)h(reiβ)ĝT(m)eim(β−α)dβ
∣∣∣
2

dαdθ

= (2π)2
∫

T2

∣∣∣
∑

m,n∈Z

w(n)ĥTr (n−m)ĝT(m)einθe−imα
∣∣∣
2

dαdθ(8.17)

= (2π)2
∑

m,n∈Z

w(n)2|ĥTr (n−m)|2|ĝT(m)|2

= (2π)2
∑

m,n∈Z

w(n+m)2|ĥTr (n)|2|ĝT(m)|2

≤ (2π)2
∑

m∈Z

w(m)2|ĝT(m)|2 ·
∑

n∈Z

w(n)2|ĥTr (n)|2

= (2π)2
∑

m∈Z

w(m)2|ĝT(m)|2 ·
∑

n∈Z

w(n)2|hn(r)|2

≤ (2π)2

(∑

m∈Z

w(m)|ĝT(m)|
)2

·
(∑

n∈Z

w(n)|hn(r)|
)2

where ĥTr (n) =
∫
T
h(reiθ)e−inθdθ = hn(r), the n-th frequency radial part and hr(θ) =

h(reiθ), and we used submultiplicativity of w in the first inequality. We have a similar

estimate for ‖∂αK‖L2(T2) involving g′ instead of g, so that we get

‖ĥR2 ⊗ g‖A(E(2),W ) ≤ 2πC(‖g‖A(T,w) + ‖g′‖A(T,w)) ·
(∫

R+

∑

n∈Z

w(n)|hn(r)| rdr
)

≤ 2πC(‖g‖A(T,w) + ‖g′‖A(T,w)) ·
(∑

n∈Z

ρ|n|
∫

R+

|hn(r)| rdr
)
,(8.18)

where we use the fact that |w(n)| ≤ ρ|n|, n ∈ Z for some ρ > 0 by sub-multiplicativity of

w. This implies the inclusion B ⊆ A(E(2),W ).
The density can be similarly explained by the following formula.

W (r)FE(2)(ĥR
2 ⊗ g)(r)en = 2πw(m+ l)h1(r)〈en, em〉el+m

for g(θ) = eilθ and h(reiθ) = h1(r)e
imθ , h1 ∈ C∞

c (0,∞), l,m ∈ Z.

(When Wt = exp(t
√
∂λ(−∆)) is an exponential weight as in Definition 8.3.) Recall

from (8.5) that Wt(r)en = et
√
n2+r2en, n ∈ Z, so that we can follow similar calculations

as in the case of weights coming from the subgroupHS with the weight function w : Z →
(0,∞) replaced with wr : Z → (0,∞) given by wr(n) = et

√
n2+r2 . Observe that wr is

also submultiplicative and wr(n) ≤ et|n|etr, n ∈ Z. Now the estimate (8.17) becomes

‖K‖L2(T2) ≤ 2π
(∑

m∈Z

wr(m)|ĝT(m)|
)
·
(∑

n∈Z

wr(n)|hn(r)|
)

≤ 2π
(∑

m∈Z

et|m||ĝT(m)|
)
· e2tr ·

(∑

n∈Z

et|n||hn(r)|
)
.
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We have a similar estimate for ‖∂αK‖L2(T2) involving g′ instead of g, so that we get

‖ĥR2 ⊗ g‖A(E(2),Wt)

≤ 2π(‖g‖A(T,u) + ‖g′‖A(T,u)) ·
∫

R+

e2tr
∑

n∈Z

et|n||hn(r)| rdr

= 2π(‖g‖A(T,u) + ‖g′‖A(T,u)) ·
∑

n∈Z

et|n|
∫

R+

e2tr|hn(r)| rdr,

where u is the weight function on Z given by u(n) = et|n|, n ∈ Z. This implies the

inclusion B ⊆ A(E(2),Wt). For the density we could simply repeat the same argument as

in the case of weights coming from the subgroupHS .

(2) This is trivial from Proposition 8.8 and part (1). �

Remark 8.10. The estimates (8.16) and (8.18) are the reasons for the choice of the spaces

A0 and B0. Generally speaking, we need super-exponential decay of ĥr
T

(n) with respect

to both of r > 0 and n ∈ Z. The reason why we need both of the spaces A0 and B0 will be

clarified in the next section. Note also that the proof of the above proposition tells us that

the space B can be used as the subspace S in 3.2.2.

Proposition 8.11. Every element of A is an entire vector for λ.

Proof. We assume that g(θ) = eilθ , h(reiθ) = h1(r)e
imθ , h1 ∈ Cc[0,∞), l,m ∈ Z with

h ∈ C∞
c (R2). Then we have

FE(2)(ĥR
2 ⊗ g)(r)F (θ) = h1(r)e

imθF̂ T(l)eilθ.

Now we take (x, y, z = eis) ∈ C2 × C∗ from the complexification. We know that the

analytic extension πr
C

of πr has the same formula, so that we have

πrC(x, y, z)FE(2)(ĥR
2 ⊗ g)(r)F (θ)

= h1(r)e
ir(x cos θ+y sin θ)F̂ T(l)ei(l+m)θe−i(l+m)s.

Thus, the operator πr
C
(x, y, z)FE(2)(ĥR

2 ⊗ g)(r) is a rank 1 operator so that we have

‖πrC(x, y, z)FE(2)(ĥR
2 ⊗ g)(r)‖22

= |h1(r)|2e2(l+m)Ims

∫

T

e−2r(Imx cos θ+Imy sin θ)dθ

= |h1(r)|2e2(l+m)Ims

∫

T

e2r
√

(Imx)2+(Imy)2 cos θdθ.

Since h1 is compactly supported it is clear that the integral
∫

R+

sup
|x|,|y|,|z|≤M

‖πrC(x, y, z)FE(2)(ĥR
2 ⊗ g)(r)‖22 rdr

is finite. Now we just need to observe that (x, y, z) ∈ Ωt implies |x|, |y|, |z| ≤M for some

M > 0 from (8.2). This proves the conclusion we wanted by (1) of Theorem 2.3. �

8.2.2. Solving Cauchy functional equation for E(2). Unlike in the Euclidean cases, the

Cauchy functional equation for E(2) is far more involved. We divide it into several pieces

and tackle them one by one.

We begin with the case of the Cauchy functional equation on A0.

(CFEA0) T ∈ A†
0 such that 〈T, f ∗ g〉 = 〈T, f〉 · 〈T, g〉, ∀f, g ∈ A0.

Here f ∗ g denotes the convolution in R2 and Proposition 8.8 ensures that f ∗ g ∈ A0.

We would like to follow the steps in the proof of Theorem 6.13. For [step 1] we need the

algebra A0 to be closed under partial derivatives.
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Proposition 8.12. The algebra A0 is invariant under partial derivatives ∂x and ∂y of R2.

Proof. The formula (8.13) immediately tells us that for f ∈ A0 with fn ≡ 0, |n| > N ∈ N,

we have (∂xf)n(r) = (∂yf)n(r) = 0, r ∈ (0,∞) for |n| > N + 1. The point r = 0 is

trivial by looking at the integral form, i.e. for example,

(∂xf)n(0) =

∫

T

∂xf(0)e
−inθdθ = 0, n 6= 0.

The case for ∂y is the same. �

Now we could perform [step 1] of Theorem 6.13 for (CFEA0).

Proposition 8.13. Let T ∈ A†
0 be a solution of (CFEA0). Then we have

∂†xT = c1T, ∂†yT = c2T

for some c1, c2 ∈ C. Here, A†
0 and ∂†x refer to the algebraic dual space and adjoint map

respectively.

Proof. For f, g ∈ A0 we have

〈T, (∂xf) ∗ g〉 = 〈T, ∂x(f ∗ g)〉 = 〈T, f ∗ (∂xg)〉.

Let T be a nonzero solution of (CFEA0). Then,

〈T, ∂xf〉〈T, g〉 = 〈T, f〉〈T, ∂xg〉.

If we choose g so that 〈T, g〉 6= 0, then we get the conclusion with c1 = 〈T, ∂xg〉/〈T, g〉.
The argument for the case of ∂y is identical. �

In order to carry out [step 2] of Theorem 6.13, the space we are working on needs to be

closed under multiplication by exponential functions like

exp(c1x+ c2y) = exp(12 (c1 − ic2)z +
1
2 (c1 + ic2)z̄)

where z = x+ iy and c1, c2 ∈ C. Clearly, the space A0 is not closed under the multiplica-

tion by exponential functions, and that is why we need a bigger space B0.

Proposition 8.14. (1) The partial derivatives ∂x and ∂y of R2 are continuous maps

on B0.

(2) The maps f 7→ eczf(x, y) and f 7→ ecz̄f(x, y) are continuous on B0 for any

c ∈ C, where we denote z = x+ iy.

Proof. (1) This is automatic from the definition.

(2) We only consider the case of ez since other cases can be done similarly. We de-

note Φ(f)(x, y) := ezf(x, y). Since the sum ez = ere
iθ

=
∑

k≥0
rk

k! e
ikθ is absolutely

convergent uniformly on θ, we can easily conclude that

Φ(f)n(r) =
∑

k≥0

rk

k!
fn−k(r).
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Thus we have

‖Φ(f)‖ρ =
∑

n∈Z

ρ|n|
∫

R+

ρr|
∑

k≥0

rk

k!
fn−k(r)|rdr

≤
∑

k≥0

1

k!
(
∑

n∈Z

ρ|n|
∫

R+

ρr|rkfn−k(r)|rdr)

=
∑

k≥0

1

k!
(
∑

n∈Z

ρ|k+n|
∫

R+

ρr|rkfn(r)|rdr)

≤
∑

k≥0

ρkKk

k!
(
∑

n∈Z

ρ|n|
∫

R+

ρr|fn(r)|rdr)

= exp(ρK)‖f‖ρ,
where suppf ⊆ BK . For the derivatives of Φ(f) we recall the Leibniz rule to get

∂x(Φ(f)) = Φ(f) + Φ(∂xf).

We have a similar identity for ∂y(Φ(f)). These identities tell us that for any multi-index

α we have ‖∂αΦ(f)‖ρ ≤ Cα,K(
∑

|β|≤|α| ‖∂βf‖ρ) for suppf ⊆ BK , which explains the

continuity of the map Φ on B0. �

Now we move to the Cauchy functional equation on B0.

(CFEB0) S ∈ B∗
0 such that S|A0 is a solution of (CFEA0).

Remark 8.15. Note that it is not clear whether B0 is also an algebra with respect to the

R2-convolution.

Proposition 8.16. Let S ∈ B∗
0 be a solution of (CFEB0). Then S is actually an exponential

function of the form exp(−c1x− c2y), c1, c2 ∈ C. In other words, for any f ∈ B0 we have

〈S, f〉 =
∫

R2

exp(−c1x− c2y)f(x, y) dxdy.

Proof. Let S ∈ B∗
0 be a solution of (CFEB0). Then, clearly T = S|A0 ∈ A†

0 is a solution

of (CFEA0), so that by Proposition 8.13 we have

∂†xT = c1T, ∂†yT = c2T

for some c1, c2 ∈ C. We introduce two operations on B∗
0 , namely the adjoint of partial

derivatives and the multiplication with respect to exponential functions. More precisely,

we define ∂∗xS by

∂∗xS := S ◦ ∂x
and similarly for ∂∗yS. The element ec1x+c2yS ∈ B∗

0 is defined by

〈ec1x+c2yS, f〉 := 〈S, ec1x+c2yf〉, f ∈ B0

where we use continuity of the multiplication with respect to exponential functions. Since

A0 is dense in B0, we can conclude that ∂∗xS = c1S and ∂∗yS = c2S. By applying Leibniz

rule for the smooth functions we can easily obtain that

∂∗x(e
c1x+c2yS) = ∂∗y(e

c1x+c2yS) = 0.

We now focus on the element S̃ = ec1x+c2yS ∈ B∗
0 , whose both partial derivatives are

vanishing. We will get the conclusion by restricting down to the subspace A00. We first

consider the continuous embedding

Jn : C∞
c (0,∞) →֒ B0, h 7→ f(reiθ) =

h(r)

r
e−inθ, n ∈ Z

which allows us the decomposition

A00 = span
(
∪n∈Z Jn(C

∞
c (0,∞))

)
.
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Thus, all the information on S̃|A00 is encoded in the sequence

(S̃ ◦ Jn)n∈Z ⊆ C∞
c (0,∞)∗.

Note that it is straightforward to check that the adjoint map of Jn, J∗
n : B∗

0 → C∞
c (0,∞)∗

extends the map f ∈ C∞
c (R2) 7→ fn ∈ Cc[0,∞).

For g ∈ C∞
c (0,∞) we have

0 = 〈∂∗xS̃, g(r) cos θ〉 = 〈S̃, ∂x(g(r) cos θ)〉 = 〈S̃, g′(r) cos2 θ + g(r)

r
sin2 θ〉,

0 = 〈∂∗y S̃, g(r) sin θ〉 = 〈S̃, ∂y(g(r) sin θ)〉 = 〈S̃, g′(r) sin2 θ +
g(r)

r
cos2 θ〉.

By summing them we get

0 = 〈S̃, g′(r) + g(r)

r
〉 = 〈〈S̃ ◦ J0, rg′(r) + g(r)〉〉

where 〈〈·, ·〉〉 is the usual (C∞
c (0,∞)∗, C∞

c (0,∞)) duality bracket. Now this is the mo-

ment we summon the usual distribution theory. By integration by parts we have

0 = 〈〈S̃ ◦ J0, rg′(r) + g(r)〉〉 = −〈〈DrS̃ ◦ J0, rg(r)〉〉
where Dr is the derivative with respect to the r-variable. Since rg(r) covers all functions

in C∞
c (0,∞), we know that S̃ ◦ J0 is a constant function. This takes care of radial part of

S̃.

For higher frequencies we consider

0 = 〈∂∗xS̃, g(r)k(θ) sin θ〉 = 〈∂∗y S̃, g(r)k(θ) cos θ〉
for any g ∈ C∞

c (0,∞) and k ∈ Trig(T), which eventually tells us that

0 = 〈S̃, g(r)
r
k′(θ)〉.

Since k′(θ) covers all Trig(T) except constant functions, we know that S̃ ◦ Jn ≡ 0 for any

n 6= 0. Recalling that A00 = span(∪n∈ZJn(C
∞
c (0,∞))), we can conclude that S̃ acts on

A00 as a constant function, and by the density we can actually conclude that S̃ is a constant

function on B0, which leads us to the fact that S is actually an exponential function of the

form exp(−c1x− c2y) as a distribution acting on B0. �

Finally we consider the Cauchy functional equation on B0 ⊗ c00(Z), where we endow a

canonical locally convex topology in the same way as in (2) of Remark 8.5.

(CFEE(2)) v ∈ (B0 ⊗ c00(Z))
∗ satisfies

〈v, (
∑

n∈Z

fn ⊗ δn) ∗ (
∑

m∈Z

gm ⊗ δm)〉 = 〈v,
∑

n∈Z

fn ⊗ δn〉 · 〈v,
∑

m∈Z

gm ⊗ δm〉

for fn, gm ∈ A0, n,m ∈ Z.

Here ∗ implies the convolution in R2 × Z, so that we have

(f ⊗ δn) ∗ (g ⊗ δm) = f ∗ g ⊗ δn+m

for f, g ∈ A0.

Proposition 8.17. Let v ∈ (B0 ⊗ c00(Z))∗ be a solution of (CFEE(2)). Then v is actually

an exponential function of the form exp(cn+ c1x+ c2y), c, c1, c2 ∈ C. In other words, for

any f ∈ B0 we have

〈v, f〉 =
∑

n∈Z

∫

R2

f(x, y, n)ec1x+c2y+cndxdy
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Proof. Instead of differential operators we need the difference operator

D : B0 ⊗ c00(Z) → B0 ⊗ c00(Z),
∑

n∈Z

fn ⊗ δn 7→
∑

n∈Z

(fn − fn−1)⊗ δn.

It is straightforward to check that

(8.19) D(
∑

n∈Z

fn ⊗ δn) ∗ (
∑

m∈Z

gm ⊗ δm) = (
∑

n∈Z

fn ⊗ δn) ∗D(
∑

m∈Z

gm ⊗ δm).

Note that (B0 ⊗ c00(Z))∗ ∼=
∏
n∈Z

B∗
0 , so that v ∈ (B0 ⊗ c00(Z))∗ can be written v =

(vn)n∈Z with vn ∈ B∗
0 , n ∈ Z. The duality ((B0 ⊗ c00(Z))∗,B0 ⊗ c00(Z)) is given by

〈v,
∑

n∈Z

fn ⊗ δn〉 =
∑

n∈Z

〈vn, fn〉.

Then it is also straightforward to check

(8.20) (D∗v)n = vn − vn+1, n ∈ Z.

Now suppose that v is a solution for (CFEE(2)). We repeat the 3 steps in Theorem 6.13.

Then, (8.19) tells us

〈D∗v,
∑

n∈Z

fn ⊗ δn〉 =
〈D∗v,

∑
m∈Z

gm ⊗ δm〉
〈v,∑m∈Z

gm ⊗ δm〉 〈v,
∑

n∈Z

fn ⊗ δn〉

which means that

D∗v = dv

for some constant d ∈ C. Now (8.20) immediately implies that

vn = (1− d)nv0, n ∈ Z.

We note that (f ⊗ δ0) ∗ (g ⊗ δ0) = (f ∗ g)⊗ δ0, f, g ∈ A0 so that

〈v0, f ∗ g〉 = 〈v, f ∗ g ⊗ δ0〉
= 〈v, (f ⊗ δ0) ∗ (g ⊗ δ0)〉
= 〈v, f ⊗ δ0〉 · 〈v, g ⊗ δ0〉
= 〈v0, f〉 · 〈v0, g〉,

for any f, g ∈ A0. In other words, v0 ∈ B∗
0 is a solution of (CFEB0), so that v0 is actually

an exponential function by Proposition 8.16, i.e. there are c1, c2 ∈ C such that

v0(f) =

∫

R2

f(x, y)ec1x+c2ydxdy.

Finally, we get

〈v,
∑

n∈Z

fn ⊗ δn〉 =
∑

n

〈vn, fn〉 =
∑

n∈Z

∫

R2

fn(x, y)e
c1x+c2y+c3ndxdy

where ec3 = 1 − d. Note that the possibility of d = 1 can be easily excluded. Indeed, if

d = 1, then we have vn ≡ 0, n 6= 0 and we have

〈v0, f ∗ g〉 = 〈v, (f ⊗ δ1) ∗ (g ⊗ δ−1)〉 = 〈v1, f〉〈v−1, g〉 = 0

for any f ∗ g ∈ B0, which means that v0 ≡ 0.

�
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8.2.3. Realization of SpecA(E(2),W ) in E(2)C. We now give a realization of the spec-

trum SpecA(E(2),W ) in the complexification E(2)C.

Proposition 8.18. Every character ϕ ∈ SpecA(E(2),W ) is uniquely determined by a

point (x, y, z) ∈ E(2)C ∼= C2 × C∗, which is nothing but the evaluation at the point

(x, y, z) on B (and consequently on A).

Proof. Letϕ ∈ SpecA(E(2),W ). Consider a continuous compositionψ = ϕ◦(2πFR
2×T)

as follows.

A(E(2),W )

ϕ

��

B? _oo A? _oo

ϕ|A

uu❧❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧

A0 ⊗ c00(Z)
2πFR

2×Z

oo

ψ
ppC

Then Proposition 8.17 tells us that there are c1, c2, c3 ∈ C such that for h ∈ B0 ⊆
C∞
c (R2) and a = (an) ∈ c00(Z) we have

ϕ(ĥR
2 ⊗ g) = ϕ ◦ FR

2×Z(h⊗ a)

=
1

2π

(∑

n

ane
c3n

)(∫

R2

h(s, t)ec1s+c2tdsdt

)

= g(z)ĥR
2

(ic1, ic2),

where g is the trigonometric polynomial g = FZ(a), and we set ec3 = z, c1 = −ix
and c2 = −iy. Note that the factor 1

2π in the second equality appears as a result of our

choice for the Fourier transform on Rn. Indeed, only the scaled operator ϕ ◦ (2πFR
2×Z)

is multiplicative with respect to convolution. In the last equality we used the Paley-Wiener

theorem saying that the Fourier transform of h ∈ C∞
c (R2) extends holomorphically to

C2 and the fact that g is a trigonometric polynomial, so that it extends holomorphically to

C. �

As in the case of H and Hr, the above embedding respects the Cartan decomposition

(8.3) as follows.

Proposition 8.19. We have SpecA(E(2),W ) ⊆ E(2) exp(ie(2)) in the sense that for any

ϕ ∈ SpecA(E(2),W ) there are uniquely determined g ∈ E(2) and X ′ ∈ e(2) such that

ϕ = λ(g)λC(exp(iX ′))W−1W.

Proof. Let ϕ ∈ SpecA(E(2),W ) be the character associated to the point (α, z1, z2) ∈
E(2)C. For f ∈ A we have by (2) of Theorem 2.3 and Proposition 8.18 that

ϕ(f) = fC(α, z1, z2) =

∫

R+

Tr(πrC((α, z1, z2)
−1)f̂E(2)(r)) rdr

where fC is the analytic continuation of f . Now we repeat the same argument of Proposi-

tion 6.15. For X ′ ∈ gC we have

λC(exp(X
′))W−1 FE(2)

∼
(
πrC(exp(X

′))W−1(r)
)
r>0

on WD, where the space D (which is different from the one introduced in the proof of

Proposition 6.11) is given by

D := span
{
h⊗ Pmn : h ∈ C∞

c (R+),m, n ∈ Z
}

and Pmn is the rank 1 operator Pmn ∼= em ⊗ en. Note that the density of WD in

L2(R+, rdr;S2(L2(T))) can be done in a similar way as in the proof of Proposition 8.9.

Now we have λC(exp(X
′))W−1 is bounded if and only if

(
πr
C
(exp(X ′))W−1(r)

)
r>0

is
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bounded, i.e. πr
C
(exp(X ′))W−1(r) is uniformly bounded with respect to r > 0. This leads

us to the conclusion that if we choose X ′ ∈ e(2)C to satisfy exp(−X ′) = (α, z1, z2), then

ϕ = λC(exp(X ′))W−1W ∈ V N(E(2),W−1).

Finally we recall the Cartan decomposition (8.3) and the fact that πr
C

is a (local) representa-

tion on D∞
C
(λ), which clearly contains the space D. Combining these facts with the above

observations we get

SpecA(E(2),W ) ⊆
{
λ(g)λC(exp(iX ′))W−1W : g ∈ E(2), X ′ ∈ e(2), λC(exp(iX

′))W−1 is bounded
}

as claimed. �

8.2.4. Description of SpecA(E(2),W ) when W is extended from subgroups.

Theorem 8.20. Let h be the Lie subalgebra of e(2) corresponding to the subgroups H =
HS or HX,Y . Suppose that WH is a weight on the dual of H and W = ι(WH) is the

extended weight on the dual of E(2). Then, we have

SpecA(E(2),W ) ∼=
{
g · exp(iX ′) : g ∈ E(2), X ′ ∈ h, exp(iX ′) ∈ SpecA(H,WH)

}
.

Proof. We can basically follow the same arguments as in the proof of Theorem 6.17. Note

that we use Theorem 8.21 below as a replacement for Theorem 6.18.

�

Theorem 8.21. Let h be the Lie subalgebra of e(2) corresponding to the subgroups H =
HS or HX,Y . Suppose that WH is a bounded below weight on the dual of H and W =
ι(WH) is the extended weight on the dual of E(2). Then for any X ′ ∈ e(2)\h the operator

exp(i∂λ(X ′))W−1 is unbounded whenever it is densely defined.

Proof. We can basically repeat the proof of Theorem 6.18. Note that we only need to

check the case H = HX,Y , as Theorem 5.11 and Remark 5.12 take care of the case of

the compact subgroup HS . The only additional point is that we actually have a concrete

description of the maps θ and α as follows. Let X ′ = aS + bX + cY , a, b, c ∈ R with

a 6= 0. Then for s, x, y ∈ R we can readily check that

exp(sX ′)(x, y, 1) = (x cos as− y sinas, x sin as+ y cos as, 1) exp(sX ′)

so that taking E((x, y, 1), t) = (x, y, 1) exp(tX ′) we get

θ(s, (x, y), t) = (x cos as+ y sin as,−x sinas+ y cos as).

The above shows us that θ has polynomial growth in (x, y)-variables independent of s and

t. The case of the map α is easier, namely α(s, (x, y), t) ≡ −s+ t. �

Remark 8.22. The statements of Theorem 8.21 and Theorem 8.20 hold true for H = HY

and H = Hr, r ∈ R≥0, in place of HX,Y , by applying similar arguments.

Example 8.23. ForW extended from the subgroupH = HX,Y andX ′ = x′X+y′Y ∈ h,

x′, y′ ∈ R, the condition exp(iX ′) ∈ SpecA(H,WH) is equivalent to the existence of a

constant C > 0 such that

eax
′

eby
′ ≤ Cw(a, b), for almost all (a, b) ∈ R2

by (6.11), where w : ĤX,Y
∼= R2 → (0,∞) is the weight function. In particular, for the

specific weight function w(reiθ) = βr, (r, θ) ∈ R+ × T for some β ≥ 1 we have

SpecA(E(2),W )

∼=
{
g · (ix′, iy′, 1) ∈ E(2)C : g ∈ E(2), x′, y′ ∈ R, (x′)2 + (y′)2 ≤ (log β)2

}

∼=
{
(x, y, z) ∈ E(2)C : (Imx)2 + (Imy)2 ≤ (log β)2, |z| = 1

}
.
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For W extended from the subgroupH = HS and X ′ = s′S ∈ h the condition exp(iX ′) ∈
SpecA(H,WH) is equivalent to the existence of a constant C > 0 such that

es
′n ≤ Cw(n), n ∈ Z,

where w : ĤS
∼= Z → (0,∞) is the weight function. In particular, for the specific weight

function w(n) = β|n|, n ∈ Z for some β ≥ 1 we have

SpecA(E(2),W )

∼=
{
g · (0, 0, e−s′) ∈ E(2)C : g ∈ E(2), s′ ∈ R, |s′| ≤ log β

}

=
{
(x, y, z) ∈ E(2)C : Imx = Imy = 0,

1

β
≤ |z| ≤ β

}
.

8.2.5. Description of SpecA(E(2),W ) for exponentially growing weights coming from the

Laplacian. In this subsection we consider the case of exponentially growing weights com-

ing from Laplacian of E(2) whose proof depends on the detailed structure of the weights

and the group Fourier transforms.

Theorem 8.24. For the exponential weightWt = exp(t
√
∂λ(−∆)), t > 0 from Definition

8.3 we have

SpecA(E(2),Wt) ∼=
{
(x, y, z) ∈ E(2)C : (Imx)2 + (Imy)2 + (log |z|)2 ≤ t2

}
.

Proof. By Proposition 8.18 and Proposition 8.19, the spectrum of A(E(2),Wt) can be

embedded in E(2)C so that the embedding respects the Cartan decomposition. In that

case, the spectrum will exactly be the collection of those elements of (x, y, z) ∈ E(2)C so

that λC(x, y, z)W
−1
t is bounded. Thus, we need to check the uniform boundedness of the

family (πr
C
(x, y, z)(Wt(r))

−1)r>0. Note that from (8.5) we have

Wt(r)en = w(n, r)en, w(n, r) = exp(t
√
n2 + r2), n ∈ Z, r > 0.

For F (θ) =
∑

n ane
inθ we have

πrC(x, y, z)(Wt(r))
−1F (θ)

= eir(x cos θ+y sin θ)
∑

n

anw(n, r)
−1ein(θ−s)

= eir(Rex cos θ+Rey sin θ)erA cos(θ−β)
∑

n

anw(n, r)
−1e−inseinθ,

where z = eis, A =
√
(Imx)2 + (Imy)2 and β ∈ [0, 2π) is the constant determined by

cosβ = −Imx
A , sinβ = −Imy

A . Thus, we have the decomposition

πrC(x, y, z)(Wt(r))
−1 = S ◦ T

where

Ten = w(n, r)−1e−insen, n ∈ Z

and

SF (θ) = eir(Rex cos θ+Rey sin θ)erA cos(θ−β)F (θ), F ∈ L2(T).

We can easily determine the norms of T and S, namely

‖T ‖ = sup
n∈Z

exp(nIms− t
√
n2 + r2), ‖S‖ = exp(rA).

Thus we get

sup
r>0

‖πrC(x, y, z)(Wt(r))
−1‖ ≤ sup

n∈Z,r>0
exp(nIms+ rA − t

√
n2 + r2) <∞

when (Ims)2 +A2 = (Ims)2 + (Imx)2 + (Imy)2 ≤ t2, since we have

nIms+ rA ≤ t
√
n2 + r2.
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For the converse direction we take F = en, then we have

πrC(x, y, z)(Wt(r))
−1F (θ) = eir(Rex cos θ+Rey sin θ)erA cos(θ−β)w(n, r)−1e−inseinθ.

Since we assume that (πr
C
(x, y, z)(Wt(r))

−1)r>0 is uniformly bounded, we have

exp(t
√
n2 + r2 − nIms) &

(∫

T

exp(2rA cos(θ − β))dθ

) 1
2

=

(∫

T

e2rA cos θdθ

) 1
2
.

Now we need to handle the integral. Let 0 < ε < 1 andKε = {θ ∈ [0, 2π] : cos θ ≥ 1−ε}.

Then for any A > 0 we have
∫ 2π

0

e2rA cos θdθ ≥
∫

Kε

e2rA(1−ε)dθ +

∫

[0,2π]\Kε

e2rA cos θdθ ≥ Cεe
2rA(1−ε),

where Cε = m(Kε), the Lebesgue measure of Kε. Thus, we have

exp(t
√
n2 + r2 − nIms) ≥ Dε exp(rA(1 − ε))

for another constant Dε > 0 depending only on ε. As this holds for any r > 0 and n ∈ Z
we get easily that

exp(t
√
n2 + r2 − nIms) ≥ D

1
m
ε exp(rA(1 − ε))

for any m ∈ Z and hence letting m→ ∞, we get

exp(t
√
n2 + r2 − nIms) ≥ exp(rA(1 − ε))

for any 0 < ε < 1. Thus, we have

t
√
n2 + r2 ≥ nIms+ rA

for any n ∈ Z and r > 0. This implies that

(Ims)2 +X2 ≤ t2

which is the conclusion we wanted since log |z| = −Ims. �

9. THE SIMPLY CONNECTED COVER Ẽ(2) OF THE EUCLIDEAN MOTION GROUP

The simply connected cover Ẽ(2) of the Euclidean motion group E(2) on R2 is

Ẽ(2) = R2 ⋊R

with the group law

(x, y, t) · (x′, y′, t′) = ((x, y)T + ρ(t)(x′, y′)T , t+ t′)

where ρ(t) =

[
cos t − sin t
sin t cos t

]
and we use the notation (x, y, t) = (

[
x
y

]
, t) = ((x, y)T , t).

The representation theory of Ẽ(2) can be described as follows. For any r > 0 and z ∈ T
we consider the Hilbert space

Hr,z = {F ∈ L2
loc(R) : F (θ + 2π) = zF (θ) for almost every θ ∈ R}

with the inner product

〈F,G〉 := 1

2π

∫ 2π

0

F (θ)G(θ)dθ

where L2
loc(R) refers to the space of locally square integrable functions. We define an

irreducible unitary representation πr,z acting on Hr,z given by

πr,z(x, y, t)F (θ) = eir(x cos θ+y sin θ)F (θ − t), F ∈ Hr,z.

Note that we have a canonical isometry Hr,z → L2([0, 2π], 1
2πdθ), F 7→ F |[0,2π], but the

main difference between those two spaces are coming from the periodic behaviors.
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For f ∈ L1(Ẽ(2)) we define the group Fourier transform on Ẽ(2) by

F Ẽ(2)(f) = (F Ẽ(2)(f)(r, z))r>0,z∈T

= (f̂ Ẽ(2)(r, z))r>0,z∈T ∈ L∞(R+ × T, dz rdr;B(Hr,z))

and

f̂ Ẽ(2)(r, z) =

∫

Ẽ(2)

f(g)πr,z(g)dg =

∫

R3

f(x, y, t)πr,z(x, y, t) dxdydt.

We note here that the Haar measure is dg = dxdydt, the Lebesgue measure on R3.

The representations (πr,z)r>0,z∈T is the whole family of irreducible unitary representa-

tions appearing in the Plancherel picture.

Proposition 9.1. For f ∈ L1(Ẽ(2)) ∩ L2(Ẽ(2)) we have

(2π)2‖f‖22 =
∫ ∞

0

∫

T

‖f̂ Ẽ(2)(r, z)‖22dz rdr.

Proof. For f ∈ L1 ∩ L2, F ∈ Hr,z and s ∈ [0, 2π] we have

f̂ Ẽ(2)(r, z)F (s) =

∫

R3

f(x, y, t)πr,z(x, y, t)F (s) dxdydt

=

∫

R2

∫

R

f(x, y, t)eir(x cos s+y sin s)F (s− t)dtdxdy

= 2π

∫

R

f̌12(r cos s, r sin s, s− t)F (t)dt

= 2π

∫ 2π

0

∑

n∈Z

f̌12(r cos s, r sin s, s− t− 2πn)znF (t)dt,(9.1)

where f̌12 means we take R2-inverse Fourier transform for the first and the second vari-

ables. Thus, we have an integral operator, so that

‖f̂ Ẽ(2)(r, z)‖2HS

= (2π)2
∫ 2π

0

∫ 2π

0

∣∣∣
∑

n∈Z

f̌12(r cos s, r sin s, s− t− 2πn)zn
∣∣∣
2

dsdt.(9.2)

By applying the Plancherel theorem on Z we get
∫

T

‖f̂ Ẽ(2)(r, z)‖2HSdz = (2π)2
∫ 2π

0

∫ 2π

0

∑

n∈Z

|f̌12(r cos s, r sin s, s− t− 2πn)|2dsdt

= (2π)2
∫ 2π

0

∫

R

|f̌12(r cos s, r sin s, s− t)|2dtds

= (2π)2
∫ 2π

0

∫

R

|f̌12(r cos s, r sin s, t)|2dtds.(9.3)

Thus, we have ∫ ∞

0

∫

T

‖f̂ Ẽ(2)(r, z)‖2HSdz rdr = (2π)2‖f‖22.

�

Now we have the quasi-equivalence

λ ∼=
∫ ⊕

R+×T

πr,z
rdrdz

(2π)2

telling us that

V N(Ẽ(2)) ∼= L∞(R+ × T,
rdrdz

(2π)2
;B(Hr,z))
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and

A(Ẽ(2)) ∼= L1(R+ × T,
rdrdz

(2π)2
;S1(Hr,z)).

Here we record another incarnation of the above Plancherel theorem for later use.

Proposition 9.2. We have an onto isometry

Φ : L2(Ẽ(2)) → L2(R+ × T× [0, 2π]× [0, 2π], rdrdzdsdt)

satisfying

Φ(f)(r, z, s, t) =
∑

n∈Z

f̌12(r cos s, r sin s, s− t− 2πn)zn

for f ∈ S(R3) regarded as a function on Ẽ(2). We also have an onto isometry

(9.4) Ψ : L2(R+×[0, 2π]×R, RdRdθ dx) → L2(R+×T×[0, 2π]×[0, 2π], rdrdzdsdt)

satisfying

Ψ(h1 ⊗ h2 ⊗ g)(r, z, s, t) = h1(r)h2(s)
∑

n∈Z

g(s− t− 2πn)zn

for h1 ∈ C∞
c ((0,∞)), h2 ∈ Trig(T), g ∈ FR(C∞

c (R)).

Proof. The first isometry Φ comes directly from (9.2) and (9.3). For the second isometry

Ψ we only need to observe that for f = ĥR
2 ⊗ g, h ∈ C∞

c (R2), g ∈ FR(C∞
c (R)) with

h(Reiθ) = h1(R)h2(θ), R > 0, θ ∈ [0, 2π] we have

f̌12(r cos s, r sin s, y) = h(reis)g(y) = h1(r)h2(s)g(y)

for r > 0, s ∈ [0, 2π], y ∈ R.
�

The Lie algebra of Ẽ(2) is e(2) with the exponential map

exp : e(2) → Ẽ(2)

given by

exp(sS + xX + yY )(9.5)

= (1s (sin s)x+ 1
s (cos s− 1)y, 1s (1 − cos s)x+ 1

s (sin s)y, s),

where we take the limit s→ 0 for s = 0.

We consider a complexification of Ẽ(2) given by C2 ⋊ C with the same group law,

which we denote by Ẽ(2)C. Due to the simple connectivity it is easy to check that Ẽ(2)C
with the inclusion Ẽ(2) →֒ Ẽ(2)C is the universal complexification. Moreover, we clearly

have the following Cartan decomposition

(9.6) Ẽ(2)C ∼= Ẽ(2) · exp(i e(2)).
Remark 9.3. The complexificationE(2)C with the canonical inclusion is actually the uni-

versal complexification of E(2). Indeed, we can easily check the universal property using

the covering maps Ẽ(2) → E(2) and Ẽ(2)C → E(2)C.

For r > 0, z ∈ T and F ∈ Hr,z
∼= L2(T) we can easily check that





∂πr,z(S)F = −F ′,

(∂πr,z(X)F )(θ) = ir cos θ · F (θ),
(∂πr,z(Y )F )(θ) = ir sin θ · F (θ).

When we write them as operators on ℓ2(Z) we get




∂πr(S)en = −inen,
∂πr(X)en = ir

2 (en−1 + en+1),

∂πr(Y )en = r
2 (en+1 − en−1),

(9.7)
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where {en : n ∈ Z} is the canonical orthonormal basis of ℓ2(Z).
It is clear to see that trigonometric polynomials in L2(T) are entire vectors for πr,z for

any r > 0, z ∈ T.

9.1. Weights on the dual of Ẽ(2). Let us first identify all closed Lie subgroups of Ẽ(2).

Proposition 9.4. The proper closed Lie subgroups of Ẽ(2) are HS = {(0, 0, z) : z ∈
R} ∼= R, HY = {(0, y, 0) : y ∈ R} ∼= R, Hr = {(x, rx, 0) : x ∈ R} ∼= R for every

r ∈ R≥0, and HX,Y = {(x, y, 0) : x, y ∈ R} ∼= R2 up to automorphism.

Proof. The description of Aut(e(2)) and the classification (up to isomorphism) of all one

and two dimensional subspaces of e(2) have been given in Proposition 8.1. Since Ẽ(2)
is simply connected, this gives us the classification for all the one and two dimensional

subgroups up to automorphism. �

By Proposition 9.4 and Theorem 3.27, we only need to consider the weightW extended

from the subgroups H = HS
∼= R or HX,Y

∼= R2. More precisely for a weight function

w : ĤS
∼= R → (0,∞) or w : ĤX,Y

∼= R2 → (0,∞), we consider the extended weight

W = ι(M̃w) = (W (r, z))r>0,z∈T, which is given as follows.

(The case of HS)

(9.8) (FT ◦W (r, z) ◦ (FT)−1)en = w(n)en, n ∈ Z.

In other words, W (r, z) is a Fourier multiplier on Hr,z
∼= L2(T) ∼= ℓ2(Z) with respect to

the symbol w|Z, which is independent of the parameters r and z.

(The case of HX,Y )

(9.9) W (r, z)F (θ) = w(−r cos θ,−r sin θ)F (θ), F ∈ Hr,z.

We get central weights if the above weight function w is radial as in the case of E(2).

Finally, we present exponentially growing weights on the dual of Ẽ(2) using Laplacian.

We observe that the operator ∂πr,z(S) (respectively ∂πr,z(X), ∂πr,z(Y )) for Ẽ(2) is the

same as ∂πr(S) (respectively ∂πr(X), ∂πr(Y )) for E(2), which is independent of z ∈ T.

Thus, we can define exponentially growing weights on the dual of Ẽ(2) with exactly the

same argument as in 8.1.2. The weight exp(t
√
∂λ(−∆)) is called the exponential weight

on the dual of Ẽ(2) of order t > 0.

9.2. Description of SpecA(Ẽ(2),W ). In this section, we present a full characterization of

the spectrum of Beurling-Fourier algebras of Ẽ(2) associated with the weight W extended

from the subgroup HX,Y with the weight function w : ĤX,Y
∼= R2 → (0,∞). As in the

case of the Euclidean motion group, we start this section by introducing appropriate dense

subalgebras and subspaces of the Beurling-Fourier algebra, which we will use in analysis

of both cases.

Remark 9.5. For the case of the weights extended from the subgroupHS and the exponen-

tially growing weights using Laplacian, we were not able to find appropriate subalgebras,

so that we were unable to determine the associated spectrum of A(Ẽ(2),W ). More pre-

cisely, for these weights, we were not able to prove that the subalgebra B, given in Defini-

tion 9.6, lies insideA(Ẽ(2),W ). Specifically, for the case of the weights extended from the

subgroup HS , we believe that the main difficulty for getting good enough norm estimates

lies in the formula (9.10) below, where we have to put additional factors w(n) in front of

zn. The other case has a similar problem.
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9.2.1. A dense subalgebra of A(Ẽ(2),W ) and its companions. We basically follow the

same strategy as in the case of E(2). Fortunately, we could re-use most of the companion

spaces.

Definition 9.6. We recall the spaces A0, A00 and B0 from Definition 8.4. The spaces A
and B are modified as follows.

A := FR
2×R(A0 ⊗ C∞

c (R)) and B := FR
2×R(B0 ⊗ C∞

c (R)).

We define an extra subspace Ã of A as follows.

Ã := FR
2×R(A00 ⊗ C∞

c (R)).

We now examine the spaces A, B and Ã defined on R̂2 × R ∼= R2 × R.

Proposition 9.7. The spaces A, B and Ã satisfy the following.

(1) The space A is an algebra with respect to pointwise multiplication on A(Ẽ(2)).

(2) The space Ã is closed under Ẽ(2)-convolution.

(3) The space B is continuously and densely embedded in A(Ẽ(2),W ).

Proof. (1) This is clear.

(2) We pick any k1, k2 ∈ C∞
c (0,∞), g1, g2 ∈ FR(C∞

c (R)) and n,m ∈ Z and set

fj = ĥR
2

j ⊗ gj , j = 1, 2 with

h1(re
is) = k1(r)e

ins, h2(re
is) = k2(r)e

ims, r > 0, s ∈ [0, 2π].

Note from (8.12) that ĥR
2

1 is of the same form as h1, namely the variables in polar coordi-

nates are separated with the same frequency, so that we have

ĥR
2

1 (ρ(θ)(x, y)T ) = einθĥR
2

1 (x, y), x, y ∈ R2, θ ∈ [0, 2π].

Similarly, we also have ĥR
2

2 (ρ(θ)(x, y)T ) = eimθĥR
2

2 (x, y). Then, for (x̃, ỹ, t̃) ∈ Ẽ(2) we

have

f1 ∗Ẽ(2) f2(x̃, ỹ, t̃)

=

∫

Ẽ(2)

f1(x, y, t)f2((x, y, t)
−1(x̃, ỹ, t̃))dxdydt

=

∫

R3

f1(x, y, t)f2(ρ(−t)(x̃− x, ỹ − y)T , t̃− t)dxdydt

=

∫

R

(∫

R2

ĥR
2

1 (x, y)ĥR
2

2 (ρ(−t)(x̃ − x, ỹ − y)T )dxdy

)
g1(t)g2(t̃− t)dt

= (ĥR
2

1 ∗R2 ĥR
2

2 )(x̃, ỹ)

∫

R

e−imtg1(t)g2(t̃− t)dt,

so that we have f1 ∗Ẽ(2) f2 = [ĥR
2

1 ∗R2 ĥR
2

2 ] ⊗ [(e−mg1) ∗R g2]. This leads us to the

conclusion we wanted.

(3) Combining (8.7) and (9.1) we know that the operator W (r, z)F Ẽ(2)(ĥR
2 ⊗ g)(r, z)

is an integral operator on [0, 2π] with the kernel

(9.10) Kr,z(s, t) = 2πw(−reis)h(reis) ·
(∑

n∈Z

g(s− t− 2πn)zn

)
.

Note that the Poisson summation formula says that

(9.11)
∑

n∈Z

g(s− t− 2πn)zn =
1√
2π

∑

k∈Z

ĝR(
θ

2π
− k)ei(s−t)(

θ
2π−k),
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where z = eiθ. The latter sum is actually a finite sum since ĝR is compactly supported, so

that differentiation with respect to t is well-understood. Now we need to estimate ‖Kr,z‖2
and ‖∂tKr,z‖2 in view of Lemma 8.7. For ‖Kr,z‖2 we have

∫

T

‖Kr,z‖2L2(T2)dz = 2π

∫ 2π

0

∫ 2π

0

∫

T

∣∣∣(w̃ · h)(reis) ·
∑

n∈Z

g(s− t− 2πn)zn
∣∣∣
2

dz
ds

2π

dt

2π

= 2π

∫ 2π

0

∫ 2π

0

|(w̃ · h)(reis)|2 ·
∑

n∈Z

|g(s− t− 2πn)|2 ds
2π

dt

2π

=

∫ 2π

0

|(w̃ · h)(reis)|2
∫

R

|g(s− t)|2dt ds
2π

= ‖g‖2L2(R)‖(w̃ · h)r‖2L2(T),

where w̃(x, y) = w(−x,−y) and (w̃ · h)r(s) = w(−reis)h(reis). We have a similar

expression for ‖∂tKr,z‖2, so that Lemma 8.7 tells us that

‖ĥR2 ⊗ g‖A(Ẽ(2),W )(9.12)

=

∫

R+

∫

T

‖W (r, z)F Ẽ(2)(ĥR
2 ⊗ g)(r, z)‖1

dz rdr

(2π)2

≤ C

∫

R+

∫

T

(
‖Kr,z‖L2(T2) + ‖∂tKr,z‖L2(T2)

)dz rdr
(2π)2

= C

∫

R+

(
‖g‖L2(R) + ‖g′‖L2(R)

)
‖(w̃ · h)r‖L2(T)

rdr

(2π)2

≤ C(‖g‖L2(R) + ‖g′‖L2(R))

∫

R+

( ∫

T

|w(−reis)h(reis)|2ds
)1/2 rdr

(2π)2
.

As before we appeal to the sub-multiplicativity of w saying that |w(−reis)| ≤ ρr, r > 0,

for some ρ > 1 so that from the estimate (8.15) we have

‖ĥR2 ⊗ g‖A(Ẽ(2),W ) ≤ C′(‖g‖L2(R) + ‖g′‖L2(R))

∫

R+

ρr(
∑

n∈Z

|hn(r)|)rdr

which shows that B ⊆ A(Ẽ(2),W ).

For the density we note that the density of B in A(Ẽ(2),W ) is the same as the density

of the space WF Ẽ(2)(B) in F Ẽ(2)(A(Ẽ(2))). The result of the above (2) tells us that

F Ẽ(2)(Ã)F Ẽ(2)(Ã) = F Ẽ(2)(Ã ∗Ẽ(2) Ã) ⊆ F Ẽ(2)(Ã) ⊆ F Ẽ(2)(B),

which means that it is enough to show that both of the spaces F Ẽ(2)(Ã) and WF Ẽ(2)(Ã)

are dense in F Ẽ(2)(L2(Ẽ(2))) ∼= L2(R+×T, dz rdr(2π)2 ;S
2(Hr,z)), which is immediate from

the isometry (9.4) and the description of kernel function (9.10) of the associated integral

operator. �

Note also that the proof of the above proposition tells us that the space B can be used as

the subspace S in 3.2.2.

Proposition 9.8. Every element of A is an entire vector for λ.

Proof. We assume that h(reis) = h1(r)e
ims, h1 ∈ Cc[0,∞), m ∈ Z, with h ∈ C∞

c (R2)

and g ∈ FR(C∞
c (R)). We will show that f = ĥR

2 ⊗g is an entire vector for λ. By [42, Cor

I.5, Cor I.6] it is enough to see that s 7→ 〈λ(exp(sT ))f, f〉 extends to an entire function on
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C for each T = S,X, Y ∈ e(2). For T = S we have exp(sS) = (0, 0, s), so that

〈λ(exp(sS))f, f〉 = 〈λ(0, 0, s)f, f〉

=

∫

R3

f((0, 0, s)−1(x, y, t))f(x, y, t)dxdydt

=

∫

R3

f(ρ(−s)(x, y)T , t− s)f(x, y, t)dxdydt

=

∫

R3

ĥR
2

(ρ(−s)(x, y)T )ĥR2(x, y)g(t− s)g(t)dxdydt

= ‖ĥR2‖22 · e−ims · g̃ ∗R ḡ(s),

where g̃(t) = g(−t), t ∈ R. Note that FR(g̃ ∗R ḡ) ∈ C∞
c (R), so that the Paley-Wiener

theorem tells us that g̃∗R ḡ extends to an entire function on C, which gives us the conclusion

we wanted.

For T = X we have exp(sX) = (s, 0, 0), so that

〈λ(exp(sX))f, f〉 = 〈λ(s, 0, 0)f, f〉

=

∫

R3

f((s, 0, 0)−1(x, y, t))f(x, y, t)dxdydt

=

∫

R3

f(x− s, y, t)f(x, y, t)dxdydt

=

∫

R2

ĥR
2

(x− s, y)ĥR2(x, y)dxdy · ‖g‖22

=
˜̂
hR2 ∗R2 ĥR2(s, 0) · ‖g‖22.

Since h ∈ C∞
c (R2), we get the desired conclusion again by the Paley-Wiener theorem.

The case T = Y is similar, so that we have now that f = ĥR
2 ⊗ g is an entire vector for λ.

�

9.2.2. Solving Cauchy functional equation for Ẽ(2) and the final step. We consider the

Cauchy functional equation on B0 ⊗ C∞
c (R), where we endow a canonical locally convex

topology in the same way as in (2) of Remark 8.5.

(CFEẼ(2)) v ∈ (B0 ⊗ C∞
c (R))∗ satisfies

〈v, f ∗ g〉 = 〈v, f〉 · 〈v, g〉 for any f, g ∈ A0 ⊗ C∞
c (R).

Here ∗ implies the convolution in R2 × R.

Proposition 9.9. Let v ∈ (B0 ⊗ C∞
c (R))∗ be a solution of (CFEẼ(2)). Then v is actually

an exponential function of the form exp(c1y + c2z + c3x), c1, c2, c3 ∈ C. In other words,

for any f ∈ B0 ⊗ C∞
c (R) we have

〈v, f〉 =
∫

R3

f(y, z, x)ec1y+c2z+c3xdzdydx.

Proof. The same proof as in the Rn case still works. Note that [Step 1] can be done on the

level of A0 ⊗ C∞
c (R) whilst [Step 2] can be done on the level of B0 ⊗ C∞

c (R). �

We continue to the realization of SpecA(Ẽ(2),W ) in Ẽ(2)C, whose proof is similar to

the case of E(2).

Proposition 9.10. Every character ϕ ∈ SpecA(Ẽ(2),W ) is uniquely determined by a

point (x, y, t) ∈ Ẽ(2)C ∼= C3, which is nothing but the evaluation at the point (x, y, t) on

B (and consequently on A).
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c (R)

(2π)
3
2 FR

2×R

oo

ψ
ppC

Here comes our final result.

Theorem 9.11. Let h be the Lie subalgebra associated to the subgroup H = HX,Y of

Ẽ(2), then we have

SpecA(Ẽ(2),W ) ∼=
{
g · exp(iX) : g ∈ Ẽ(2), X ∈ h, exp(iX) ∈ SpecA(H,WH)

}
.

Proof. A similar proof as in the case of E(2) still works with Theorem 9.12 below as the

replacement of Theorem 8.21. �

Note that the proof for the following is the same as the case of E(2).

Theorem 9.12. Suppose that WH is a bounded below weight on the dual of H and W =

ι(WH) is the extended weight on the dual of Ẽ(2). Then for any X ′ ∈ e(2)\h the operator

exp(i∂λ(X ′))W−1 is unbounded whenever it is densely defined.

Remark 9.13. The statements of Theorem 9.12 and Theorem 9.11 hold true for H = HY

and H = Hr, r ∈ R≥0, in place of HX,Y , by applying similar arguments.

10. THE SPECTRUM UNDER POLYNOMIAL WEIGHTS AND REGULARITY OF

BEURLING-FOURIER ALGEBRAS

In this section we will demonstrate that a “polynomially growing” weight W does not

change the spectrum, i.e. SpecA(G,W ) ∼= G and prove regularity of the associated algebra

A(G,W ). Recall that a subalgebra A of C0(Σ) for a locally compact Hausdorff space Σ is

called regular on Σ if for each proper, closed subsetE of Σ and each x ∈ Σ\E there exists

f ∈ A with f(x) = 1 and f ≡ 0 on E. A commutative Banach algebra A is regular if

its algebra of Gelfand transforms is regular on SpecA. When the weight is “polynomially

growing”, we may have a much simpler substitute of Trig(G) for the case of compact

G, namely the usual test function space C∞
c (G). We will show that C∞

c (G) is sitting in

A(G,W ) densely in each case. Then, the problem of determining SpecA(G,W ) leads us

to the problem of understanding SpecC∞
c (G).

A(G,W )

ϕ

��

C∞
c (G)?

_oo

ϕ|C∞
c (G)

xxqq
q
q
q
q
q
q
q
q
q

C

The following result takes no extra effort to prove abstractly, and admits an easy standard

proof. We say that a subalgebra A of C0(Σ) is nowhere vanishing on Σ if for each x ∈ Σ
there is f ∈ A with f(x) 6= 0; A is said to separate points of Σ if whenever x 6= y in Σ
then there is f ∈ A such that f(x) 6= f(y).

Proposition 10.1. Let Σ be a locally compact Hausdorff space and A be a conjugate-

closed, point separating and nowhere vanishing subalgebra of C0(Σ) which satisfies for

any f in A:

(10.1) if λ ∈ C \ f(Σ) then (f − λ1)−1 ∈ A+ C1.

Then Spec(A) ∼= Σ via evaluation maps.
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Proof. Let Ã = A + C1 and Σ̃ be Σ itself if Σ is compact, and the one-point compactifi-

cation Σ∞ if Σ is not compact.

We first assume that Σ is compact and show that 1 ∈ A, which implies Ã = A. In fact,

as A vanishes nowhere on Σ, for any x ∈ Σ there exists fx ∈ A for which fx(x) 6= 0.

Then the family of sets {f−1
x (C \ {0})} is an open cover of Σ, and hence admits a finite

subcover. Thus there are fk = fxk
in A, k = 1, . . . , n, for which f =

∑n
k=1 |fk|2 ∈ A

and f(x) > 0 for x ∈ Σ. Therefore 0 ∈ C \ f(Σ) = C \ f(Σ) and by the hypothesis

f−1 ∈ A+ C1, giving 1 = ff−1 ∈ A.

Let us go back to the general case and let I be an ideal in Ã. Suppose that for any x

in Σ̃, there exists fx in I for which fx(x) 6= 0. The above arguments applied to I and Σ̃

give a function f ∈ I such that f(x) > 0 for all x ∈ Σ̃. If Σ is compact we obtain as

above that f−1 ∈ Ã = A and hence I = A. In the case that Σ is not compact, write each

fk = gk + λk1, where each gk ∈ A, and it is clear that f = g +
(∑n

k=1 |λk|2
)
1, where

g ∈ A, as A is an ideal in Ã. We have that λ := −∑n
k=1 |λk|2 ∈ C \ g(Σ̃) = C \ g(Σ)

since g(Σ) = g(Σ) ∪ {0} = g(Σ̃). The hypothesis provides f−1 = (g − λ1)−1 ∈ Ã,

which means that I = Ã. Thus a proper ideal of Ã, must admit a vanishing point in Σ̃.

Now suppose ψ ∈ Spec(A), and let ψ̃ denote its canonical extension to a multiplicative

character on Ã. Then ker ψ̃ is a proper ideal of Ã, and hence there is x in Σ̃ for which

f(x) = 0 for every f in ker ψ̃. In particular [f − ψ̃(f)1](x) = 0 so ψ̃(f) = f(x). In

the case that Σ is not compact, we observe that x 6= ∞, where ∞ is the point in Σ∞
corresponding to the character f +λ1 7→ λ. Indeed, since ψ 6= 0, there is f in A for which

ψ(f) 6= 0, so f − ψ(f)1 ∈ ker ψ̃ with [f − ψ(f)1](∞) = −ψ(f) 6= 0. Since A is point

separating, the point x implementing ψ is unique. Hence SpecA sits homeomorphically in

Σ via evaluation maps. To see that SpecA ≃ Σ it is enough to note that, as A is nowhere

vanishing on Σ, each ψx, x ∈ Σ, given by ψx(f) = f(x), f ∈ A, is a character. �

Corollary 10.2. We have Spec(C∞
c (G)) ∼= G via evaluation functionals for any Lie group

G.

Proof. Given f in C∞
c (G) and λ ∈ C \ f(G), it is evident that (f −λ1)−1 ∈ C∞(G) with

(f − λ1)−1 +
1

λ
1 ∈ C∞

c (G).

Further, C∞
c (G) is conjugate-closed, point separating and nowhere vanishing on G. �

Here comes the main result.

Theorem 10.3. Let G be a connected Lie group and W is either (a) Wm, the polynomial

weight of order 2m, m ∈ Z+ from Definition 3.33 or (b) ι(M̃w), the weight extended from

a closed connected abelian Lie subgroup H with the weight function w : Ĥ → (0,∞)
which is polynomially growing and w−1 is bounded. Then we have

(1) Spec(A(G,W )) ∼= G via evaluation functionals, and

(2) the algebra A(G,W ) is regular on G.

Proof. First, we note that C∞
c (G) is dense in L2(G). Indeed, Cc(G) is dense in L2(G),

and any element of Cc(G) can be uniformly approximated by a sequence of elements from

C∞
c (G), all supported on a common compact subset, thanks to the Stone-Weierstrass the-

orem. Secondly, we recall that C∞
c (G) ⊂ A(G), thanks to either [10, (3.26)] or [35, (3.8)

& Lemma 3.3].

(The case W = Wm) Let us recall the action of V N(G) on A(G) used in Proposition

3.13. For T in V N(G) and u = f ∗ ȟ = 〈λ(·)h, f̄〉 in A(G), where f, h ∈ L2(G) and

ȟ(g) = h(g−1) for a.e. g ∈ G, we have

(10.2) Tu = T [f ∗ ȟ] = 〈λ(·)Th, f̄〉 = f ∗ (Th)∨.
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Notice that if h ∈ C∞
c (G) ⊂ D∞(λ), then we may extend the above notation as follows

(10.3) W [f ∗ ȟ] = f ∗ (Wh)∨.

To help avoid confusion in remainder of the proof, for any subset E of C∞
c (G), let W (E)

denote the image of E ⊂ L2(G) under the operator W ; and we let W [E ] and W−1[E ]
denote the images of E ⊂ A(G) under the action indicated in (10.3), provided it makes

sense.

Now we wish to see that C∞
c (G) is contained in A(G,W ). We will need to study the

action (10.2) from a different perspective. Notice for g, g′ in G, and u in A(G) that

(10.4) λ(g)u(g′) = u(g′g).

Now we let L2
r(G) be the Hilbert space with respect to the right Haar measure, normalised

so U : L2(G) → L2
r(G), Uf = f̌ is a unitary. We then let ρ = Uλ(·)U∗, so ρ(g)f(g′) =

f(g′g) for f in L2
r(G), all g and a.e. g′. It follows (10.4) that

Tu = ρ(T )u for u ∈ A(G) ∩ L2
r(G).

Thus, for u in C∞
c (G) ⊂ A(G) ∩ L2

r(G) we have

u = (I − ∂ρ(∆))−m(I − ∂ρ(∆))mu =W−1[Cm(I − ∂ρ(∆))mu].

Since (I − ∂ρ(∆))mC∞
c (G) ⊂ C∞

c (G) ⊂ A(G), the remark following Proposition 3.13

shows that C∞
c (G) ⊂ A(G,W ), as desired.

We now wish to see that W (C∞
c (G)) is dense in L2(G). Indeed, we first observe that

C∞
c (G) is a core forW by [46, Theorem 10.1.14]. Then for T :=W |C∞

c (G) we know that

T = W , so that kerT ∗ = kerW ∗ = kerW = {0} ([45, Theorem 1.8. (ii)]) since W is

bounded below. This implies that ran(T )⊥ = {0} by [45, Proposition 1.6. (ii)], which is

the conclusion we wanted.

We can now show that C∞
c (G) is dense in A(G,W ). We use (10.3) and the result of the

last paragraph to see that

W [C∞
c (G) ∗ C∞

c (G)∨] = C∞
c (G) ∗ (W (C∞

c (G)))∨

is dense in A(G). Again, using the remark following Proposition 3.13, we deduce that

C∞
c (G) ∗ C∞

c (G)∨ =W−1[C∞
c (G) ∗ (W (C∞

c (G)))∨]

is dense in A(G,W ). This set is clearly contained in C∞
c (G), and thus C∞

c (G) is dense in

A(G,W ).
Now let ψ ∈ Spec(A(G,Wm)). Then ψ, being continuous, is determined by its restric-

tion to C∞
c (G), which we again denote ψ. Corollary 10.2 shows that ψ is evaluation at a

point in G. Conversely, we note that W−1
m is bounded, so that A(G,Wm) embeds in A(G)

continuously. Thus, any evaluation functional at a point in G is bounded on A(G,Wm).
For the regularity we only need to recall that C∞

c (G) is a regular algebra on G, which can

be obtained by a smooth Urysohn’s Lemma. Hence so too is A(G,Wm).

(The case W = ι(M̃w)) For simplicity we assume that Ĥ ∼= Rk. Since w is polynomi-

ally growing there is a constant C > 0 and m ∈ N such that

w(x1, · · · , xk) ≤ C(1 + x21 + · · ·+ x2k)
m, (x1, · · · , xk) ∈ Rk.

This implies that ι(M̃w)(1 − ∂λ(∆H))−m is a bounded operator, where ∆H = X2
1 +

· · · + X2
k is the sublaplacian for a fixed basis {X1, · · · , Xk} of h, the Lie subalgebra of

g corresponding to H . From this point on we can basically follow the same argument as

above. �

We end this section with some examples of non-regular Beurling-Fourier algebras.

Theorem 10.4. Let G and W be one of the groups and weights in Section 5, Section 6.1,

Section 7.1, Section 8.1 and Section 9.2. Suppose that W is boundedly invertible and

G ( SpecA(G,W ), then A(G,W ) is not regular.
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Proof. Let A be the subalgebra of A(G,W ) used in each section. Note that we have the

realization SpecA(G,W ) ⊆ GC, so that for any ϕ ∈ SpecA(G,W ) we can associate a

point x ∈ GC such that ϕ(f) = fC(x) for any f ∈ A, where fC is the unique analytic

extension of f to GC. From the decomposition GC
∼= G · exp(ig) we know that the

assumption G ( SpecA(G,W ) implies that there is ϕ ∈ G+
C
\{e}. Now we observe that

ϕs ∈ SpecA(G,W ) for all 0 ≤ s ≤ 1. Indeed, let Eϕ(·) be the spectral measure for ϕ. It

is known that

dom(ϕs) = {ξ ∈ L2(G) :

∫
x2sd〈Eϕ(x)ξ, ξ〉 <∞}.

As x2s ≤ x2 + 1 for any x ∈ [0,+∞) we have
∫
x2sd〈Eϕ(x)ξ, ξ〉 ≤

∫
x2d〈Eϕ(x)ξ, ξ〉 + ‖ξ‖2 <∞

for any ξ ∈ dom(ϕ). As ϕW−1 is bounded and densely defined, W−1L2(G) ⊂ dom(ϕ)
(see Proposition 2.1) and hence W−1L2(G) is in the domain of ϕs, giving that ϕsW−1

is bounded by the closed graph theorem. Thus, we know that λ(g)ϕsW−1 is bounded for

any g ∈ G and 0 ≤ s ≤ 1. In particular, for X ∈ g such that ϕ = exp(iX) we have

ϕz = exp(iRez ·X) exp(−Imz ·X), so that

ϕz(f) = fC(exp(iRez ·X) exp(−Imz ·X))

for any f ∈ A. Since z 7→ exp(iRez ·X) exp(−Imz ·X) is clearly analytic we get a scalar

analytic map {z ∈ C : 0 < Rez < 1} → C : z 7→ ϕz(f) for any f ∈ A.

Now we recall the norm density of A in A(G,W ), so that for a f ∈ A(G,W ) we can

choose fn ∈ A → f with ‖fn‖A(G,W ) ≤ ‖f‖A(G,W ). Then, we know that ϕz(fn) →
ϕz(f) uniformly on compacta with respect to z, so that the map

{z ∈ C : 0 < Rez < 1} → C, z 7→ ϕz(f)

is also analytic for any f ∈ A(G,W ).
Finally, we observe that any compact subset K ⊆ {z ∈ C : 0 < Rez < 1} gives rise to

a compact set K̃ := {exp(iRez ·X) exp(−Imz ·X) : z ∈ K} ⊆ GC. Thus, if there is a

f ∈ A(G,W ) such that f |K̃ ≡ 0, then we have ϕz(f) = 0 for all z ∈ K . By analyticity

we can conclude that ϕz(f) = 0 on {z ∈ C : 0 < Rez < 1}. This means that we can not

separate K̃ and any point in

{exp(iRez ·X) exp(−Imz ·X) : 0 < Rez < 1}\K̃
using functions in A(G,W ), i.e. A(G,W ) is not regular. �

Example 10.5. Let w : Zn → (0,∞) be a weight function and consider the corresponding

Beurling Fourier algebra A(Tn,W ) with W = M̃w. By [34, Example 4.3], the Gelfand

spectrum of A(Tn,W ) is

Tnw =

{
z ∈ Cn :

1

ρw(−µ)
≤ |zµ| ≤ ρw(µ) for all µ ∈ Zn

}

where ρw(µ) = lim
k→∞

w(kµ)1/k and zµ = zµ1

1 . . . zµn
n for z = (z1, . . . , zn) ∈ Cn and

(µ1, . . . , µn) ∈ Zn. If n = 1 we obtain the annulus of convergence with inner radius
1

ρw(−1)
and outer radius ρw(1). Hence if ρw(1)ρw(−1) 6= 1, the algebraA(Tn,W ) is not

regular. In the case n ≥ 1 and w(µ) = λµ with λ = (λ1, . . . , λn) ∈ (R≥1)n and λj > 1
for some 1 ≤ j ≤ n, we get Tnw 6= T and hence the corresponding Beurling-Fourier algebra

A(Tn,W ) is not regular.

Remark 10.6. Let G be a locally compact abelian group and let w : G → (0,∞) be a

weight on G such that w(x) ≥ 1, x ∈ G. Then A(Ĝ,W ) ≃ L1(G,w) for W = M̃w. The
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regularity of the latter algebra was studied by Domar in [5] (see also [25]). In particular, he

proved that L1(G,w) is regular iff w is non-quasianalytic, i.e.

(10.5)
∑

n∈Z

logw(nx)

1 + n2
<∞, x ∈ G.

It is easy to see that if w is non-quasianalytic on Z, then ρw(1) = ρw(−1) = 1 and by the

above example the spectrum of A(T,W ) is T.

Example 10.7. Let G be either a compact connected Lie group, or the (reduced) Heisen-

berg group, or the Euclidean motion group on R2 or its simply connected cover. Then, we

can obtain a weight W on the dual of G for which SpecA(G,W ) ∼= G, but A(G,W ) is

not regular on G. Note that G has a closed subgroup H , isomorphic to one of R or T. We

consider the weight w(x) = e|x|/ log(e+|x|) on Ĥ ∼= R or Z. This weight is quasianalytic,

in the sense that the series test indicated in (10.5) fails, i.e. the series diverges. However, it

satisfies the Shilov property that

lim
n→∞

w(nx)1/n = 1.

We let WH = FHMwF∗
H be the weight on the dual of H . This combination of properties

implies that SpecA(H,WH) = SpecL1(Ĥ, w) ∼= H for H isomorphic R or T, but that

A(H,WH) is not regular on H .

We let W = ι(WH), where WH is the Shilov but quasianalytic weight, given above.

Then, we have SpecA(G,W ) ∼= G thanks to Theorem 5.9, Remark 6.19, Remark 7.13,

Remark 8.22 and Remark 9.13. Indeed, for X ∈ h \ {0}, exp(iX) /∈ H . However,

Proposition 3.29 informs us that A(G,W ) is not regular on G.

11. QUESTIONS

In this final section we collect relevant questions that we were not able to answer at the

time of this writing.

11.1. Constructing exponentially growing weights on the dual of G using Laplacian.

As is mentioned in Section 3.3.4 we hope to construct “exponentially growing” weights

on the dual of G using Laplacian, since Laplacian is one natural candidate to “measure”

growth rate covering all the directions. For non-compact Lie groups the task was successful

only for the Euclidean motion group E(2) and its simply connected cover Ẽ(2).

Question 11.1. Can we construct “exponentially growing” weights on the dual of con-

nected Lie groups? Can we do it, at least, for the case of the (reduced) Heisenberg group?

11.2. Finding an appropriate dense subalgebra A of A(G,W ). For a non-compact Lie

group G finding an appropriate dense subalgebra A of A(G,W ) depends heavily on each

example of groupG.

Question 11.2. Is there any unified way of finding an appropriate subalgebraA ofA(G,W )
for a suitable choice of a weight W on the dual of G?

We have a more specific question left behind in Section 9.

Question 11.3. Can we find an appropriate dense subalgebra A of A(Ẽ(2),W ) for the

extended weight W = ι(M̃w) on the dual of Ẽ(2), where w : ĤS
∼= R → (0,∞) is an

exponentially growing weight function?

11.3. Groups not admitting entire vectors for the left regular representation. There

are several classes of groups not covered in this paper. The first class we can check would

be non-unimodular type I groups and the ax + b-group is arguably one of the simplest

examples of such groups. Recall that the ax+ b-group is R ⋉ R with the group law

(a, b)(a′, b′) = (a+ a′, e−a
′

b+ b′), a, a′, b, b′ ∈ R.
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The ax+b-group is a typical example of a non-unimodular group with the left Haar measure

dadb, the Lebesgue measure on R2 and the modular function

∆F (a, b) = e−a, (a, b) ∈ F.

The second class we can check would be connected semisimple Lie groups such as SL2(R),
which are automatically unimodular, but quite far away from the class of solvable Lie

groups.

Recall that the density of entire vectors for the left regular representation in Beurling-

Fourier algebras played a significant role in the final step of determining SpecA(G,W ).
See the proofs of Proposition 6.15 and Proposition 8.19, for example. Unfortunately, it is

already known that the ax + b-group and connected semisimple Lie groups do not adimit

entire vectors for the left regular epresentation, which gives us an immediate obstacle. In-

deed, the left regular representation of the ax + b-group has two irreducible components

π±, which does not allow any entire vector by [21, Theorem 7.2]. Moreover, [21, Theo-

rem 8.1] explains the non-existence of entire vectors for the left regular representation of

connected semisimple Lie groups. Thus, we have the following question.

Question 11.4. Can we determine SpecA(G,W ) for the group G = F , the ax+ b-group,

or G = SL2(R), or in general a connected semisimple Lie group?

11.4. Classifying central weights on the dual of Lie groups. We were able to provide

complete lists of central weights on the dual of G for the case of G = H, Hr and E(2),
which leads us to the following question.

Question 11.5. Can we determine all central weights on the dual of a Lie group G?

11.5. Characterizing weights on the dual of Lie groups whose Beurling-Fourier alge-

bras are regular. We were able to prove that “polynomially growing weights” on the dual

of connected Lie groups provide regular Beurling-Fourier algebras and some “exponen-

tially growing weights” on the dual of connected Lie groups provide irregular Beurling-

Fourier algebras. Moreover, Example 10.7 shows that regularity of Beurling-Fourier alge-

bras are somewhere in the middle, which leads us to the following question.

Question 11.6. Can we characterize all the weights on the dual of Lie groups whose

Beurling-Fourier algebras are regular as in the abelian case (Example 10.5)?
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