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Abstract—Recurrent neural networks are widely used in appli-
cations for time sequence prediction, such as speech recognition,
text prediction, and target tracking. These networks are not popu-
lar for image restoration tasks due to the fact that there is no time
dependency on images. In this paper, we repurpose a recurrent
neural network to recover images from noisy observations and
investigate convolutional padding to improve the results. Our
proposed method artificially creates a time dependency between
the image reconstructions at different iterations of the algorithm,
allowing us to use a recurrent neural network. In addition, we do
not train the network over the true images. Rather, we only utilize
the noisy image and the structure of the network to perform
image denoising tasks. We test our method using images from
the CIFAR-10 dataset and present our results using the structural
similarity index.

Index Terms—Image denoising, recurrent neural networks,
convolutional padding, limited data

I. INTRODUCTION

Recurrent neural networks (RNNs) have shown to be very
effective in many supervised learning applications. In many se-
quence prediction problems, such as text or speech, an RNN is
able to create promising predictions by using information from
all time-steps. Usually the network is used to discover patterns
that exist within the data between different time-steps. The
structure of the network allows correlations between elements
within a sequence to be explored during training. However,
RNNs are not widely used in image proccessing applications
because images do not possess a sequential structure. Here, we
use RNNs for image denoising in contrast to other machine
learning approaches (see e.g., [1]–[5]). In particular, by adding
a dependency of the previous time-step on an input image for
all the time-steps, a sequence of data is created for images that
will allow an RNN to do its intended task [6], [7]. In addition,
we study various types of convolutional padding to improve
the results.

II. PROBLEM FORMULATION

Recurrent neural networks have been shown to effectively
process sequential data for tasks such as speech recognition,
target tracking, and a variety of others [8]–[10]. Unlike feed-
forward networks, RNNs contain feedback loops which cor-
respond to an internal memory. Therefore these networks can
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draw correlations between different elements in the sequence,
making them useful for time-dependent problems [11], [12].
A typical RNN structure can be described by the following:

ht = tanh(Wht−1 + Uxt + b)
ŷt = softmax(Vht + c)

where W,U and V are weight matrices, b and c are bias
vectors, xt is the input vector and ht is the current state used
to find the predicted output vector ŷt where time goes from
t = 0 to t = T .

Related work. Recurrent neural networks are not traditionally
used in image processing applications, however there has been
recent work in this field. For example, RNNs have been
utilized for hyperspectral imaging denoising [16]. In addition,
Long Short-Term Memory (LSTM) networks have gained
popularity and have been used in image denoising methods
[14], [15]. However, these methods all require a traditional
training dataset and procedure.

In [13], the authors showed that the success of neural
networks for image restoration tasks, such as denoising, super-
resolution, and inpainting, is not solely based on the ability
of these networks to learn from the training data. Their
experiments demonstrated that the structure of a convolutional
neural network captures some of the image statistics prior to
training. The model presented in [13] is untrained, in the sense
that we do not require a training dataset with the true images.
Instead this formulation allows for the model to be applied in a
“plug and play” manner. The input to the network is a random
noise “image”, and so the only prior information comes from
the network itself. The model is optimized over a single noisy
image by solving

min
θ
||fθ(z)− x0||2

where z is image-sized Gaussian noise, θ is the randomly
initialized parameters of our model, fθ is the mapping from
z to an image x, and x0 is the noisy image. In this paper, we
perform image denoising by reformulating the problem in [13]
using a recurrent neural network. This formulation performs
the task of denoising while allowing for limited information
on the ground truth.
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Fig. 1. The architecture of our recurrent neural network at time t takes in a
weighted sum of a random noise image zt as inputs and the output from the
previous time. The input is mapped onto a hidden state by U , a convolutional
encoder, and outputted as an image using V , a convolutional decoder.

III. PROPOSED METHOD

We have incorporated an autoencoder within a recurrent
neural network to help construct our hidden states and outputs.
The first part of an autoencoder is the encoder and its objective
is to reduce the dimension of the input and store it inside a
latent space representation. We will be using it as our function
to produce the hidden state. The latent space representation is
then passed on to the next time step as an input to construct
the hidden state of the next time step (see [17] for details). The
second part is the decoder, where it will take the information
stored within the latent space representation and use it to
reconstruct an image. In our case, it is what we use to
reconstruct images using the information stored within the
hidden state of the current time step. Finally, our result is
the output after the final time step. For the structure of the
autoencoder, we have chosen convolutional layers as the basis
of our encoder and decoder since fully-connected layers, or
linear functions, do not have the same denoising properties as
convolutional layers [13], [18]–[23].

Architecture. The architecture of the RNN takes the following
form:

zt = znoise × (1− ε) + f(zt−1)× ε
ht = Uφ(zt) + ht−1

f(zt) = tanh(Vθ(ht))

(1)

where U is the encoder with parameters φ, V is the decoder
with parameters θ, znoise is Gaussian noise, and zt is the
current input that is formulated as an auto-regressive Gaussian
model using ε [18], [24].

Encoder Decoder
Input Output Kernel Input Output Kernel

3 16 6 × 6 256 128 5 × 5
16 32 6 × 6 128 64 6 × 6
32 64 6 × 6 64 32 6 × 6
64 128 6 × 6 32 16 6 × 6

128 256 5 × 5 16 3 6 × 6

TABLE I
ARCHITECTURE OF CONVOLUTIONAL AUTOENCODER. THE ENCODER IS
COMPOSED OF FIVE 2D CONVOLUTIONAL LAYERS AND THE DECODER IS

COMPOSED OF FIVE 2D CONVOLUTIONAL TRANSPOSE LAYERS. ALL
LAYERS USE A KERNEL WITH STRIDE = 1.

Both encoder and decoder are convolutional neural net-
works, each with five convolutional layers followed by a
tanh activation (for more details see Table II) [25]. The
encoder takes the input image of size 32 × 32 and reduces
it to a latent space representation which becomes our hidden
state, ht. The decoder, on the other hand, uses transposed
convolutional layers that do exactly opposite of our encoder.
The input channels and output channels go in reverse order as
the encoder, and therefore, will output an image of 3 channels.

Loss. The RNN is trained to minimize the following loss
function L(θ;φ) = E [`(θ;φ)] , where ` is the standard mean-
squared error, `(θ;φ) = ‖y − Vθ(htf )‖2F , with htf as the
hidden state of the final time and y as the initial noisy image.
Back-propagation will be used to update all the weights in
our RNN at each time step. This formulation does not require
training data, so no information from the true image is needed,
instead we utilize the structure of our RNN [19].

IV. NUMERICAL EXPERIMENTS

Dataset. To evaluate our proposed method we selected 15
images from the CIFAR-10 dataset [26]. The dataset contains
50,000 training images and 10,000 testing images. Each image
is RGB and contains 32 × 32 pixels. The noisy/degraded
images, i.e., x0, used throughout the experiments are created
using additive Gaussian noise using a standard deviation of
σ = 0.1. The inputs to our model at each time step is a auto-
regressive model shown in Eq. (1).

Architecture Parameters. During training the method is
evaluated using the Mean Square Error (MSE) (for details
see [17]). We trained using stochastic gradient descent with
T = 2000 iterations while using a learning rate of 0.001 to up-
date the weights. From preliminary experiments we acheived
optimal accuracy by using ε = 0.1. After recovering the
image we evaluate the denoising approach using the structural
similarity index (SSIM) between the recovered image and the
true image, which is given by

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)

where µx and µy are the averages of each input respectively,
σx and σy are the associated variances, and c1 and c2 are
variables used to stabilize the denominator [27].
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Image 6 Image 7 Image 8 Image 9 Image 10

Image 11 Image 12 Image 13 Image 14 Image 15

Fig. 2. CIFAR-10 images used in our numerical experiments. Images 1-5 and the corresponding results are presented in detail in Fig. 3.

V. RESULTS

In this section, we investigate the effectiveness of convolu-
tional padding within recurrent neural networks for imaging
denoising.

Experiment 1: In the first experiment, we use the method
described in Section III with an unpadded image for x0. Figure
3 includes the results for five different sample images. In Row
2 of Figure 3, we see that our method produces a denoised
image of x0. However, we notice that the corners and edges of
the image are of lesser quality. This is likely attributed to the
filters of each convolutional layer since there is not enough
information along the edges of each image.

Experiment 2: Next, we tested our method using padded
images for x0. Since the restorations using the unpadded
images resulted with blurred corners and edges, the padded
images should allow the filter of each convolution to pick up
more information along the edges of the image. In particular,
we use edge padding where the added pixels have the same
value as the pixels along the edge of the image, and reflection
padding where the pixels are reflected along the edge of
the image. Both paddings were used with length of 4. We
also investigated using zero padding; however the edge and
reflection padding resulted in more accurate denoised images
[20]. The results are presented in Rows 3-4 of Figure 3. We
find that after incorporating the padding, the corners and edges
are restored with better quality. However, we notice that as the
quality of the image increases along the edges, the opposite
is true for the center.

We looked at two sets of SSIMs for each image: the first
compares the entire image and the second compares the center
of the image, specifically the center 16 × 16 pixels. For the
padded images, the SSIM is higher for the entire image since
the recovery from the corners is of higher quality. In contrast,
the unpadded images have a higher SSIM in the center.

VI. CONCLUSIONS

In this paper, we have shown that we are able to produce
promising results for an image denoising task using a recurrent
neural network without any information from the true image.
By adding the output from the decoder of the previous time-
step to the input Gaussian noise, we created a dependency
between current input and previous output which allowed
the recurrent neural network to produce the desired result
of denoising the image. Furthermore, we found the overall
restoration of the image can be improved by adding padding to
the input image; however, this slightly diminishes the quality
in the center of the image.

SSIM (full image) SSIM (center of image)
Image Unpad Edge Refl Unpad Edge Refl

1 0.880 0.907 0.901 0.881 0.827 0.799
2 0.816 0.821 0.830 0.777 0.743 0.788
3 0.907 0.914 0.905 0.874 0.844 0.884
4 0.860 0.887 0.884 0.868 0.855 0.883
5 0.904 0.940 0.944 0.954 0.955 0.954
6 0.873 0.913 0.901 0.919 0.916 0.902
7 0.875 0.886 0.878 0.857 0.851 0.745
8 0.881 0.908 0.903 0.949 0.930 0.929
9 0.863 0.884 0.888 0.959 0.922 0.934

10 0.864 0.888 0.858 0.887 0.894 0.888
11 0.821 0.844 0.870 0.928 0.932 0.935
12 0.868 0.864 0.868 0.873 0.771 0.747
13 0.844 0.870 0.869 0.864 0.874 0.846
14 0.851 0.857 0.865 0.966 0.935 0.945
15 0.832 0.770 0.806 0.947 0.886 0.881

TABLE II
STRUCTURAL SIMILARITY INDEX (SSIM) BETWEEN DENOISED IMAGE

AND GROUND TRUTH OF 15 IMAGES. COLUMN 2-4: SSIM VALUE OF THE
FULL IMAGE FOR INPUT IMAGES WITH VARIOUS PADDING. COLUMN 4-5:
SSIM OF THE CENTER REGION OF THE IMAGE FOR INPUT IMAGES WITH
VARIOUS PADDING. RESULTS ARE SHOWN FOR INPUT IMAGES WITH NO

PADDING, EDGE PADDING, AND REFLECTION PADDING.
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Fig. 3. Image restoration of noisy CIFAR images. Row 1: Noisy image. Row 2: Restoration using an unpadded reference image with corresponding structural
similarity index (SSIM) values, where SSIMF indicates the measurements of the full images and SSIMC indicates the measurements taken on the center of
the images. Row 3-4: Restorations using padded reference images with edge and reflection padding, respectively, are presented with corresponding SSIMF

and SSIMC values. Row 5: Ground truth image.
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