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A B S T R A C T

People often search for information in order to learn something new. In recent years, the
‘‘search-as-learning’’ movement has argued that search systems should be better designed to
support learning. Current search systems (especially Web search engines) are largely designed
and optimized to fulfill simple look-up tasks (e.g., navigational or fact-finding search tasks).
However, they provide less support for searchers working on complex tasks that involve
learning. Search-as-learning studies have investigated a wide range of research questions. For
example, studies have aimed to better understand how characteristics of the individual searcher,
the type of search task, and interactive features provided by the system can influence learning
outcomes. Learning assessment is a key component in search-as-learning studies. Assessment
materials are used to both gauge prior knowledge and measure learning during or after one
or more search sessions. In this paper, we provide a systematic review of different types
of assessments used in search-as-learning studies to date. The paper makes the following
three contributions. First, we review different types of assessments used and discuss their
potential benefits and drawbacks. Second, we review assessments used outside of search-as-
learning, which may provide insights and opportunities for future research. Third, we provide
recommendations for future research. Importantly, we argue that future studies should clearly
define learning objectives and develop assessment materials that reliably capture the intended
type of learning. For example, assessment materials should test a participant’s ability to engage
with specific cognitive processes, which may range from simple (e.g., memorization) to more
complex (e.g., critical and creative thinking). Additionally, we argue that future studies should
consider two dimensions that are understudied in search-as-learning: long-term retention (i.e.,
being able to use what was learned in the long term) and transfer of learning (i.e., being able
to use what was learned in a novel context).

1. Introduction

While current search systems are effective in helping users complete simple look-up tasks (e.g., navigational or fact-finding tasks),
hey provide less support for searchers working on complex tasks that involve learning. In recent years, the ‘‘search-as-learning’’
esearch community has argued that learning is an important outcome of search. In this respect, search systems should be designed
nd evaluated as tools to support learning.
Within the last decade, several summits have taken place to develop research agendas at the intersection of interactive

nformation retrieval (IIR) and learning sciences. Participants at SWIRL 2012 advocated that future research should aim to: (1)
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understand the cognitive biases fostered by existing search systems, (2) help searchers be more critical consumers of information,
and (3) develop search tools to better support learning (Allan, Croft, Moffat, & Sanderson, 2012). Similarly, participants at the
Dagstuhl Seminar on Search as Learning proposed that future research should aim to: (1) understand the contexts in which people
search to learn; (2) investigate search as a learning process; (3) develop search system tools and interventions to promote learning;
and (4) explore and expand upon methods to measure learning during search (Collins-Thompson, Hansen, & Hauff, 2017).

An important question is: What makes a study a ‘‘search-as-learning’’ study? Generally speaking, a search-as-learning study is
esigned to better understand learning during search. The common thread is that learning is an important component of the study.
n many cases, this means that learning objectives and/or outcomes are important experimental variables in the study. In other
ases, it means that an important goal of the study is to understand the learning process during search. Studies in the area of
earch-as-learning have investigated a wide range of research questions. Many studies have investigated how different factors can
nfluence learning during search. Specifically, studies have investigated characteristics of the individual searcher (O’Brien, Kampen,
ole, & Brennan, 2020; Pardi, von Hoyer, Holtz, & Kammerer, 2020; Roy, Moraes, & Hauff, 2020; Willoughby, Anderson, Wood,
Mueller, & Ross, 2009), characteristics of the searcher’s learning objective (Ghosh, Rath, & Shah, 2018; Kalyani & Gadiraju, 2019;
Liu, Belkin, Zhang, & Yuan, 2013; Liu, Liu, & Belkin, 2019), and characteristics of the search system (Câmara, Roy, Maxwell, &
auff, 2021; Chi, Han, He, & Meng, 2016; Demaree, Jarodzka, Brand-Gruwel, & Kammerer, 2020; Freund, Kopak, & O’Brien, 2016;

Heilman, Collins-thompson, Callan, & Eskenazi, 2010; Heilman & Eskenazi, 2006; Hersh, Elliot, Hickam, Wolf, & Molnar, 1995;
ammerer, Nairn, Pirolli, & Chi, 2009; Palani, Ding, MacNeil, & Dow, 2021; Qiu, Gadiraju, & Bozzon, 2020; Roy, Torre, Gadiraju,
axwell, & Hauff, 2021; Syed & Collins-Thompson, 2017; Weingart & Eickhoff, 2016; Wilson, André, & schraefel, 2008; Xu, Zhou, &

Gadiraju, 2020). Additionally, studies have investigated the relation between specific behaviors and learning outcomes (Abualsaud,
2017; Bhattacharya & Gwizdka, 2019; Chi et al., 2016; Collins-Thompson, Rieh, Haynes, & Syed, 2016; Gadiraju, Yu, Dietze, &
Holtz, 2018; Lei, Sun, Lin, & Huang, 2015; Liu & Song, 2018; Lu & Hsiao, 2017; Palani et al., 2021; Xu et al., 2020; Yu et al., 2018).

Learning assessment is a critical component in search-as-learning studies. For example, in order to study how specific factors
can influence learning during search, it is necessary to measure learning. As it turns out, studies have used a wide range of methods
to measure learning during search. For example, some studies have simply focused on self-reported perceptions of learning (Capra,
Arguello, O’Brien, Li, & Choi, 2018). Other studies have measured learning more objectively, by administering tests before and after
the search session. Studies have used closed-ended assessments with predefined correct answers, such as multiple-choice (Gadiraju
et al., 2018) and short-answer tests (Hersh et al., 1995). Other studies have used more open-ended methods, for example, by asking
participants to summarize what they learned during the search process (Collins-Thompson et al., 2016). To measure learning from
open-ended responses, research has proposed different dimensions to consider when manually grading open-ended responses (Wilson
& Wilson, 2013).

In this paper, we present a systematic review of different types of learning assessments used in prior search-as-learning studies.
We identified nine different types of assessments. Importantly, we discuss some of the benefits and drawbacks of each type of
assessment. For example, in terms of benefits, multiple-choice tests have predefined correct answers and are therefore easy to grade.
Learning can be measured as the difference between pre- and post-test scores, and these differences can be easily compared across
participants in different experimental conditions (e.g., participants exposed to different tools). However, in terms of drawbacks,
multiple-choice tests ask specific questions that may not capture everything a participant has learned during the search process.
Open-ended assessments (e.g., knowledge summaries) provide searchers with the opportunity to convey everything they learned.
However, grading requires more effort. Open-ended responses are usually graded along different subjective criteria (e.g., the presence
of evaluative statements that convey the learner’s ability to think critically about the subject). The grading of open-ended responses
requires clearly defining assessment criteria that yield sufficiently high levels of intercoder agreement. A low agreement suggests
that the grading criteria are vaguely defined and therefore unreliable.

The paper is organized as follows. Section 2 reviews relevant background. Importantly, we introduce Anderson and Krathwohl’s
taxonomy of learning (Anderson et al., 2001). In the field of education, the A&K taxonomy was developed to precisely define
learning objectives for students. Additionally, it was developed to ensure that instructional and assessment materials are aligned
with the objective(s). Studies in search-as-learning have leveraged this taxonomy to systematically manipulate learning objectives
for study participants and develop learning assessments to measure whether specific types of learning took place. Furthermore, the
A&K taxonomy is a useful framework for understanding the caveats and limitations of specific types of assessments. For example,
argumentative essays ask participants to enumerate pro and con arguments about a given stance or proposition (e.g., climate change
is primarily caused by human activities). This type of assessment reliably measures a participant’s ability to recall arguments
encountered during the search process. However, it does not reliably measure a participant’s ability to critique the validity or
importance of different arguments. After introducing the A&K taxonomy, Section 2 reviews some of the research questions and
results from previous search-as-learning studies.

Section 3 describes our methodology for identifying relevant papers to include in our review. As an important contribution of
our work, we discuss common and uncommon types of assessments used in prior work. In Section 3, we also describe how learning
assessments were manually categorized.

Section 4 reviews the different types of assessments used in search-as-learning studies. We discuss how participants’ pre- and
post-test responses were graded and compared in order to measure learning during a search session. Additionally, we discuss benefits
and drawbacks from different assessment types. Learning assessment also plays a critical role in studies in education and psychology.
Therefore, in Section 5, we review assessment techniques that have not yet been considered in search-as-learning studies.

Selecting a type of assessment and developing assessment materials may seem like daunting tasks. In Section 6, we propose
2

recommendations for future work that may help to alleviate these challenges. First, we discuss the importance of clearly defining
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the learning objective of a search task. What exactly is a participant being asked to learn as they search? Having precisely
defined objectives can help researchers develop assessment items that measure specific types of learning. Learning is inherently
multidimensional. Therefore, we argue that researchers should consider four dimensions when developing assessment items.
Leveraging the A&K taxonomy, we argue that assessment items should focus on a specific type of knowledge and cognitive process.
Additionally, we argue that future studies should consider two additional dimensions: (1) retention (i.e., being able to retrieve what
was learned from long-term memory) and (2) transfer of learning (i.e., being able to use what was learned in a new context or to
support new learning-oriented activities).

In Section 6, we also discuss practical considerations that may help a researcher choose a type of assessment. For example,
perhaps a study aims to investigate whether self-assessment during the search process improves learning. If timely feedback is
important, then multiple-choice, short-answer, and free-recall assessments are good candidates that can be graded quickly and even
automatically. Finally, we discuss strategies for mitigating some of the drawbacks of certain types of assessments.

2. Background and related work

When people search to learn, they typically have a specific learning objective in mind—‘‘I need to find information that enables
e to do <learning objective>’’. Learning objectives can vary along different dimensions. In Section 2.1, we review the Anderson

& Krathwohl (A&K) taxonomy of learning (Anderson et al., 2001).1 In the field of education, the A&K taxonomy was developed to
elp educators precisely define learning objectives for students. In other words, what exactly is the student expected to learn as the
esult of an instructional exercise? Additionally, it was developed to help educators align the learning assessment materials with the
target objective. Simply put, the taxonomy was developed to help educators avoid ambiguity when: (1) setting goals for students
and (2) assessing whether the goals were successfully met.

Characterizing learning objectives is an important part of search-as-learning research. Several studies in search-as-learning
have leveraged the A&K taxonomy to systematically manipulate learning-oriented search tasks and develop learning assessment
materials (Collins-Thompson et al., 2016; Kalyani & Gadiraju, 2019; Wilson & Wilson, 2013). We believe this trend is likely to
continue. Additionally, the A&K taxonomy is a useful framework for understanding the types of learning that can be reliably assessed
by different methods. For these reasons, we review the A&K taxonomy early in the paper.

Following our review of the A&K taxonomy, in Section 2.2, we review prior work in the area of search-as-learning. First, we
discuss some of the early summits, workshops, and publications that called for future research in search-as-learning. Then, we
review prior studies in search-as-learning. Studies have investigated a wide range of research questions. Our goal is to provide an
informative foundation on what we know so far about learning during search. For example, what are factors that impact learning
during search? How do specific factors impact learning? Are there certain behaviors that correlate with learning outcomes? Naturally,
learning assessment has played a critical role in all these studies. However, in Section 2.2, we primarily focus on research questions
and findings with respect to learning outcomes. Later, in Section 4, we provide a comprehensive review of learning assessments
used in all search-as-learning studies to date.

2.1. The Anderson and Krathwohl (A&K) taxonomy

The A&K taxonomy was developed to help educators: (1) precisely define learning objectives for students, (2) develop instructional
exercises that directly teach to the objectives, and (3) develop assessment materials that reliably measure whether the objectives were
successfully met (Anderson et al., 2001). The A&K taxonomy was developed in 2001 as a revision of Bloom’s taxonomy (Bloom,
1956), a taxonomy developed in 1956 that continues to be relevant after more than six decades.2 The A&K taxonomy situates
learning objectives at the intersection of two orthogonal dimensions: (1) the cognitive process dimension and (2) the knowledge
type dimension (Table 1).

The cognitive process dimension defines the types of mental activities associated to the learning objective. In other words, it defines
the types of cognitive processes the learner will be able to successfully perform once the objective is met. The A&K taxonomy defines
six cognitive processes. A remember objective involves rote memorization—being able to regurgitate information verbatim. An
understand objective involves being able to summarize and exemplify. An apply objective involves using knowledge to perform a task.
An analyze objective involves understanding the similarities, differences, and/or relations between elements. An evaluate objective
involves critiquing, judging, evaluating, and/or prioritizing elements or alternatives. Finally, a create objective involves inventing a
novel solution to a problem or a novel representation of knowledge. The cognitive process dimension runs along a continuum from
simple (remember) to complex (create). Within this dimension, there is an important relationship between understand, analyze,
and evaluate. Analyzing is often an extension to understanding and a prelude to evaluating (Anderson et al., 2001, p. 79). To

1 Although other taxonomies of learning exist (e.g., (Biggs & Collis, 1982; Fink, 2013)), the A&K taxonomy is arguably the most established and enduring. The
A&K taxonomy and its foundational taxonomy, Bloom’s taxonomy (developed in 1956), together have over 75,000 citations. Additionally, the A&K taxonomy has
been used across a large number of search studies to both characterize learning-oriented search tasks and/or to assess learning after search (e.g., Collins-Thompson
et al. (2016), Jansen, Booth, and Smith (2009), Kalyani and Gadiraju (2019), Wilson and Wilson (2013), Wu, Kelly, Edwards, and Arguello (2012)).

2 The A&K taxonomy differs from Bloom’s taxonomy in three ways: (1) cognitive processes are articulated as verbs instead of nouns; (2) the synthesis cognitive
process from Bloom’s taxonomy is called create and is situated as the most complex cognitive process; and (3) an additional dimension (i.e., knowledge type)
3

characterizes the type of knowledge associated with an objective.
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Table 1
The Anderson and Krathwohl taxonomy of learning.
Knowledge
Dimension

Cognitive process dimension

Remember Understand Apply Analyze Evaluate Create

Factual
Conceptual
Procedural
Metacognitive

put it simply, analyzing the relations between elements typically requires first understanding each element in isolation. Similarly,
evaluating alternatives typically requires first analyzing their similarities and differences.

The knowledge type dimension defines the type of knowledge associated with the learning objective. The taxonomy considers four
types of knowledge. Factual knowledge is defined as declarative knowledge about discrete, isolated elements. Conceptual knowledge
relates to concepts, categories, models, principles and theories. Anderson and Krathwohl argue that factual knowledge relates to
bits of information, while conceptual knowledge relates to concepts people can use to organize bodies of knowledge in a systematic
and interconnected manner (Anderson et al., 2001, p. 42). Procedural knowledge relates to step-by-step (or ‘‘how to’’) knowledge
about performing a task. Finally, metacognitive knowledge relates to knowledge about one’s own cognition or cognition in general.
The knowledge type dimension runs along a continuum from concrete to abstract, with factual knowledge being the most concrete
and metacognitive knowledge being the most abstract. In prior work, we also argued that the knowledge type dimension runs along
continuums from objective to subjective and isolated to interrelated (Urgo, Arguello, & Capra, 2020). To illustrate, let us consider
the difference between facts and concepts. Facts are objective bits of information about the external world. Conversely, working
with conceptual knowledge may involve more subjectivity. For example, deciding whether a painting exemplifies an artistic style
may require a judgment call based on context or personal experience. Additionally, facts are typically isolated bits of information
that ‘‘are believed to have value in and of themselves’’ (Anderson et al., 2001, p. 42). Conversely, understanding a concept (e.g., a
specific artistic style) may rely on understanding how it relates to other concepts (e.g., other artistic styles).

The A&K taxonomy can be used to categorize learning objectives at the intersection of these two orthogonal dimensions. The
cognitive process dimension is represented by the ‘‘verb’’ of a learning objective and the knowledge type dimension is represented by
the ‘‘noun’’. For example, the learning objective ‘‘the learner will be able to distinguish between the arts movements of surrealism and
Dadaism’’ is ‘analyze/conceptual’. The objective is analyze because it asks the learner to distinguish between elements. The objective
is conceptual because the art movements of surrealism and Dadaism are categories or classifications of art. The A&K taxonomy can
also be used to design assessment questions that align with a specific objective. For example, after an instructional session, a learner
could be asked: ‘‘What are characteristics that distinguish between surrealism and Dadaism?’’

2.2. Search-as-learning: Emergence and prior work

The search-as-learning movement is rooted on the idea that learning is an important outcome of search. In this respect, search
systems can (and should) be designed and evaluated as tools to support learning. In the last decade, two summits have taken place
to develop research agendas in the area of search-as-learning. In 2012, the 3-day SWIRL workshop emphasized the importance
of supporting learning during search as one of many emerging topics (Allan et al., 2012). In 2017, Dagstuhl Seminar 17092 was
ntirely dedicated to search-as-learning (Collins-Thompson et al., 2017).
At SWIRL 2012, researchers identified three key directions to pursue: (1) going beyond a simple ranked list of results, (2)

eveloping search tools to support learning, and (3) modeling contextual factors that may impact learning during search. With
espect to contextual factors, researchers asserted that important factors are likely to vary across individuals and evolve for the
ame individual over time. Dagstuhl Seminar 17092 (Collins-Thompson et al., 2017) brought together researchers from various
ackgrounds. Attendees asserted that current search systems are effective for simple lookup tasks but do not support complex search
asks that require ‘‘exploration and learning, user collaborations, and involve different [...] search strategies’’ (Collins-Thompson
t al., 2017, p. 135). Attendees discussed three critical roadblocks impeding the advancement of search-as-learning research: (1)
he reliance on small-scale lab studies that may lack ecological validity, (2) the lack of awareness of relevant research in other
isciplines, and (3) the lack of shared research infrastructure. Discussions focused on addressing these bottlenecks. Additionally,
ttendees discussed four directions to explore in future work: (1) understanding search as a learning process, (2) understanding
ow contextual factors can influence learning processes, (3) developing materials to measure learning, and (4) developing search
ools to support learning. In additional to these summits, several conference workshops (Freund et al., 2014; Gwizdka, Hansen,
auff, He, & Kando, 2016) and journal special issues (Eickhoff, Gwizdka, Hauff, & He, 2017; Hansen & Rieh, 2016) have been
xclusively devoted to search-as-learning.
Studies in the area of search-as-learning have investigated a wide range of research questions. Some studies have investigated

actors that influence learning during search. Specifically, studies have focused on how learning is impacted by: (1) characteristics
f the individual searcher, (2) characteristic of the search task (i.e., the learning objective), and (3) characteristics of the search
ystem. Additionally, studies have investigated the relation between specific behaviors and learning outcomes.
4
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As described in detail in Section 4, studies have adopted a wide range of methods to assess learning during search. Some studies
ave measured learning by administering pre- and post-tests with predefined correct answers, including: (1) true-or-false (Freund
t al., 2016; Gadiraju et al., 2018; Kalyani & Gadiraju, 2019; Nelson et al., 2009; Qiu et al., 2020; Yu et al., 2018), (2) multiple-
hoice (Davies, Butcher, & Stevens, 2013; Freund et al., 2016; Heilman et al., 2010; Heilman & Eskenazi, 2006; Kalyani & Gadiraju,
019; Syed & Collins-Thompson, 2017; Weingart & Eickhoff, 2016) and (3) short-answer tests (Abualsaud, 2017; Câmara et al., 2021;
ollins-Thompson et al., 2016; Davies et al., 2013; Hersh et al., 1995; Roy et al., 2020, 2021). Other studies have asked participants
o complete more open-ended exercises. Specifically, studies have measured learning by asking participants to: (1) list relevant key
hrases and facts (Bhattacharya & Gwizdka, 2019; Kammerer et al., 2009); (2) create visual representations of a domain (Liu, Liu,
Belkin, 2019); (3) enumerate arguments for and against a specific proposition (Demaree et al., 2020); and (4) summarize their
nowledge of a topic (Abualsaud, 2017; Collins-Thompson et al., 2016; Davies et al., 2013; Kalyani & Gadiraju, 2019; Lei et al., 2015;
iu & Song, 2018; O’Brien et al., 2020; Palani et al., 2021; Pardi et al., 2020; Salmerón, Delgado, & Mason, 2020; Willoughby et al.,
2009). To assess learning from open-ended responses, studies have adopted grading strategies that involve: (1) counting relevant
concepts or facts (Abualsaud, 2017; Bhattacharya & Gwizdka, 2019; Collins-Thompson et al., 2016; Kammerer et al., 2009; Palani
et al., 2021; Willoughby et al., 2009); (2) counting relevant pro/con arguments (Demaree et al., 2020); and (3) counting statements
that show evidence of mental processes such as critical or creative thinking (Abualsaud, 2017; Collins-Thompson et al., 2016; Liu
& Song, 2018; O’Brien et al., 2020; Palani et al., 2021; Salmerón et al., 2020). Finally, studies have also considered self-reported
perceptions of learning (Collins-Thompson et al., 2016; Freund et al., 2016; Ghosh et al., 2018; Heilman et al., 2010; Kammerer
et al., 2009; Liu, Liu, & Belkin, 2019) and behavioral measures that are assumed to provide evidence of learning (Chi et al., 2016).

In the following sections, we summarize findings from prior work. In our review, we focus primarily on key takeaways with
respect to learning outcomes.

2.2.1. The effects of individual characteristics on learning during search
Several studies have investigated the effects of domain knowledge on learning during search (O’Brien et al., 2020; Roy et al.,

2020; Willoughby et al., 2009). O’Brien et al. (2020) asked participants to produce knowledge summaries before and after completing
three search tasks on the same general topic. Compared to domain experts, novices had slightly greater improvements in their
summary scores, possibly because they uncovered more new information while searching. Willoughby et al. (2009) asked participants
to produce knowledge summaries on a given domain. Some participants were instructed to search for 30 min before producing their
summaries and other participants were instructed to produced their summaries without searching. Participants in the search condition
produced summaries with more accurate facts. Interestingly, however, this effect was stronger for participants with greater prior
knowledge. The authors hypothesized that participants with greater prior knowledge were able to search more effectively. Roy et al.
(2020) investigated the role of domain knowledge on learning during the search session. To this end, participants completed quick
vocabulary learning assessments at regular intervals throughout the search session. Prior knowledge influenced when participants had
greater knowledge gains—novices had greater knowledge gains towards the start of the session and experts had greater knowledge
gains towards the end.

Beyond domain knowledge, studies has also considered how individual abilities impact learning during search. Pardi et al. (2020)
considered the impact of working memory capacity and reading comprehension ability. Both abilities had positive effects on learning,
which was measured based on the number of relevant concepts included in knowledge summaries produced by participants before
and after searching.

2.2.2. The effects of task characteristics on learning during search
Task complexity is a characteristic that has been found to influence search behaviors and perceptions (Capra, Arguello, Crescenzi,

& Vardell, 2015; Jansen et al., 2009; Kelly, Arguello, Edwards, & Wu, 2015; Wu et al., 2012). Several studies have investigated the
ffects of task complexity on learning outcomes. Importantly, to manipulate task complexity, studies have leveraged the cognitive
rocess dimension from the A&K taxonomy (Ghosh et al., 2018; Kalyani & Gadiraju, 2019).
Ghosh et al. (2018) had participants complete tasks associated with the cognitive processes of understand, apply, analyze, and

evaluate. Participants self-reported significant knowledge gains across all tasks. Additionally, participants selected different ‘action
verbs’ when describing their mental activities during the task (e.g., ‘define’ for remember, ‘demonstrate’ for apply, and ‘relate’ for
analyze and evaluate tasks). Kalyani and Gadiraju (2019) had participants complete tasks associated with all six cognitive processes
from the A&K taxonomy. Learning was measured using closed-ended tests for simple tasks and open-ended tests for complex tasks.
Participants had lower knowledge gains for complex tasks (i.e., apply < analyze). Liu, Liu, and Belkin (2019) had participants
complete two tasks of varying cognitive complexity: a receptive (i.e., remember or understand) task and a critical (i.e., evaluate) task.
To measure learning, participants constructed mind maps (i.e., graphical domain representations) before each task, and modified
their mind maps throughout the search session. During the receptive (i.e., simpler) task, participants made structural changes to
their mind maps throughout the whole session. Conversely, during the critical (i.e., more complex) task, participants made more
structural changes towards the end of the session.

Beyond task complexity, research has also studied learning during multi-session search. Liu et al. (2013) had participants
complete three subtasks on the same general topic. In the dependent subtask condition, the three subtasks built on each other.
Conversely, in the parallel subtask condition, the three subtasks were largely independent of each other. To measure learning,
participants rated their own familiarity with the general topic after each subtask. As expected, participants reported greater topic
familiarity after each subtask. Interestingly, however, this increase in topic familiarity plateaued faster in the parallel (vs. dependent)
5

subtask condition. This result suggests that learners may benefit from subtasks that build on each other.
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2.2.3. The effects of system characteristics on learning during search
Studies have also investigated how search systems and features can impact learning. Studies have considered different system

haracteristics: (1) the type of device used to search, (2) the presence of novel search tools, and (3) the retrieval algorithm.
Demaree et al. (2020) compared learning outcomes from participants searching on a smartphone versus laptop computer.

articipants were asked to gather information on a controversial topic and write an argumentative essay. Learning was measured
y counting pro and con arguments included in the essay. The search device had a significant effect on participants’ behaviors but
ot their learning outcomes.
Freund et al. (2016) investigated the impact of two factors on participants’ reading comprehension of pre-selected articles:

1) whether articles were displayed in plain text versus HTML, which included distracting elements (e.g., ads), and (2) whether
articipants could add ‘‘sticky notes’’ to articles. Without the ‘‘sticky notes’’ tool, participants had higher reading comprehension
cores in the plain text versus HTML condition. Conversely, with the ‘‘sticky notes’’ tool, participants performed equally well in both
onditions.
Kammerer et al. (2009) evaluated a system that enabled users to use social tags to filter search results and explore the collection.

o measure learning, participants completed tests that required them to summarize their knowledge and recall domain-relevant
eywords. Participants scored higher on both tests with the experimental system versus a baseline system without social tags.
Roy et al. (2021) investigated the impact of two interface features that enabled participants to highlight text and add notes. To
easure learning, participants wrote post-task summaries that were analyzed based on the number of facts and subtopics included.
esults found benefits from each tool in isolation—the highlighting tool resulted in summaries with more subtopics and the note-
aking tool resulted in summaries with more facts. Interestingly, participants did not have positive knowledge gains when given
ccess to both tools, possibly due to cognitive overload.
Câmara et al. (2021) evaluated different interface features to support learning: (1) displaying subtopics in the task domain and (2)

displaying the searcher’s level of coverage across subtopics during the session. Interestingly, these novel features did not significantly
improve learning. Instead, they influenced participants to explore more subtopics superficially. As evidence, when given feedback
about their topical coverage, participants viewed more search results but had shorter dwell times. Importantly, this trend suggests
that feedback features can have unintended effects—they can influence searchers to pursue strategies that undermine their depth of
earning.
In terms of tools to support learning, studies have found mixed results. In general, studies have found benefits from tools

hat: (1) convey more information about the items in the collection (Kammerer et al., 2009) and (2) enable searchers to annotate
ocuments (Freund et al., 2016; Roy et al., 2021). However, results also suggest that tools can have unintended effects—they can
lead to cognitive overload (Roy et al., 2021) and encourage searchers to focus on breadth of learning at the expense of depth (Câmara
et al., 2021).

Studies have also considered the effects of the retrieval algorithm on learning. In the context of vocabulary learning, Syed and
Collins-Thompson (2017) evaluated a retrieval algorithm that favored documents with a greater density of target vocabulary words.
Participants had better learning outcomes with the experimental versus baseline system. Weingart and Eickhoff (2016) explored
the impact of several well-established retrieval techniques on learning. To measure learning, participants completed multiple-choice
tests after each task. Passage (vs. document) retrieval had a positive effect on learning, possibly because passages have a higher
density of query-related content than whole documents. On the other hand, query expansion had a negative effect on learning,
possibly due to topic drift from the original query.

2.2.4. The relation between behaviors and learning
Finally, studies have investigated how specific behaviors relate to learning outcomes. Most of these studies have focused on

search behaviors captured by the search system (Abualsaud, 2017; Bhattacharya & Gwizdka, 2019; Collins-Thompson et al., 2016;
adiraju et al., 2018; Liu & Song, 2018; Lu & Hsiao, 2017; Palani et al., 2021; Yu et al., 2018). Studies have found that searchers
ith better learning outcomes have a tendency to: (1) spend more time reading documents (Collins-Thompson et al., 2016; Gadiraju
t al., 2018; Lu & Hsiao, 2017; Syed & Collins-Thompson, 2017; Yu et al., 2018); (2) issue queries with more advanced or uncommon
vocabulary (Bhattacharya & Gwizdka, 2019; Collins-Thompson et al., 2016; Gadiraju et al., 2018); (3) issue more diverse queries
ithin the session (Palani et al., 2021); (4) review more search results that are relevant and novel (Abualsaud, 2017; Collins-
hompson et al., 2016); and (5) visit sources that are more suitable to the task, such as encyclopedic sources during receptive tasks
nd Q&A sources during critical tasks (Liu & Song, 2018).
Other studies have considered behaviors that are more difficult to capture within existing search environments. Using eye-

racking, Bhattacharya and Gwizdka (2019) found that participants with better learning outcomes had fewer eye regressions (i.e., less
re-reading of text). Lei et al. (2015) examined the search behaviors of 5th graders in the context of a mock school assignment
involving video search. An analysis of post-search interviews found that students with better learning outcomes engaged in more
metacognitive planning (e.g., setting objectives), monitoring (e.g., tracking progress), and evaluating (e,g., reconsidering strategies)
during their searches.

3. Methodology

One of our goals in this paper is to provide a comprehensive review of learning assessment methods used in search-as-learning
studies. Our methodology for selecting relevant research papers was adapted from Cooper (1998), Kelly and Sugimoto (2013), and
iu (2021). Our process involved four key steps: (1) defining inclusion and exclusion criteria for selecting papers to review; (2)
efining search strategies for finding potentially relevant papers; (3) developing and validating a coding scheme for categorizing
6

earning assessments used in previous studies; and (4) synthesizing our findings.
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Table 2
Cohen’s 𝜅 agreement across assessment types used to measure prior knowledge (pre-test) and learning (post-test). No papers used implicit measures, sentence
generation, or argumentative essays to assess prior knowledge.

Pre-test Post-test

Self-report 0.94 1.00
Implicit measure – 1.00
Multiple-choice 1.00 1.00
Short-answer 1.00 0.92
Free recall 1.00 0.65
Sentence generation – 1.00
Mind map 1.00 1.00
Argumentative essay – 1.00
Summary & Open-ended 1.00 1.00

3.1. Inclusion & exclusion criteria

The first step involved defining inclusion criteria for selecting papers to review. We decided to include papers that satisfy two
riteria:

1. The research paper involved active information seeking for the purpose of learning.
2. The research paper used a measurement of learning (or perceptions of learning) as a result of an information-seeking session.

The first criterion ensured that each paper involved study participants actively engaged in information seeking. This is important
ecause we are primarily interested in how learning assessments have been operationalized in search studies. We excluded studies
that measured learning in non-search scenarios (e.g., learning assessed from students enrolled in a MOOC (Moreno-Marcos, Pong,
Muñoz Merino, & Kloos, 2020) or from students in a classroom setting equipped with electronic note-taking tools (Kim, Turner, &
Pérez-Quiñones, 2009)).

The second criterion required each paper to measure learning outcomes either objectively by administering one or more pre- and
post-tests or subjectively by capturing perceptions of learning. We excluded studies that only used a pre-test to measure and study
the role of prior knowledge during search (e.g., Wildemuth (2004)). Such studies were excluded because they did not measure
earning outcomes. Additionally, we excluded studies that administered a post-test to measure learning but did not analyze the
ssessment data.

.2. Search strategies

We gathered potentially relevant papers from a set of academic publication databases and search engines, including Google
cholar, ACM Digital Library, Science Direct, Academic Search Premier, and Microsoft Academic. These search engines and databases
rovided access to articles from the major conferences and journals that publish research on search-as-learning (e.g., SIGIR, CHIIR,
IKM, TOIS, JASIS, ASIS&T). Queries were formulated using combinations of search terms such as: search-as-learning, information
eeking, search, user study, web search, online search learning, learning assessment, learning evaluation, learning outcome, learning
easurement, learning metric, etc. Keyword searches yielded an initial set of relevant articles. We used two methods to identify
dditional papers—(1) we considered other work from authors in the initial set; and (2) we followed chains of citations from papers
n the initial set.
Based on our inclusion criteria, three papers were considered borderline cases (Freund et al. (2016), Hornbæk and Frøkjær (2003),

nd Shi, Otto, Hoppe, Holtz, and Ewerth (2019)). In these papers, participants did not proactively search a document collection or
he open Web. Instead, participants interacted with a preselected set of documents for the purpose of learning. Ultimately, all three
apers were included because they explicitly discuss implications for designing search environments to support learning. Our final
eview includes 40 research papers focusing on learning outcomes during and/or after information seeking (and related activities).

.3. Categorizing learning assessments

All 40 papers included in our review used some form of learning assessment. All studies administered some form of assessment
fter participants completed search tasks. Additionally, many studies administered tests of prior knowledge before participants
ompleted search tasks. Using an inductive qualitative coding process, we identified nine learning assessment types (defined in
ection 4): (1) self-report, (2) implicit measure, (3) multiple-choice, (4) short-answer, (5) free recall, (6) sentence generation, (7)
ind map, (8) argumentative essay, and (9) summary & open-ended.
In Section 4, we report on which assessment types have been used frequently (and infrequently) in prior work. To support this

nalysis, assessment types were defined as unambiguously as possible.3 To test the reliability of our assessment type definitions,
oth authors independently annotated all 40 papers. Each author reviewed each paper and indicated which types of assessments

3 The full coding guide with the complete set of assessment type definitions and examples can be downloaded from https://www.kelseyurgo.com/ipm-2021/.
7
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were used to measure prior knowledge (i.e., pre-test) and learning (i.e, post-test). Some studies used multiple assessment types in
the pre- and/or post-task phases. Table 2 shows interannotator agreement based on Cohen’s 𝜅. In most cases, we observed perfect
agreement (𝜅 = 1.0). In two cases, we observed agreement at the level of ‘‘almost perfect’’ (0.80 < 𝜅 < 1.0) (Landis & Koch, 1977).
In one case, we observed agreement at the level of ‘‘substantial’’ (0.60 < 𝜅 ≤ 8.0) (Landis & Koch, 1977). The lowest agreement
(𝜅 = 0.65) was observed for ‘‘free recall’’ assessments used in the post-task phase. This can explained by the rarity of this assessment
category. Ultimately, only three studies were coded as using a free recall assessment in the post-task phase. Initially, both authors
agreed on two of those three.4 After this independent coding phase, disagreements were resolved through discussion. For example,
the assessment under dispute in the ‘‘free recall’’ category was from Wilson et al. (2008). This assessment asked participants to
recall and write facts learned during the search process. One author coded the assessment as ‘‘free recall’’ and the other coded it as
‘‘summary & open-ended’’. After some discussion, the authors agreed to label the assessment as ‘‘free recall’’ because it was graded
based on the number of facts included in the summary.

4. Learning assessments in search-as-learning

The learning assessment is an integral component of a search-as-learning study. In most prior work, learning assessments have
been used to measure prior knowledge and learning as an outcome of the search process. Additionally, a few studies have used
learning assessments to investigate the learning process during search (Liu, Liu, & Belkin, 2019; Roy et al., 2020).5

Selecting a particular type of learning assessment is a powerful choice that affects the study results and their implications. The
ssessment method and materials determine the type(s) of learning being measured. Learning can be characterized from different
erspectives. For example, studies have considered: (1) the types of knowledge acquired (e.g., factual vs. conceptual vs. procedural),
2) the learner’s ability to use the acquired knowledge to engage in specific cognitive processes (e.g., recalling vs. differentiating
s. critiquing), and (3) the learner’s ability to use the acquired knowledge over time (e.g., short- vs. long-term retention). The choice
f learning assessment also affects the implications of a study. To illustrate, consider a study in which participants interact with
wo different systems and learning is measured by how many topic-related keywords participants are able to recall after searching.
ny trends observed in the results would only support recommendations for designing systems to help users recall information after
earching.
There are also practical issues to consider when selecting a type of assessment. First, assessment types vary based on how easy

hey are to prepare, administer, and grade. Second, some assessment types ask specific questions that may not capture everything
articipants learned during a search session. For example, multiple-choice tests are easy to administer and grade but may not capture
verything learned. Finally, some assessment types are more open-ended than others. Open-ended assessments have the potential
o capture breadth and depth of learning. However, open-ended assessments also require additional steps to ensure that test scores
re reliable and directly comparable across participants. For example, they typically require grading rubrics that are clearly defined
nd unambiguous.
In this section, we categorize learning assessments used in search-as-learning studies to date and review their theoretical and

ractical benefits and drawbacks.

.1. Self-report

One way to measure learning is to ask participants directly or indirectly. Prior studies have asked participants to self-report how
uch they learned during a search session or to rate their topic familiarity before and after searching.
Several studies have measured learning using self-reported perceptions. Capra et al. (2018) asked participants to rate their prior

nowledge before each search task and their level of knowledge increase after each task. Collins-Thompson et al. (2016) asked
participants to grade their own learning performance on a scale from 0 to 100 using two questionnaire items. Ghosh et al. (2018)
asked participants to rate their topic familiarity before each search task and their overall knowledge gains after each task. Liu et al.
(2013) asked participants to complete a series of subtasks associated with the same general task. After each subtask, participants
rated their familiarity with the topic of the subtask and general task.

Studies have also used self-report as a metric in addition to other types of learning assessments (Freund et al., 2016; Heilman et al.,
2010; Kammerer et al., 2009; Liu, Liu, & Belkin, 2019; Wilson & Wilson, 2013; Zhang & Liu, 2020). O’Brien et al. (2020) measured
perceptions of pre-task prior knowledge and post-task knowledge gains in addition to asking participants to create written summaries
before and after each search task. Similarly, Collins-Thompson et al. (2016) and Abualsaud (2017) also included a self-reported
learning score in addition to short-answer and open-ended learning assessments.

Self-report assessments have three main benefits. First, there is no grading required. Participants typically rate their own learning
(or pre-/post-task topic familiarity) using a Likert scale. Second, this type of assessment offers insight into subjective perceptions of
learning. For example, Collins-Thompson et al. (2016) and Abualsaud (2017) found perceptions to be correlated with more objective

4 Cohen’s 𝜅 is a sensitive metric for rare categories.
5 In prior work, the learning process has been defined as what is learned and when. Thus far, such studies have used mind maps (Liu, Liu, & Belkin, 2019) and

short-answer assessments (Roy et al., 2020). While we discuss these learning process studies in the following sections, it is important to note that any learning
assessment could potentially be used to investigate the learning process. For example, Roy et al. (2020) presented participants with short-answer assessments
every two minutes throughout the search session to better understand what was being learned and when. While the authors used short-answer assessments, any
8

other assessment category (e.g., free recall) could have been used.
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measures of learning. Finally, assessment materials are easy to develop. In prior work, perceptions of learning have been measured
using a single questionnaire item (Capra et al., 2018; Ghosh et al., 2018) or several items (Collins-Thompson et al., 2016).

Self-report assessments have two main drawbacks. First, depending on their wording, questionnaire items designed to measure
erceptions of learning may not provide insights into the types of learning that took place. For example, questionnaire items may not
istinguish between breadth and depth of knowledge gained during the search. Similarly, they may not capture whether the searcher
an engage in simple and complex cognitive processes with the material learned during the task.
Second, self-report assessments have the potential for inaccuracy. As previously noted, some studies have found a correlation

etween perceptions of learning and more objective measures of learning (Abualsaud, 2017; Collins-Thompson et al., 2016).
owever, other studies have found the opposite (Pennycook, Ross, Koehler, & Fugelsang, 2017; Persky, Lee, & Schlesselman, 2020).
ennycook et al. (2017) investigated the impact of a phenomenon called the Dunning–Kruger effect (Dunning, Johnson, Ehrlinger, &
ruger, 2003; Kruger & Dunning, 1999) (i.e., individuals who are less knowledgeable of a particular topic tend to overestimate their
nderstanding compared with those who are more familiar with the topic). Pennycook et al. found that participants who performed
he worst on an objective assessment overestimated their performance by a factor of more than three. Additionally, studies have
ound that individual factors can influence perceptions. For example, studies suggest that women tend to rate their performance
ower than men (González-Betancor, Bolívar-Cruz, & Verano-Tacoronte, 2019) and lower than their actual performance (Torres-
Guijarro & Bengoechea, 2017). Prior studies have even found that individual factors can have an interaction effect. For example,
Colbert-Getz, Fleishman, Jung, and Shilkofski (2013) studied individuals with high levels of anxiety. In this case, females with high
anxiety outperformed males with high anxiety and had more accurate perceptions of performance. The fact that individual factors
can influence perceptions also makes it difficult to compare perceptions across participants (e.g., groups assigned to different system
conditions).

To summarize, additional research is needed to fully understand how individual characteristics influence self-reported perceptions
of learning. Therefore, if the goal is to measure objective learning, self-reported measures should be used with caution and in
conjunction with other assessment types.

4.2. Implicit measure

Implicit measures of learning aim to detect knowledge gains from behavioral measures captured during the search session
(i.e., without eliciting information directly from participants). Chi et al. (2016) experimented with two implicit measures of learning:
query complexity and click complexity. Both measures capture the extent to which searchers issue queries and click on search results
that were rarely issued/clicked by other participants in the study. Query complexity (QC) is defined as:

𝐐𝐂(𝑞) = log 𝑁
𝑁𝑞

,

here 𝑁 denotes the number of study participants and 𝑁𝑞 denotes number of participants who issued query 𝑞. Similarly, click
complexity (CC) is defined as:

𝐂𝐂(𝑑) = log 𝑁
𝑁𝑑

,

here 𝑁𝑑 denotes the number of participants who clicked on document 𝑑.
By splitting search sessions into five-minute segments, Chi et al. (2016) examined the average query and click complexity at

ifferent stages of the search session. Results found higher levels of query and click complexity at later stages. The intuition behind
oth complexity measures is that rarely issued queries and clicked documents require more knowledge to be issued or clicked (Chi
t al., 2016, p. 2).
Implicit measures of learning have four key benefits. First, implicit measures are generated from search interaction data and

herefore do not require grading. Second, implicit measures are easily compared across participants because they are generated
rom interactions with the same system. Third, it is easy to collect the data. There is no additional test needed after the search
ession. Fourth, implicit measures allow for timely feedback. For example, behavioral measures such as query and click complexity
an be captured ‘‘on the fly’’ and communicated to searchers as a form of ongoing feedback during the session.
Importantly, implicit measures of learning have two main drawbacks. First, they lack specificity. Alternative assessment methods

e.g., multiple choice) can be designed to measure learning from different perspectives (e.g., depth, breadth, etc.). It is unclear
hat type of learning is being measured by implicit measures such as query and click complexity. Second, to some extent, implicit
easures of learning lack validity. We were only able to identify one study that used implicit measures as the only type of learning
ssessment. Additional studies are needed in order to validate whether a specific implicit measure is capturing learning versus some
ther phenomenon (e.g., search expertise).

.3. Multiple-choice

Multiple-choice assessment involves asking questions with a closed set of correct and incorrect options. Many studies in
earch-as-learning have used multiple-choice tests to measure learning.
Freund et al. (2016) used multiple-choice tests to measure reading comprehension. Study participants read three articles under

ifferent experimental conditions. Microstructural questionnaire items tested participants’ ability to recall information using true
9

r false questions and understand information using a sentence verification technique. The sentence verification technique asked
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participants to select ‘‘yes’’ or ‘‘no’’ to indicate whether a sentence accurately conveyed the overall theme or position of an article.
Macrostructural questionnaire items required participants to select three statements (out of six) that accurately conveyed themes
present in all three articles. These questions allowed participants to exhibit their understanding of the connections between articles.
articipants answered 26 questions after each reading comprehension task and were scored based on the percentage of correct
esponses.
Gadiraju et al. (2018) measured learning by having participants complete the same multiple-choice test before and after each

earch task. Each search task had a pre- and post-test that included 10–20 questions, depending on the task topic. Each question
ad the answer options of true, false, and ‘‘I don’t know’’. ‘‘I don’t know’’ responses were counted as incorrect. Most questions
equired participants to recall factual knowledge. Knowledge gains were calculated as the difference between pre- and post-test
cores. Results found that the pre-test questions had a small priming effect—participants used ‘‘an increasing number of terms from
he [pre-test] in their queries’’ (Gadiraju et al., 2018, p. 11).
Yu et al. (2018) used the same multiple-choice tests from Gadiraju et al. (2018). However, tests were refined with a pilot test of

100 participants in order to remove questions that were too easy (more than 80% correct responses) or too ambiguous (many more
false than true responses). Similar to Gadiraju et al. (2018), participants completed the same multiple-choice test before and after
each search task. Xu et al. (2020) also used the multiple-choice tests from Gadiraju et al. (2018). While a portion of participants
searched collaboratively (vs. individually), tests were taken individually. Knowledge gains were calculated as the difference between
pre- and post-test scores. Additionally, knowledge gains were normalized by calculating the ratio between the participant’s absolute
knowledge gain and the maximum knowledge gain possible:

KG =
postScore − preScore

maxScorePossible − preScore (1)

Shi et al. (2019) captured learning by having participants complete the same multiple-choice test before and after each task. For
ach test item, participants were asked to select the correct choice(es) from a set of options (i.e., items could have multiple correct
hoices). To discourage guessing, wrong answers were penalized more than unanswered items.
Qiu et al. (2020) used multiple-choice tests with the answer options of true, false, and ‘‘I don’t know’’. Participants completed the

ame 10-item test before and after each task. Additionally, to measure retention of learning, participants completed the same test a
ew days after searching. To measure learning, the authors compared test scores between the pre-test and the immediate post-test.
o measure retention, the authors considered the number of questions correctly answered in the immediate post-test but incorrectly
nswered in the long-term memory test.
Kalyani and Gadiraju (2019) asked participants to complete learning-oriented search tasks associated with specific cognitive

rocesses from A&K’s taxonomy (i.e., remember, understand, apply, analyze, evaluate, and create). Participants completed different
ypes of pre-/post-tests depending on the cognitive process of the search task. To measure learning during remember tasks,
articipants completed tests comprised of statements with the answer options of true, false, or ‘‘I don’t know’’. To measure learning
uring understand tasks, participants answered questions that asked them to select answers from a predefined set of options. To
easure learning during apply tasks, participants completed tests that required participants to organize a set of events in the correct
rder. To measure learning during analyze tasks, participants completed tests that asked them to classify items (e.g., classify the
ollowing nutrients as either a mineral or vitamin).
Heilman and Eskenazi (2006) and Heilman et al. (2010) used cloze multiple-choice questions to assess vocabulary learning. Cloze

questions were generated automatically from passages encountered during the search session. For example, the following is a cloze
question from Heilman and Eskenazi (2006):

He could never ____________ the success he had enjoyed with his first record.
acknowledge comprise induce reproduce
These assessments were scored by summing correct answers. To measure prior knowledge, Heilman and Eskenazi (2006) used

a pre-test that also consisted of cloze questions. Pre- and post-test questions targeted the same vocabulary terms, but varied the
sentence text surrounding the target word. Heilman et al. (2010) used a pre-test with self-assessment items that asked participants
to answer ‘‘yes’’ or ‘‘no’’ to the question: ‘‘Do you know the word ‘X’?’’.

Nelson et al. (2009) measured learning using pre- and post-tests with true or false options. Pre- and post-tests each included
20 questions developed around the task domain (i.e., Enterprise 2.0 Mashups). Both tests included an even distribution of easy
and difficult questions as rated by 100 Amazon Mechanical Turk workers. Pre- and post-tests did not have overlapping questions.
Knowledge gains were measured based on the difference between pre- and post-test scores and normalized based on Eq. (1).

von Hoyer, Pardi, Kammerer, and Holtz (2019) used a 10-item multiple-choice test designed to capture factual knowledge gains
(e.g., What is a cumulonimbus cloud?). Each question had four choices and one correct answer. Participants also indicated their
confidence level for each answer on a 4-point scale ranging from ‘‘not confident’’ to ‘‘very confident’’. Participants completed the
pre-test one week prior to the search session to help mitigate a priming effect. Knowledge gains were measured as the difference
between the pre- and post-test scores.

Syed and Collins-Thompson (2017) used multiple-choice questions to assess vocabulary learning. Each question had four choices
and one correct answer. The four choices included three possible definitions and one choice that was either ‘‘all of the above’’ or
‘‘none of the above’’. Participants completed the same pre- and post-test, and knowledge gains were measured as the number of
questions answered incorrectly in the pre-test and correctly in the post-test.

Weingart and Eickhoff (2016) measured learning using multiple-choice tests administered only after each search task (no pre-
10

test). The authors designed a 5-item test per search task. Each question had six choices (with 1–4 correct answer options). Knowledge
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gains were calculated proportional to the number of correct choices (i.e., true positives + true negatives). Salmerón et al. (2020)
used true-or-false questions to assess prior knowledge. The authors developed two multi-item tests (one per task). Using Cronbach’s
𝛼, the authors reported low internal consistency between multiple-choice items for the same task. Therefore, scores were not used
to assess prior knowledge.6

Davies et al. (2013) explored the impact of two note-taking tools on learning during search. A factual knowledge assessment
with 33 multiple-choice questions was administered before and after each search tasks. Tests were scored based on the number of
correct answers.

Multiple-choice assessments have four main benefits. First, multiple-choice items have predefined correct answers and are
herefore easy to grade. Second, multiple-choice tests are quick to administer because participants are only required to select the
orrect answers and not generate their own novel responses. Third, because tests are comprised of identical question and answer
ptions, test scores can be easily compared across participants. Finally, because they are quick to administer and easy to grade,
ultiple choice tests can be used to provide timely feedback to users during a search session.
Multiple-choice assessments, however, also have several drawbacks. First, because answer options are provided, participants
ay guess their responses which may lead to inaccurate assessment scores. Second, multiple-choice tests have limited coverage. In
ther words, they test specific knowledge and may not capture everything a participant learned during the search session. Third,
epending on their design, multiple-choice items may not capture a participant’s ability to engage in complex cognitive processes.
imply selecting an answer from a set of options does not allow participants to demonstrate higher-level cognitive processes
e.g., creating a novel solution to a problem). Finally, multiple-choice assessments can be difficult to develop. Multiple-choice tests
hat are reliable and valid tend to be carefully constructed. Answer options should include incorrect distractors that are rooted in
ommon misconceptions. Developing good multiple-choice tests requires domain knowledge and may also benefit from pedagogical
xperience in the task domain.
In order to mitigate these drawbacks, researchers should consider carefully selecting or constructing questions in multiple-choice

ssessments. As shown in prior work, the design of multiple-choice questions can vary greatly. One can envision a wide spectrum of
ultiple-choice items to measure different depths of learning. To measure rote memorization, one might use true/false questions.
o measure deeper understanding, one might use questions that ask participants to categorize elements. To measure the ability to
hink critically, one might use questions that ask participants to prioritize elements based on specific criteria. As an example, to
est different levels of reading comprehension, Freund et al. (2016) included multiple-choice items that asked about information in
single article as well as items that asked about themes across multiple articles.

.4. Short-answer

Short-answer assessments involve asking questions that are open-ended but have a relatively short and objectively correct answer.
hort-answer questions do not ask participants to make one or more selections from a predefined set of options. Instead, participants
re a required to generate a response completely on their own.
Hersh et al. (1995) used short-answer questions to guide search tasks and measure learning. Before each task, participants

ompleted a 10-item short-answer assessment. Participants were then asked to identify their 5 most uncertain answers. After
earching, participants were asked to (re-)answer the same five questions using information found during the search. Pre- and
ost-search assessments were scored based on predefined correct answers. Hornbæk and Frøkjær (2003) conducted a study in which
articipants read scientific articles in different experimental conditions. The authors measured incidental learning using six short-
nswer questions generated from the content of the articles given to participants. Each question had a predefined correct answer,
esulting in scores ranging from 0 to 6.
Câmara et al. (2021), Moraes, Putra, and Hauff (2018), Roy et al. (2020), Roy et al. (2021) used the same type of assessment

to measure conceptual learning. In all four studies, participants completed the same pre- and post-test. All studies used assessment
questions that combined self-report and short-answer formats. Each question asked participants to rate their knowledge of a specific
concept on a 4-point scale. Additionally, participants who rated their knowledge at the levels of 3 or 4 were also asked to define
the concept in their own words. In all four studies, the authors evaluated the reliability of participants’ self-rated knowledge. To
this end, the authors manually graded a sample of definitions provided by participants who self-rated their knowledge at the levels
of 3 or 4. In all four studies, participants’ self-rated knowledge of specific concepts was found to be sufficiently reliable to be used
as the primary measure of learning.

In addition to using multiple-choice questions, Davies et al. (2013) included short-answer questions to measure factual learning
during searches supported by different note-taking tools. Participants completed search tasks that asked them to learn about plate
tectonics. The short-answer questions involved diagrams with blank spaces for participants to label with the correct components or
processes depicted in the picture. Participants were asked to generate 13 diagram labels. Each label was given a score from 0 to 1
(0.5 for a partially-correct label).

Collins-Thompson et al. (2016) and Abualsaud (2017) both developed assessment questions that varied in cognitive complexity
according to the A&K taxonomy. While the majority of questions were summary or open-ended, a few questions (e.g., remember
cognitive process level) were short-answer questions (i.e., had predefined correct answers).

6 When multiple-choice items are intended to capture knowledge gains along the same dimension, Cronbach’s 𝛼 can be used to determine whether they are
11

actually capturing the same learning construct.
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There are several benefits to using short-answer assessments to measure learning. First, short-answer assessments have predefined
orrect answers and are therefore easy to grade. Second, assessment scores can be easily compared across participants. Finally,
hort-answer assessments minimize guessing because the assessments do not provide a pool of options to choose from.
There are three drawbacks of short-answer assessments. First, short-answer assessments have low coverage. Because short-answer

ssessments have targeted questions with preset answers, the assessment may not fully capture all that was learned during a search
ession. Second, short-answer questions require a lot of time and effort to develop. Questions and answers from these assessments
ust be created carefully to measure both breadth and depth of learning. Finally, short-answer assessments have the potential to be

limited in measuring a participant’s ability to engage in complex cognitive processes. For example, consider short-answer questions
that ask participants to define a concept in their own words (Câmara et al., 2021; Moraes et al., 2018; Roy et al., 2020, 2021). Such
questions measure a participant’s understanding of a concept. However, they do not measure a participant’s ability to engage in
more complex processes, such as differentiating between multiple concepts (analyze) or judging the value of a concept to explain a
phenomenon (evaluate).

4.5. Free recall

Free recall assessments involve asking participants to list as many important terms, phrases, or facts related to the topic of
a search task. Typically, participants complete free recall assessments before and after the search task. Knowledge gains can be
measured in different ways, for example, by counting the number of new terms, phrases, and/or facts included the post-task list.

Bhattacharya and Gwizdka (2019) measured learning using free recall assessments. Before and after each search task, participants
were asked to list single words or phrases relevant to the search task domain. Knowledge gains were measured in two ways. First,
a ‘‘simple’’ knowledge gain measure was calculated as the difference between the number of words/phrases listed before and after
each search task. Second, the authors compared the semantic similarity between these lists and a gold-standard list of words/phrases
curated by a domain expert. Wilson et al. (2008) evaluated different interfaces for browsing a music collection. As part of the
evaluation, participants were asked to recall and write down facts they learned about the items in the collection. Interfaces were
evaluated by comparing the number of recalled facts across conditions. Kammerer et al. (2009) evaluated a search system that
displayed social tags in addition to search results. As part of the evaluation, after each search task, participants were asked to list
as many domain-relevant keywords as possible. Knowledge gains were measured by coding and tallying the number of ‘‘reasonable
keywords’’ listed. Keywords present in the task description were excluded.

There are several benefits to using free recall assessments to measure learning. Free recall assessments are simple to develop,
quick to administer, and relatively easy to grade (e.g., counting items). Scores can be computed by simply counting the number of
keywords, phrases, and/or facts recalled. Additionally, if participants are given clear instructions, test scores are directly comparable
across participants. Finally, free recall assessments require participants to generate their own answers, which minimizes guessing.

Similar to multiple-choice assessments, free recall assessments have two main drawbacks. First, free recall assessments typically
ask participants to write down terms, phrases, and/or facts associated with a specific topic. This constraint does not allow participants
to demonstrate knowledge gains outside of the given topic. Second, free recall assessments test a participant’s ability to remember
terms, phrases, and/or facts. They do not reliably test whether a participant can engage in more complex cognitive processes. For
example, they do not reliably determine whether a participant understands a concept, can differentiate between concepts, or can
evaluate the usefulness of a concept to explain a phenomenon.

4.6. Sentence generation

Sentence generation is typically used to assess vocabulary learning. During this assessment type, participants are asked to generate
sentences using specific vocabulary terms. Usually, participants are asked to generate sentences that: (1) are grammatically correct
and (2) demonstrate that the meaning of the target vocabulary word is fully understood. Transfer of learning occurs when an
individual is able to use or apply acquired knowledge is a novel scenario or domain. Prior studies have used sentence generation
techniques to measure transfer of learning during vocabulary acquisition (Heilman et al., 2010; Heilman & Eskenazi, 2006). For
example, if someone learned the meaning of the word ‘‘spectrum’’ in the context of color, can they use it properly in the context of
sound?

Heilman and Eskenazi (2006) and Heilman et al. (2010) asked participants to generate novel sentences using target vocabulary
terms to measure transfer of learning. Generated sentences were scored from zero to three using the following grading scheme.
One point was given to sentences that were grammatically correct. A second point was given if the word fit semantically with the
topic of the sentence. A third point was given if the word was used in a way that unambiguously conveys a full understanding
of its meaning. For example, the following sentence would be given three points: ‘‘It is too dangerous to abandon your children
in a busy street’’. Conversely, the following sentence would be given one point: ‘‘He abandon his work’’. In this case, the use of
abandon is semantically correct, but the sentence is both ungrammatical and it is unclear whether the meaning of abandon is fully
understood. In Heilman et al. (2010), sentences were graded by two instructors and a course supervisor. Each instructor graded half
the sentences and the supervisor graded all the sentences. This way, each sentence received two grades and disagreements were
resolved by averaging the scores. The correlation between the instructor and supervisor grades was 0.68. The authors stated that
this low correlation ‘‘reflects the difficulty of assessing vocabulary knowledge based on this type of written output’’ (Heilman et al.,
12
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There are two main benefits in using sentence generation assessments to measure learning. First, sentence generation tests are
asy to develop. Second, participants must generate their own responses, which minimizes guessing.
There are several drawbacks of sentence generation assessments. First, sentence generation responses can be difficult to compare

cross participants. This can be potentially alleviated with careful coding that allows for specific criteria to be compared. Second,
ecause grading is time-consuming, feedback may also take time to administer. Third, sentence generation is specific to certain
ords. It does not measure learning of new vocabulary that is not targeted on the assessment. Finally, sentence generation can be
sed to assess whether someone understands the meaning of a word (e.g., What does it mean ‘‘to abandon?’’). However, sentence
generation may not reliably measure whether an individual can engage in more complex cognitive processes with a target vocabulary
word. For example, it does not determine whether someone can differentiate between abandon and relinquish (i.e., an analyze-level
cognitive process).

4.7. Mind map

A mind map is a diagram used to visually organize information about a specific topic or system. Similar to a concept map, a
mind map is comprised of nodes and links between nodes. There are, however, several differences between mind maps and concept
maps. First, mind maps tend to focus on one central concept, system, or idea. Therefore, they tend to follow a hierarchical tree
structure—main topics connect to the central topic, and subtopics connect to those main topics, etc. Second, while concept maps
have labeled links describing the relationship between connected concepts, mind maps typically have unlabeled links. Third, while
concept maps represent objective relationships between concepts, mind maps are subjective to the creator, without predefined
‘‘correct’’ relationships between nodes (Liu, Liu, & Belkin, 2019).

Mind maps are a relatively new type of learning assessment in search-as-learning studies. Liu, Liu, and Belkin (2019) used mind
maps to better understand knowledge shifts during the search process. Given an assigned task, participants were asked to create
a mind map based on their prior knowledge and modify the mind map while gathering information. The authors characterized
different types of changes participants made to their mind maps throughout the search session. Mind map changes were characterized
based on the type of change (e.g., adding vs. modifying vs. deleting nodes) and the location of the change (e.g., level 1–2 nodes
vs. level 3 nodes and beyond). This taxonomy was used to analyze common and uncommon types of changes made during difference
stages of the search task. Additionally, it was used to characterize search sessions based on different patterns (e.g., search sessions
with frequent changes early vs. late). Similarly, Zhang and Liu (2020) asked participants to create mind maps based on their prior
knowledge and modify their mind maps while gathering information. Pre-search mind maps were used to better understand the role
of prior knowledge on querying behavior. For example, results found that participants’ queries mostly included vocabulary from
level 2 nodes (vs. level 1 or level 3 and beyond). Post-search mind maps were used to better understand how the search process
influenced participants’ knowledge. Results found that most changes happened on level 3–4 nodes.

Mind map assessments have four main benefits. First, mind map assessments are open-ended and therefore have high topical
coverage. In other words, participants can convey relationships between any elements deemed meaningful in the task domain.
Second, mind map assessments can be used to better understand the learning process during search (i.e., how knowledge structures
shift during a search session). Specifically, mind maps allow researchers to investigate which nodes (i.e., concepts) and edges
(i.e., relationships between concepts) were added, deleted, or edited and when. Third, mind maps can be easily analyzed to measure
learning. Prior studies have analyzed mind maps by considering specific types of modifications (e.g., node additions, deletions, and
edits). Finally, there is no development required. Mind map construction tools are readily available, and the mind maps themselves
are developed by participants.

Mind map assessments have two main drawbacks. First, mind maps convey relationships between elements. From a cognitive
process perspective, generating a mind map requires comparing, contrasting, and differentiating, which are analyze-level processes.
It is unclear whether mind maps can be used to measure a learner’s ability to engage with more complex cognitive processes
(e.g., evaluate and create). Second, mind maps are not necessarily familiar to participants. In fact, Liu, Liu, and Belkin (2019)
required mind-mapping experience while enrolling participants in the study.

4.8. Argumentative essay

Argumentative essays ask participants to write an essay containing arguments for and against a specific stance or proposition. In
Demaree et al. (2020), participants used different types of devices to gather information about a controversial topic—the potential
for nuclear power to help solve the climate crisis. After searching, participants were asked to write an argumentative essay listing
arguments for and against the proposition that nuclear power can help solve the climate crisis. Essays were graded based on the
number of correct pro and con arguments. Two independent coders graded a subset of essays and achieved 96% and 93% agreement
in identifying correct pro and con arguments, respectively.

Argumentative essay assessments have four main benefits. First, depending on the grading criteria, argumentative essays can be
relatively easy to grade. For example, counting the number of pro and con arguments simply requires enumerating the different
arguments made by all participants. Second, the assessment allows for direct comparison across participants. Researchers can simply
compare the number of pro and con arguments across essays. Third, guesswork is minimized because the essays are fully generated
by participants. Fourth, the assessment materials are easy to develop. Participants simply need instructions about enumerating
13

arguments for and against a specific stance or proposition (e.g., nuclear energy can alleviate climate change).
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Argumentative essay assessments have two main drawbacks. First, the assessment focuses on recalling arguments for and against
specific stance or proposition. Therefore, the assessment may not capture everything learned during the search session (e.g., gaining
deeper understanding of certain concepts). Second, the grading approach can limit the types of learning that are being reliably
aptured. Simply counting the number of pro and con arguments included in an essay is only reliably capturing a participant’s
bility to recall arguments. The participant may not fully understand all the arguments listed nor be able to evaluate the validity
of an argument or its relative importance. In theory, grading criteria could include other dimensions (e.g., the extent to which
arguments are substantiated with evidence and examples or the extent to which arguments are critiqued). However, these more
subjective dimensions have not been explored in prior work.

4.9. Summary & open-ended

Summary and open-ended assessments ask participants to either summarize what they know about a give topic or provide a
response to an open-ended question. In contrast to short-answer questions, there is no single correct response. Therefore, responses
are typically evaluated using qualitative coding techniques.

Collins-Thompson et al. (2016) and Abualsaud (2017) measured learning during complex search tasks by developing assessments
that included six questions per task. Three questions were designed to measure ‘‘lower-level learning’’ and asked participants to recall
specific factual information. Three open-ended questions were designed to measure ‘‘higher-level learning’’ and asked participants
to: (1) write an outline for a hypothetical paper on the subject of the task, (2) describe what they learned about the topic, and (3)
enumerate unanswered questions about the task topic. Responses to each question were graded on a 7-point scale using a qualitative
coding scheme. Criteria in the coding scheme checked for the inclusion of facts, themes, issues, concepts, and the relationships
between concepts. Additionally, before searching, participants answered an open-ended question about their prior knowledge on
the task topic. Participants’ responses about their pre- and post-task topic knowledge (item #2 above) were also graded on a 3-point
scale based on the type knowledge exhibited in the response—no knowledge (0), factual knowledge (1), and conceptual knowledge
(2). Knowledge gains were measured based on the difference in scores before and after the task.

Kalyani and Gadiraju (2019) measured learning during tasks associated with specific cognitive processes from the A&K taxonomy.
Each learning-oriented search task had its own learning assessment, which was completed before and after the task. Assessments for
low-complexity tasks (remember, understand, apply, analyze) had closed-ended questions. Assessments for high-complexity tasks
(evaluate, create) had open-ended questions. The evaluate question asked participants to consider different alternatives, choose the
best option, and provide a justification. The create question asked participants to design a plan. The grading criteria for these two
open-ended questions were not described in detail. The authors noted that responses were ‘‘manually checked and marked [...] as
valid upon encountering complete and comprehensive submissions’’ (Kalyani & Gadiraju, 2019, p. 128).

Lei et al. (2015) asked participants to complete an open-ended worksheet after searching for videos on the topic of animal
courtship. Worksheets were graded on a 10-point scale based on the specification of animal names and their respective behav-
iors/actions. Assessments were graded by three independent annotators. Interannotator agreement was measured using Kendall’s
𝜏, a rank correlation metric. Rank correlation metrics do not directly compare scores from different independent assessors. Instead,
they measure the extent to which scores from different assessors yield similar rankings. Put differently, rank correlation metrics
measure the extent to which independent assessors agree in relative (versus absolute) terms.

Wilson and Wilson (2013) proposed a novel qualitative coding scheme to evaluate open-ended summaries in which participants
describe what they learned. The proposed coding scheme evaluates summaries along three dimensions. Each dimension was inspired
by a different cognitive process from A&K’ taxonomy. First, the D-Qual dimension represents the understand cognitive process and
measures the quality of facts included in the summary. Second, the D-Intrp dimension represents the analyze cognitive process and
measures the extent to which the summary draws connections between facts. Finally, the D-Crit dimension represents the evaluate
cognitive process and measures the extent to which the summary includes evaluative statements that suggest critical thinking.

O’Brien et al. (2020) measured learning by asking participants to summarize their knowledge of the task topic before and after
searching. Pre- and post-task summaries were scored using the D-Qual and D-Intrp dimensions from Wilson and Wilson (2013). In
term of D-Qual, summaries were scored based on the number of accurate facts included. In terms D-Intrp, summaries were scored
based on the number of explicit associations between facts. Knowledge gains were measured by comparing pre- and post-task scores
along these two dimensions independently.

Palani et al. (2021) measured learning by students enrolled in a project-based design course. Participants searched for 30 min
on a topic related to a course project. To measure learning, participants were asked to write pre- and post-task summaries about
the topic. Additionally, after searching, participants were asked to write a problem statement describing their specific plan for the
course project. Pre- and post-task summaries were compared along four dimensions. First, the authors compared the number of
facts included in the summaries. Additionally, the authors scored summaries using the D-Qual, D-Intrp, and D-Crit dimensions from
Wilson and Wilson (2013). As previously noted, these dimensions consider the extent to which the cognitive processes of understand,
analyze, and evaluate are reflected in the summary, respectively. Finally, project plans were scored on a 5-point scale. A score of 1
indicated that the plan was very ill-defined and a score of 5 indicated that the plan was specific, well-informed, and well-reasoned.
The authors reported moderate-to-high levels of interannotator agreement across measures.

Roy et al. (2021) asked participants to summarize what they learned after each search task. Summaries were scored along two
dimensions. F-Fact scores were computed by counting the number of facts included in the summary. T-Depth scores were computed
by measuring the extent to which specific subtopics were covered in depth. Each search task was associated with a predefined set of
14

subtopics. Each essay was scored on a 3-point scale for each subtopic, and a final T-Depth score was computed by averaging across
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subtopics. Covering a subtopic in depth involved including supporting evidence and examples. To validate this grading rubric, three
assessors manually evaluated a common subset of essays. F-Fact and T-Depth scores were found to be highly correlated between
assessors.

Kammerer et al. (2009) asked participants to gather information and create open-ended responses to different summarization
tasks. For example, one of the search tasks asked participants to discuss three important trends regarding the future of architecture.
Summaries were graded using task-specific criteria. For example, for the task above, summaries were graded based on the number
of architectural trends discussed (4-point scale) and the overall quality of the descriptions (3-point scale).

Liu and Song (2018) investigated learning outcomes during search tasks with two different types of objectives: (1) compare
alternatives without making a recommendation (analyze) and (2) weigh the pros and cons of one alternative and make a
recommendation (evaluate). Specifically, the study investigated the effects on learning outcomes from the types of sources visited
during the session (i.e., encyclopedic vs. community Q&A sources). To measure learning, participants were asked to summarize their
answers to the task before and after searching. Pre- and post-task summaries were scored along seven dimensions. First, summaries
were scored based on: (1) number of facts, (2) number of dimensions considered when analyzing alternatives, (3) the percentage of
dimensions considered compared to all dimensions associated with the task (determined in advance), and (4) the ratio between the
umber of facts and dimensions considered. Additionally, summaries were scored based on the inclusion of: (5) relevant information,
6) pros and cons, and (7) the participant’s own opinions. Two assessors coded all summaries and achieve moderate-to-high levels
f agreement across all qualitative codes. A third assessor resolved disagreements.
Pardi et al. (2020) asked participants to gather information in order to explain how thunderstorms and lightning form. To
easure learning, participants wrote open-ended explanations for these natural phenomena before and after searching. To score
ummaries, the authors identified 20 concepts related to the formation of thunderstorms and lightning. Summaries were scored
ased on the number of concepts mentioned. Interestingly, concepts were only counted if the summary also specified their relation
o other concepts.
Hornbæk and Frøkjær (2003) evaluated different interfaces for reading documents. Participants completed two types of tasks:

1) a question-answering task that asked participants to seek answers to specific questions and (2) a document-understanding task
hat asked participants to determine the main theses and ideas in the article. To measure learning during the question-answering
ask, participants answered open-ended questions. These responses were graded according to how many aspects of the question
ere covered in the response. For each question, the different aspects were determined in advance. To measure learning during the
ocument-understanding task, participants were asked to write an essay describing the main theses and ideas in the article. These
esponses were graded based on the number of main theses and ideas included in the response (also determined in advance). In all
ases, responses were graded on a 4-point scale by only one of the authors.
Salmerón et al. (2020) evaluated a system intervention to improve reading comprehension. Participants were asked to learn

about a specific topic (i.e., climate change or genetically modified food) by reading documents displayed on a static SERP. To
measure learning, participants were asked to write an open-ended essay on the given topic before and after each task. To evaluate
their quality, essays were first divided into ‘‘idea units’’, defined as units that describe a specific event, activity, or state. Next, idea
units were coded along two dimensions. First, idea units were coded based on whether the participant referenced the primary or
secondary source of the idea. Second, idea units were assigned to three different categories based on the level of synthesis conveyed:
(1) paraphrasing a single idea from a document, (2) combining two or more ideas from the same document that were not explicitly
connected, and (3) combining two or more ideas from different documents. Along both dimensions, essays were analyzed based on
the number of idea units belonging to each category. To validate this coding scheme, two annotators coded about 10% of the data
and intercoder agreement was measured using Cohen’s 𝜅.

Davies et al. (2013) administered two types of open-ended assessments to measure conceptual learning during searches supported
by different note-taking tools. Participants completed both assessments before and after searching on the subject of plate tectonics.
One type of assessment asked participants to explain the tectonic processes depicted in a given diagram. These responses were scored
on a 3-point scale based on the depth of the explanation provided. A second type of assessment asked participants to explain the
relationship between pairs of concepts. These responses were assessed based on accuracy (2-point scale) and the depth of explanation
provided (3-point scale).

Willoughby et al. (2009) investigated the effects of four factors on the quality of essays written by participants on a given topic
(e.g., ‘‘How does human metabolism work?’’ or ‘‘What are major urban environmental issues?’’). The four factors were: (1) prior
knowledge, (2) search skills training, (3) searching before writing the essay, and (4) planning before writing the essay. Essays were
scored based on the number of correct facts. The authors reported high levels of interannotator agreement.

Demaree et al. (2020) used summaries to measure prior knowledge. To score summaries, two independent coders counted the
number of correct concepts included in the summary. The authors report an intercoder agreement of 73%.

Summary and open-ended assessments offer four important benefits. First, summary and open-ended assessments have high
coverage. These assessments give participants the ability to express all that they have learned during a search session. The open-
endedness of the assessment allows researchers to gain insights about participants’ breadth and depth of learning. Second, the
assessment minimizes guessing because responses are fully generated by participants. Third, the assessment can target varying levels
of cognitive complexity per question. In other words, open-ended questions can be specifically designed to measure a participant’s
ability to effectively recall, understand, apply, analyze, evaluate, and create. Finally, depending on what participants are asked to
produce, the assessment materials may be easy to develop. A few prior studies have simply asked participants to summarize what
15
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Summary and open-ended assessments have two main drawbacks. First, grading is time-consuming. Grading requires the
evelopment of detailed qualitative coding guides. This process involves defining grading criteria and measuring intercoder
greement to ensure that the coding guide is reliable. Prior studies have scored summaries along dimensions such as the inclusion
f facts, relationships between facts, and evaluative statements. Second, the quality of responses may be difficult to compare across
articipants. This type of assessment imposes very few constraints on participants’ responses. This may cause some participants to
atisfice and not convey everything they learned during the task. Additionally, writing skills are likely to vary across participants.
ome participants may not be able to effectively communicate everything they learned. In other words, writing ability may be a
onfounding factor that we need to be wary of.

.10. Summary of learning assessments

Table 3 provides an overview of all the different learning assessment types used in search-as-learning studies to date. The table is
rganized with the 9 assessment types on the left and 8 categories of benefits and drawbacks along the top. The various categories of
enefits and drawbacks might serve as practical checklists for researchers based on the constraints of a potential search-as-learning
tudy. The constraints across assessments include: (1) difficulty of grading; (2) difficulty in comparing assessment scores across
articipants; (3) difficulty in developing the assessment; (4) the time required to administer the assessment; (5) the time required
o evaluate the assessment and potentially deliver feedback; (6) the risk of inaccuracy; (7) the level of coverage in assessing all that
as learned; and (8) the potential to target a wide range of cognitive processes from the A&K taxonomy. To illustrate, consider
he benefits and drawbacks of multiple-choice assessments. Multiple-choice tests have predefined correct answers, which allow
or easy grading and comparison across participants. Development, however, can be difficult. Multiple-choice questions must be
arefully constructed with clear correct answer candidates and distractor candidates that are grounded in common misconceptions.
ultiple-choice tests are relatively quick to administer and allow for quick feedback. In terms of guesswork, multiple-choice tests
llow participants to guess from a set of options, which may lead to inaccurate reflections of learning. Also, multiple-choice tests are
ery focused and do not allow participants to convey things that were learned outside of the questions in the assessment. Finally,
ultiple-choice tests may not be able to reliably capture a participant’s ability to engage in highly complex cognitive processes
e.g., create a new solution to a problem).
Table 4 summarizes the assessment types used by each search-as-learning study included in our review. Additionally, the last two

olumns indicate which studies have measured long-term retention and transfer of learning, two dimensions of learning that have
een understudied in prior work. The table was generated to serve as a reference for researchers interested in a particular assessment
ype or combination of types. Across studies, the most common assessment types are multiple-choice (15 studies), summary &
pen-ended (16 studies), and self-report (12 studies).
In terms of common combinations, summary & open-ended assessments have been frequently used in combination with
ultiple-choice (3 studies) and short-answer assessments (5 studies). There are two reasons for this trend. First, studies have used
losed-ended assessments to target simple cognitive processes (e.g., recalling factual knowledge) and more open-ended assessments
o target complex cognitive processes (e.g., analyzing the relations between concepts). Second, summary & open-ended responses
re often graded using rubrics that consider subjective criteria (e.g., the inclusion of opinionated statements that suggest critical
hinking). Multiple-choice and short-answer questions have predefined correct answers and can therefore be graded more objectively.
herefore, studies have used closed-ended assessments to check the validity of scores assigned to summaries and open-ended
esponses. Additionally, summary & open-ended assessments have been frequently used in combination with self-report (5 studies).
hese studies were mainly interested in the relationship between perceived learning and actual learning.
The majority of studies in Table 4 implemented a prior knowledge test in order to identify a baseline of knowledge for a given

earning task. These pre-search assessments are varied and have included: (1) self-assessed prior knowledge or topic familiarity on
Likert scale (Capra et al., 2018; Collins-Thompson et al., 2016; Freund et al., 2016; Ghosh et al., 2018; Kammerer et al., 2009; Liu

et al., 2013; Liu, Liu, & Belkin, 2019; O’Brien et al., 2020; Zhang & Liu, 2020), (2) writing a summary of everything already known
about the topic (Collins-Thompson et al., 2016; Demaree et al., 2020; O’Brien et al., 2020; Pardi et al., 2020; Wilson & Wilson,
2013), (3) taking the same post-search test immediately before searching (Gadiraju et al., 2018; Kalyani & Gadiraju, 2019; Moraes
et al., 2018; Nelson et al., 2009; Syed & Collins-Thompson, 2017; Xu et al., 2020) or several days prior (Pardi et al., 2020; Roy
et al., 2020), (4) taking a pre-test and identifying the most uncertain answers to address during the search task (Hersh et al., 1995),
(5) listing all topically relevant terms immediately before searching (Bhattacharya & Gwizdka, 2019), and (6) constructing a mind
map of a given domain using only prior knowledge (Liu, Liu, & Belkin, 2019; Zhang & Liu, 2020).

An important question is: How can we account for prior knowledge when measuring learning outcomes? Prior studies have
adopted at least three general strategies: (1) focusing on knowledge gains by directly comparing pre- and post-test scores, (2)
verifying that participants assigned to different experimental conditions had similar levels of prior knowledge, and (3) adding
pre-task prior knowledge measures as covariates in the statistical analysis.

First, some studies have asked participants to complete exactly the same assessment before and after each search task (Gadiraju
et al., 2018; Qiu et al., 2020; Shi et al., 2019; Xu et al., 2020; Yu et al., 2018). In these cases, knowledge gains have typically been
measured based on a participant’s increase from their pre-test score (before searching) to their post-test score (after searching). Some
studies have used normalized knowledge gain as the main dependent variable (Eq. (1)) (Xu et al., 2020). To illustrate, suppose that
scores for a specific test range from 0% to 100%. If a participant achieves a pre-task score of 60% and a post-task score of 80%, then
their raw knowledge gain is 20% (i.e., (80%–60%)). However, their normalized knowledge gain is 50% (i.e., (80%–60%)/(100%–
16

60%)). Normalization helps to account for the fact that participants may have greater levels of prior knowledge (i.e., greater pre-test
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Table 3
Benefits and drawbacks of search-as-learning assessment types.7

Assessment type Grading Comparison
of Participants

Development Administration
(completion time)

Feedback Potential for
Inaccuracy

Potential
Coverage

Cognitive
Complexity

Easy Difficult Easy Difficult Easy Difficult Slow Fast Slow Fast Low High Low High Low High

Self-report ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Implicit measure ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Multiple-choice ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Short-answer ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Free recall ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Sentence generation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Mind map ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Argumentative
essay

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Summary &
Open-ended

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

scores) for some search tasks more than others. In this respect, improving from 90% to 95% on a popular topic is as good as improving
from 80% to 90% on a less popular topic. In educational research, normalization techniques have strengths and weaknesses (Nissen,
Talbot, Nasim Thompson, & Van Dusen, 2018).

Prior studies have used two other approaches to combine pre- and post-test scores more indirectly. Demaree et al. (2020)
compared the learning outcomes of participants searching on a smartphone versus laptop computer. Device type was a between-
subjects factor—half the participants searched on a smartphone and half searched on a laptop. Learning was measured using only an
argumentative essay post-test. However, participants were also asked to summarize their prior knowledge before each search task.
Importantly, Demaree et al. (2020) reported that participants’ scores on these pre-task summaries were not significantly different
across device conditions.

Finally, similar to the previous strategy, studies have used dependent variables based on only post-test scores. However, to
control for differences in prior knowledge, studies have included pre-task measures of prior knowledge as covariates in the statistical
analysis. For example, Kammerer et al. (2009) investigated the effects of an experimental system on learning. Knowledge gains were
measured using a free recall post-test. However, to account for differences in prior knowledge, the authors included participants’
self-reported perceptions of prior knowledge as a covariate.

5. Learning assessments outside of search-as-learning

Search-as-learning studies have used a wide range of learning assessments. However, studies in the fields of psychology and
education have used other types of assessments worth considering in future search-as-learning research. In this section, we review
three additional assessment types: (1) task performance, (2) mental models, and (3) comparative judgment. Additionally, we describe
a study (i.e., McNeil and Alibali (2000)) that used a combination of assessments different from combinations used in prior search-
as-learning work. This combination of assessments enabled the researchers to measure breadth and depth of learning, as well as a
learner’s ability to transfer what was learned to solve a new type of problem (i.e., transfer of learning).

5.1. Task performance

People often engage in learning activities (e.g., information search) in order to accomplish a higher-level task. For example,
a searcher may decide to learn about a new cooking technique in order to make a specific recipe. In such cases, the quantity or
quality of learning during the search process could be measured based on the learner’s performance on the higher-level task itself.
Task performance can be measured based on the quality of the task outcome and/or the quality of the learner’s approach to the task
(e.g., the number of unnecessary steps avoided).

Singley (1990) investigated the effects of a specific system intervention added to a calculus tutoring system. While engaging
with the tutoring system, participants solved calculus word problems. To measure learning, each problem had a predefined best
path to the solution (i.e., an optimum sequence of moves). Learning was measured based on the number of unnecessary or illegal
moves avoided by participants in their solutions. Similarly, Koedinger and Anderson (1993) explored the effectiveness of a cognitive
tutor for mathematical proofs. After a series of sessions with the cognitive tutor, learning was measured by asking participants to
complete a series of proofs. Proofs were graded using a rubric adopted from Senk and Usiskin (1983). Each proof was given a binary
score. Proofs were given a score of 1 if they had all the key steps correct (determined in advance).

7 These determinations are based on how assessments have been implemented and graded in prior work. For example, prior studies have used multiple-choice
ests that can be completed in a relatively short period of time (e.g., 30 min) and are therefore classified as being fast to administer. Similarly, argumentative
ssays have been graded based on the inclusion of specific pro/con arguments versus more complex criteria (e.g., the learner’s ability to critique arguments).
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Table 4
Search-as-learning studies categorized into assessment types, retention of learning, and transfer of learning.
Study Assessment type Learning

retention
Transfer of
learning

Multiple- Free Short- Argumentative Summary & Mind Sentence Implicit Self
choice recall answer essay open-ended map generation measure report

Abualsaud (2017) ✓ ✓ ✓

Bhattacharya and Gwizdka (2019) ✓

Câmara et al. (2021) ✓

Capra et al. (2018) ✓

Chi et al. (2016) ✓

Collins-Thompson et al. (2016) ✓ ✓ ✓

Davies et al. (2013) ✓ ✓ ✓

Demaree et al. (2020) ✓ ✓

Freund et al. (2016) ✓ ✓

Gadiraju et al. (2018) ✓

Ghosh et al. (2018) ✓

Heilman and Eskenazi (2006) ✓ ✓ ✓ ✓

Heilman et al. (2010) ✓ ✓ ✓ ✓

Hersh et al. (1995) ✓

Hornbæk and Frøkjær (2003) ✓ ✓

Kalyani and Gadiraju (2019) ✓ ✓

Kammerer et al. (2009) ✓ ✓ ✓

Lei et al. (2015) ✓

Liu and Song (2018) ✓

Liu et al. (2013) ✓

Liu, Liu, and Belkin (2019) ✓ ✓

Moraes et al. (2018) ✓

Nelson et al. (2009) ✓

O’Brien et al. (2020) ✓ ✓

Palani et al. (2021) ✓

Pardi et al. (2020) ✓ ✓

Qiu et al. (2020) ✓ ✓

Roy et al. (2020) ✓

Roy et al. (2021) ✓ ✓

Salmerón et al. (2020) ✓ ✓

Shi et al. (2019) ✓

Syed and Collins-Thompson (2017) ✓

von Hoyer et al. (2019) ✓ ✓

Weingart and Eickhoff (2016) ✓

Willoughby et al. (2009) ✓

Wilson and Wilson (2013) ✓ ✓

Wilson et al. (2008) ✓

Xu et al. (2020) ✓

Yu et al. (2018) ✓

Zhang and Liu (2020) ✓ ✓

Problem-based learning is a style of pedagogy (i.e., instruction and assessment) that uses real-world problems as a vehicle to teach
facts, concepts, and principles. Problem-based learning usually involves assessments such as problem-solving vignettes, simulations,
and role-playing tasks. Simulation-based assessments are frequently used to evaluate and license physicians (Boulet, 2008). To
illustrate, Hawkins et al. (2004) developed a case-based simulation system to assess physicians. The system presents physicians with
a scenario involving a specific setting (e.g., emergency room) and a patient’s symptoms, vital signs and medical history. Physicians
are then required to make a diagnosis, select a treatment plan, and schedule follow-up appointments. Scores are assigned based
on the quality of a physician’s inferences. For example, a medium score may indicate that the physician recommended exams that
might lead to the right diagnosis. Conversely, a high score may indicate that the physician made the right diagnosis, selected the
right treatment, and made the appropriate follow-up appointments.

5.2. Mental model assessment

Mental models are subjective, cognitive representations of external reality (Jones, Ross, Lynam, Perez, & Leitch, 2011). Prior
studies in education and psychology have used mental models to measure learning. The underlying assumption is that individuals
with greater knowledge are able to generate more accurate and complete mental models of external phenomena. Nersessian
argues that ‘‘the nature and richness of models one can construct [...] develops with learning domain-specific content and
techniques’’ (Nersessian, 2002, p. 140). Communicating mental models often involves drawing diagrammatic representations with
pictures, words, and symbols (Jones et al., 2011). Mental model assessments have been used to better understand the level of
conceptual knowledge a learner has acquired. Additionally, mental model assessments can illuminate gaps in an individual’s
understanding of a system or phenomenon.
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Chi, Siler, Jeong, Yamauchi, and Hausmann (2001) used mental model assessment to measure learning during a tutoring session
about the human body’s circulatory system. Before and after the tutoring session, participants were asked to draw and explain the
path of blood through the circulatory system on a sheet of paper with an outline of the human body. To analyze the drawings made
by participants, Chi et al. developed seven different mental models. Six of these seven models had different degrees of errors. All
seven models were ranked from the most naïve ‘‘No Loop’’ model to the most accurate and complete ‘‘Double Loop-2’’ model. Using
this ranking of mental models, pre- and post-test drawings were analyzed in two distinct ways to measure the effectiveness of the
tutoring session. First, the authors counted how many students had the most accurate ‘‘Double Loop-2’’ model before the tutoring
session (0/11 students) and after the session (8/11 students). Second, the authors computed the average number of mental model
shifts per individual student. For example, students who drew the most naïve ‘‘No Loop’’ model during the pre-test and the most
complex ‘‘Double Loop-2’’ model during the post-test received a score of 6 (equal to the number of mental model ‘‘upshifts’’ from
the pre-test to the post-test).

5.3. Comparative judgment

Assessing conceptual learning is challenging. One approach is to develop multiple-choice questions that evaluate a learner’s
understanding of a concept. However, developing such multiple-choice questions requires careful thought and validation. Another
approach is to develop open-ended questions that are graded using detailed rubrics. However, this requires rubrics that result in
acceptable levels of intercoder agreement. Jones, Inglis, Gilmore, and Hodgen (2013) proposed an alternative approach to conceptual
earning assessment referred to as comparative judgment.
The comparative judgment approach proceeds as follows. First, learners are asked an open-ended question designed to assess

heir understanding of a particular concept. Second, multiple domain experts are asked to evaluate pairs of responses. Each expert
s presented with pairs of responses and asked to determine which one conveys a deeper understanding of the concept (ties are not
llowed). Importantly, domain experts are not given a rubric. Instead, they rely solely on their expert knowledge of the concept.
inally, a single ranking of responses (from ‘best’ to ‘worst’) is generated from these redundant pairwise judgments.
The comparative judgment approach has three main advantages. First, assessors produce pairwise rather absolute judgments. It

as long been argued that humans are better at comparing pairs of objects against one another than they are at scoring objects
n isolation (Thurstone, 1927). Second, there is no need for a grading rubric. Instead, experts rely solely on their own subjective
udgment. Jones et al. argued that this process allows for the grading to consider important criteria that are ‘‘difficult if not impossible
o specify comprehensively [in a rubric]’’ (Jones et al., 2013, p. 115). Finally, a set of 𝑛 items is associated with 𝑛(𝑛−1)

2 pairs, which
is typically a prohibitive number of pairwise assessments. However, the comparative judgment approach can leverage algorithms
that selectively choose a much smaller number of pairs to judge in order to output a stable ranking (e.g., Pollitt (2012)).

Jones et al. (2013) used the comparative judgment technique to measure conceptual understanding of fractions within a group of
students. The open-ended assessment asked participants to order a set of fractions from smallest to largest and explain their method
for doing this. Pairs of responses were judged by eight domain experts (i.e., current and former math educators). Results found the
final ranking of responses to be highly stable. For example, results found very similar rankings by considering pairwise preferences
from different subsets of experts. Bisson, Gilmore, Inglis, and Jones (2016) also validated the comparative judgment approach.
Here, the authors tested conceptual understanding of three math concepts: 𝑝-values, derivatives, and letters in algebra. Participants’
conceptual understanding was assessed using the comparative judgment approach and other well-established instruments (e.g., the
Calculus Concept Inventory test (Epstein, 2007)). Results from the comparative judgment approach were largely consistent with
those from other instruments.

5.4. Coordinating assessments to measure learning from different perspectives

A single type of learning assessment is often insufficient to capture everything a student has learned. Pellegrino argued that ‘‘no
single test score can be considered a definitive measure of a student’s competence’’ and that ‘‘multiple measures enhance the validity
and fairness of the inferences drawn by giving students various ways and opportunities to demonstrate their competence’’ (Pellegrino,
2014, p. 246). Additionally, Pellegrino asserted that multiple assessment types offer more evidence that higher test scores represent
learning gains versus a narrow understanding of specific test material.

As an exemplary multiple-assessment study, McNeil and Alibali (2000) used different types of assessments to measure math-
related learning by children (i.e., 4th graders). Specifically, the authors implemented assessments to measure three types of learning
as a result of an instructional session: (1) conceptual learning, (2) procedural learning, and (3) transfer of learning.

To measure conceptual learning, McNeil and Alibali used a combination of multiple-choice and short-answer questions. The
conceptual knowledge assessment involved three types of tasks: (1) classify 15 equations into standard form (e.g., 7 − 4 = 3) or
non-standard form (e.g., 8 = 2 + 6), (2) explain the meaning of the equal sign in your own words, and (3) solve 3 equivalence
problems (e.g., 𝑎+ 𝑏+ 𝑐 = 𝑎+ ?). This assessment was administered immediately before, immediately after, and two weeks after the
nstructional session. Most questions had a single correct answer. Responses to the ‘‘equal sign question’’ were scored as correct if
hey demonstrated a relational understanding of the equal sign (e.g., ‘‘it means same as’’ versus ‘‘it means the answer’’).
To measure procedural learning, McNeil and Alibali asked participants to solve three equivalence problems (e.g., 𝑎+𝑏+𝑐 = 𝑎+?).

After completing each problem, students were asked to explain how they arrived at their answer. This assessment was also
administered immediately before, immediately after, and two weeks after the instructional session. This assessment was scored in
two different ways. First, the equivalence problems had predefined correct answers that were scored accordingly. Second, students’
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explanations were analyzed using qualitative techniques. The authors identified three correct and four incorrect strategies used by
participants. To assess procedural learning, participants were scored based on their use of correct versus incorrect strategies.

Finally, to measure transfer of learning, McNeil and Alibali used an additional set of equivalence problems. These equivalence
roblems had subtle differences from the examples used during the instructional session. For example, the authors varied the position
f the unknown value (e.g., 𝑎+𝑏+𝑐 = ?+𝑎). This assessment included six questions. Some of these were designed to be intentionally
difficult because the problem-solving procedures taught during the instructional session could not be directly applied. Specifically,
these questions introduced a new addend on the right (e.g., 𝑎+ 𝑏+ 𝑐 = 𝑑 + ?). The transfer of learning assessment was administered
mmediately after and two weeks after the instructional session. The assessment was scored in two different ways. First, an overall
ransfer score was calculated by summing the number of correct solutions from the six equivalence problems. Second, the authors
nalyzed problem-solving strategies implemented during the intentionally difficult problems. Participants were assessed based on
heir ability to generate a new and generalizable problem-solving procedure (e.g., 𝑎 + 𝑏 + 𝑐 = 𝑑 + 𝑎 + 𝑏 + 𝑐 − 𝑑).

.5. Opportunities for search-as-learning

Studies outside of search-as-learning have used different types of assessment techniques: task performance, mental models,
omparative judgment, and assessment combinations that target different dimensions of learning. Next, we propose three actionable
teps for future research in search-as-learning.
First, search-as-learning studies have not yet considered assessments based on task performance and mental models. Importantly,

hese types of assessments can be used to measure learning with respect to specific knowledge types—task performance can be used
o measure procedural knowledge gains and mental models can be used to measure conceptual knowledge gains. Second, many
earch-as-learning studies have used open-ended assessments to measure learning. Open-ended assessments have many benefits,
ut one critical challenge—the grading rubric needs to be validated by measuring agreement between independent assessors.
o help alleviate this challenge, future studies should borrow ideas from the comparative judgment technique (e.g., ranking
ssessments though pairwise comparisons from redundant assessors). Finally, search-as-learning studies should explore combinations
f assessments that target different dimensions of learning. For example, McNeil and Alibali (2000) used a combination of assessments
that targeted conceptual knowledge gains, procedural knowledge gains, and transfer of learning. Search-as-learning studies have
combined assessment types such as multiple-choice and open-ended assessments. However, studies have mostly varied the assessment
type to account for certain task manipulations (e.g., using multiple-choice for simple tasks and open-ended for complex tasks). Future
research should consider using different assessment combinations to capture different dimensions of learning during the same task.
For example, if a study is considering a novel tool to support learning, the researchers might consider whether the tool supports
both procedural and conceptual knowledge gains through different assessments.

6. Reflections & recommendations for future research

Given the wide variety of learning assessments that exist, developing learning assessments for a search-as-learning study may
seem like a daunting task. Pellegrino (2014) outlines three factors that should guide the development of learning assessments: (1)
purpose (e.g., to assess individual learning or to evaluate an educational program); (2) context (e.g., classroom or large scale),
and (3) practical constraints (e.g., resources and time). Although these factors should guide the assessment development process,
assessments are often crafted based on a ‘‘[vague] description of what students are supposed to know and what they should be able
to do’’ (Pellegrino, 2014, p. 239). Precise learning objectives are useful in developing assessments that are focused, targeted, and
able to serve as a valid measure of intended learning. In this section, we discuss learning assessment guidelines. Additionally, we
discuss practical factors to consider and strategies for mitigating drawbacks from specific types of assessments.

Developing a learning assessment begs the question: What do we mean by learning? Answering this question can be difficult
because learning is inherently multidimensional. In this section, we propose four dimensions to consider and provide methods to
develop assessments for each dimension. The first two dimensions (cognitive process and knowledge type) can be defined using the
A&K taxonomy (Anderson et al., 2001) (Section 2.1). The second two dimensions involve retention and transfer of learning.

6.1. Learning assessment development—Identifying cognitive process and knowledge type

The first step in learning assessment development is to precisely define the learning objective(s) study participants are being asked
to accomplish. What precisely is the participant being asked to learn during a specific search task? As described in Section 2.1, the
A&K taxonomy situates learning objectives at the intersection of two orthogonal dimensions: cognitive process and knowledge type.

The cognitive process dimension defines the types of cognitive activities associated with the objective. In other words, the
cognitive process dimension defines the types of mental activities the searcher will be able to perform if the learning objective is
met. Cognitive processes range from simple to complex: remember, understand, apply, analyze, evaluate, and create. If a remember
objective is met, the learner will be able to recall information verbatim. If an understand objective is met, the learner will be
able to explain information in their own words or identify examples of a construct. If an apply objective is met, the learner will
be able to execute a process. If an analyze objective is met, the learner will be able to explain relations (e.g., similarities and
differences) between elements. If an evaluate objective is met, the learner will be able to critique or prioritize elements. Finally,
if a create objective is met, the learner will be able to generate a new solution to a problem or organize information using a new
20
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Fig. 1. The A&K taxonomy can be used to develop multiple types of assessment questions for a single learning objective. The learning objective and all assessment
questions share the same knowledge type.

The knowledge type dimension defines the type of knowledge associated with the objective: factual, conceptual, procedural, and
metacognitive knowledge. The first three knowledge types relate to external knowledge (i.e., knowledge about the outside world).
Factual knowledge relates to isolated bits of objective information. Conceptual knowledge relates to concepts, categories, theories,
principles, schemas, and models. Procedural knowledge relates to knowledge about how to perform a task. The last knowledge type
(metacognitive) looks inward and relates to self-knowledge about one’s own cognition.

Many studies have leveraged the A&K taxonomy to develop learning-oriented search tasks (Capra et al., 2015; Ghosh et al.,
018; Jansen et al., 2009; Kalyani & Gadiraju, 2019; Kelly et al., 2015; Urgo et al., 2020; Wu et al., 2012). Most of these studies
ave leveraged the cognitive process dimension and ignored the knowledge type dimension. As one exception, Urgo et al. (2020)
developed search tasks with objectives that varied along three cognitive processes (apply, evaluate, create) and three knowledge
types (factual, conceptual, procedural).

Anderson and Krathwohl argue that learning objectives can be defined as a verb–noun combination. The verb defines the
cognitive process and the noun defines the knowledge type of the objective. For example, consider the following learning objective:
‘‘The learner will be able to judge which principle best explains lift acting on an airplane’s wing: Bernoulli’s principle or Newton’s
third law of motion’’. Using the A&K taxonomy, the verb of the objective, judge, can be directly mapped to the cognitive process
of evaluate. Similarly, the noun of the objective, principle, can be directly mapped to conceptual knowledge. Another example
objective might be: ‘‘The learner will be able to use the HeapSort algorithm to sort a list of numbers’’. The verb use can be directly
mapped to the cognitive process of apply and the noun algorithm can be directly mapped to procedural knowledge. Using the A&K
taxonomy, learning objectives can be easily modified to become assessment questions. For example, after gathering information, a
searcher could be asked: ‘‘Judge which principle (Bernoulli’s Principle or Newton’s third law of motion) best explains lift and provide
a justification’’. or ‘‘Sort the numbers below using the Heapsort algorithm and show each step’’..

In the previous examples, each assessment question aligns perfectly with the objective. Importantly, each question asks the
searcher to demonstrate that they achieved the exact learning objective set forth in the task description. Given a specific objective,
searchers are likely to engage in a variety of cognitive processes as they gather and engage with information. The A&K taxonomy can
also be leveraged to assess the breadth of cognitive processes a searcher can successfully engage in after searching. This assessment
approach measures whether a learner can engage in cognitive processes of varying complexity within the same knowledge type
(shown in Fig. 1). For example, consider the objective of judging whether Bernoulli’s principle or Newton’s third law of motion
est explains lift. Given this ‘evaluate/conceptual’ objective, one could also assess whether a searcher can successfully engage in
impler or more complex cognitive processes within the same (conceptual) domain. For example, a remember question could ask
he learner to identify the correct definition of Bernoulli’s principle from a predefined set. An understand question could ask the
earner to explain Bernoulli’s principle in their own words. An apply question could ask the learner to use Bernoulli’s principle
o explain lift. An analyze question could ask the learner to differentiate between Bernoulli’s principle and Newton’s third law of
otion. An evaluate question could ask the learner to explain which principle/law best explains lift (i.e., the primary objective).
inally, a create question could ask the learner to generate their own diagram of Bernoulli’s principle applied to lift.
21
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6.2. Learning assessment development—Capturing learning retention and transfer of learning

Beyond cognitive process and knowledge type, learning assessment methods can (and should) consider two additional dimen-
ions: learning retention and transfer of learning. We believe researchers should capture learning retention and transfer of learning
ecause they are both indicative of deeper understanding. Learning retention assessments indicate what information has been moved
nto a learner’s long-term memory storage for future use. When saving information in long-term memory, Sousa (2017) explains that
the brain has determined that the information has both sense (i.e., the learner has fit the information into their existing knowledge
structures) and meaning (i.e., the information is relevant to the learner). Therefore, learning retention shows which information
has been deeply learned, having both sense and meaning to the learner. Transfer of learning assessments indicate the ability of
the learner to use what has been learned in new situations. The ability to transfer knowledge is a core component of meaningful
learning (Anderson et al., 2001). We argue that the goal of search-as-learning is to facilitate learning that goes beyond immediate
recall and includes learning retention and transfer of learning, in which a learner will be able to (1) retain the information to be
able to use it again in the future, and (2) be able to use the information in new situations. This section offers methods for developing
and implementing retention and transfer of learning assessments in search-as-learning studies.

Learning retention assessment methods are designed to measure how much or how well knowledge has been integrated into
long-term memory. This can be measured by administering a delayed post-test after the search session. Research has shown that
the largest loss of newly acquired information or skills occurs within 18 to 24 hours (Sousa, 2017). For this reason, we recommend
waiting at least 24 h after the search session before administering a learning assessment that is meant to capture learning retention.
Relatively few studies in search-as-learning have administered assessments aimed at capturing learning retention of knowledge
acquired during the search process (Heilman & Eskenazi, 2006; Qiu et al., 2020).8 For example, in addition to an immediate post-
task learning assessment, Qiu et al. (2020) measured retention of learning with a ‘‘long-term memory test’’ administered three days
fter the search session. The multiple-choice questions on the retention test were identical to those on the pre-test and immediate
ost-test.
Given the limited number of studies that have measured retention, many open questions remain. Namely, how is retention

nfluenced by characteristics of the individual searcher, the task, or the system? For example, are levels of retention higher for users
ith more prior knowledge or during more cognitively complex tasks? And, how can we develop search tools to improve retention?
rior work in learning sciences has found several factors that influence learning retention that may be useful starting points for
uture search-as-learning work. Such factors include formative feedback (Shute, 2008), delayed feedback (Smith & Kimball, 2010),
nd spoken and written presentation of information (versus only spoken or only text), also known as ‘‘verbal redundancy’’ (Adesope
Nesbit, 2012).
Additionally, it is important for search-as-learning researchers to consider transfer of learning when developing learning

ssessments. Haskell defines transfer of learning as the ‘‘use of past learning when learning something new or the application of
past] learning to [...] new situations’’ (Haskell, 2001, p. xiii). Assessments that target transfer of learning measure a learner’s ability
o use knowledge in a new context from the one encountered during the learning process. Essentially, assessments that target transfer
f learning measure a learner’s ability to generalize beyond what was learned. Similar to retention, only a few studies in search-as-
earning have explored transfer of learning. Heilman and Eskenazi (2006) and Heilman et al. (2010) explored transfer of learning in
he context of vocabulary acquisition during search. To measure learning, participants completed fill-in-the-blank sentences using
arget vocabulary words. These fill-in-the-blank sentences situated vocabulary terms within the same textual context encountered
uring the search session. Additionally, to measure transfer of learning, participants were also asked to generate their own sentences
sing target vocabulary words. These sentence generation questions required participants to situate a target vocabulary word in a
ovel context. Generated sentences were assessed based on correct grammar and the extent to which they signaled a complete and
uanced understanding of the vocabulary word. Outside of search-as-learning, McNeil and Alibali (2000) assessed transfer of learning
y having participants complete equivalence math problems that had a different form than those used during the instructional
ession. During the instructional session, participants learned to solve problems of the form 𝑎+ 𝑏+ 𝑐 = 𝑎+ ?. During the assessment
phase, participants were asked to solve problems of the form 𝑎+ 𝑏+ 𝑐 = 𝑑 +? (i.e., the problems introduced a new term on the right
side of the equation). These transfer of learning questions required participants to go beyond the mathematical steps taught during
the instructional session.

Transfer of learning has largely gone unexplored in search-as-learning. Anderson et al. (2001) argued that being able to transfer
nowledge to new situations or problems is a core tenet of meaningful learning. Therefore, it is important for search-as-learning
tudies to include assessment questions or exercises that measure transfer of learning.
The A&K taxonomy can also be a useful framework to develop assessment materials to measure transfer of learning. Measuring

ransfer of learning may make more sense during search tasks with complex learning objectives. Let us consider learning-oriented
earch tasks with objectives associated with the cognitive processes of understand, apply, analyze, evaluate, and create (Fig. 2).
Imagine an objective that requires participants to explain how concept A is exemplified by (i.e., understand) example B. A

ransfer of learning question could then ask a participant to explain how concept A is exemplified by new example C. For instance,
n objective could ask a participant why ‘‘The Temptation of Saint Anthony’’ by Dalí is an example of surrealism. Through searching,
participant might learn about features of surrealism that describe why the painting is an example of surrealism (e.g., the painting

8 Outside of search-as-learning, prior studies have explored factors that influence a searcher’s ability to remember specific functions of the search system (Liu,
22
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Fig. 2. Conceptualizing transfer of learning assessment items using the A&K taxonomy.

involves dream-like scenes and distorted figures). To test transfer of learning, a participant could be asked to describe why a painting
they did not encounter during search, ‘‘Leonora in the Morning Light’’ by Ernst, exemplifies surrealism.

Imagine an objective that requires participants to use (i.e., apply) procedure A to solve problem B. A transfer of learning question
might ask participants to use procedure A to solve problem C. For example, an objective could ask a participant to use factorization
to solve the following problem, ‘‘Factor the following quadratic expression: 𝑥2 − 𝑥 − 6’’. By correctly applying factorization, the
answer is (𝑥 + 2)(𝑥 − 3). To test transfer of learning, a participant could be asked to use factorization to solve the problem, ‘‘Factor
the following algebraic expression: 𝑥4 − 13𝑥2 + 36’’. This type of problem requires the participant to apply factorization to arrive at
the factors (𝑥2 − 9)(𝑥2 − 4). At this stage, transfer of learning is necessary in the following two actions. First, the participant must
recognize that the expression (𝑥2 − 9)(𝑥2 − 4) can be further factored. Second, the participant must again apply factorization to find
the factors (𝑥 − 3)(𝑥 + 3)(𝑥 − 2)(𝑥 + 2).

Imagine an objective that requires participants to distinguish (i.e., analyze) between concepts A and B. A transfer of learning
question might ask participants to distinguish between concept A and C. For example, a participant could be asked to distinguish
between the artistic movements of surrealism and Dadaism. To test transfer of learning, the participant could be asked to distinguish
between the artistic movement of surrealism and a different movement such as romanticism.

Imagine an objective that requires participants to decide (i.e., evaluate) whether concept A or B best explains phenomenon C. A
transfer of learning question might ask participants to judge whether concept A or B best explains phenomenon D. For example, a
participant could be asked to judge whether Bernoulli’s principle or Newton’s third law of motion best explains lift. To test transfer
of learning, the participant could be asked to judge whether Bernoulli’s principle or Newton’s third law best explains a different
phenomenon such as the thrust of a jet engine.

Finally, imagine a learning objective that requires participants to modify (i.e., create) procedure A to solve problem B under
constraints C. A transfer of learning question might ask participants to modify A to solve B under constraints D. For example, a
participant could be asked to modify a recipe for making crème brûlée under the constraints that it must be easy for kids to make.
To test transfer of learning, the participant could be asked to modify the recipe to make crème brûlée under the constraints that it
be made as quickly as possible.

In the above examples, the transfer of learning questions involve introducing a novel component (not directly part of the
objective). One might then ask: What if participants lack prior knowledge of this novel component? To help address this, details about
the novel component can be introduced as part of the assessment. For example, consider the above transfer of learning example
involving analyzing. The participant is asked to distinguish between surrealism and Dadaism. To meet this objective, a searcher
needs to gather information about both concepts. However, the transfer of learning question asks participants to distinguish between
surrealism and romanticism. In order to remove prior knowledge as an obstacle, the question could include sufficient details about
romanticism (e.g., romanticism artwork involves emotions, nature, and literal interpretations of the world) so that the participant
can try to distinguish between concepts based on their acquired knowledge of surrealism.

Future search-as-learning studies should consider a searcher’s ability to use what was learned to support new learning. Next,
we propose five open questions for future research to explore. First, what are characteristics of the searcher that affect transfer
of learning? Such factors may include domain knowledge, motivation, engagement, and effort. For example, a highly motivated
searcher may be more likely to engage in strategies such as self-explanation, which deepen understanding. Strategies that deepen
understanding are important components in successful transfer of learning (Chi & VanLehn, 2012). Second, how can we develop
search tools to promote transfer of learning? Perhaps systems that promote transfer of learning during the search process are
more likely to promote transfer of learning after the search process is complete. For example, suppose that a searcher is trying
to understand how Bernoulli’s principle applies to lift acting on an airplane’s wing. A system could diversify examples used to
23
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illustrate Bernoulli’s principle (e.g., wings, sailboats, curveballs, etc.). Exposing searchers to different perspectives may lead to a
greater ability to use what was learned to support new learning. Third, what is the relation between particular search behaviors
and transfer of learning? As discussed, prior work in search-as-learning has investigated the relation between search behaviors
and knowledge gains (Abualsaud, 2017; Bhattacharya & Gwizdka, 2019; Collins-Thompson et al., 2016; Gadiraju et al., 2018; Liu
& Song, 2018; Lu & Hsiao, 2017; Palani et al., 2021; Yu et al., 2018). Investigating the relationship between search behaviors
and transfer of learning may help researchers better understand signals of deeper, more meaningful learning. Fourth, what is the
relation between serendipity and transfer of learning? During search, a serendipitous interaction involves investigating a direction
that was not previously anticipated. This aspect of serendipity may promote transfer of learning. Specifically, during a serendipitous
interaction, a searcher may be encouraged to use newly acquired knowledge in a novel and unexpected context. Prior work has
investigated factors that may support serendipity during search, such as results diversification (Makri, Blandford, Woods, Sharples,
& Maxwell, 2014; Taramigkou, Apostolou, & Mentzas, 2017). Future work in search-as-learning could explore the influence of such
factors on transfer of learning during search. Finally, how is transfer of learning related to other types of learning outcomes? For
example, is transfer of learning more closely related to outcomes associated with reading comprehension versus factual recall?

6.3. Practical considerations

In Sections 4 and 5, we enumerate different types of learning assessment used in search-as-learning studies and beyond. After
clearly defining the type of learning to be assessed after a specific search task, it is important to reflect on practical considerations
that might impact the choice of learning assessment. Table 3 can help guide the selection process based on practical considerations.
Table 3 characterizes assessment types along eight dimensions. Three dimensions consider how easy it is to develop, administer,
and grade the assessment. A fourth dimension considers how quickly the assessment can be graded to provide learners with timely
feedback. A fifth dimension considers the assessment’s reliability. Assessments can produce unreliable results because they are
prone to guesswork (e.g., multiple-choice), are based on subjective perceptions (e.g., self-report), or are crude measures of learning
(e.g., implicit behavioral measures). A sixth dimension considers how easy it is to compare test scores across participants. Multiple-
choice test scores are easy to compare. Conversely, summary scores are more difficult to compare because grading is more subjective
(i.e., involves qualitative coding) and writing skills may vary widely across participants. The final two dimensions consider whether
the assessment is likely to capture everything the participant has learned in terms of breadth and depth. Open-ended assessments
(e.g., summaries) typically have more coverage than closed-ended assessments (e.g., multiple-choice).

Next, we discuss three factors that are important to consider when choosing the type of assessment: time, setting, and cognitive
complexity.

Time: Consider a researcher who is designing a lab study to investigate the impact of ongoing feedback from assessments
administered during the search process. In this study, it seems important for the feedback to be administered quickly. Given this
time constraint, multiple-choice, short-answer, and free recall assessments seem like viable options. These assessments can be graded
quickly (even automatically) and can ask about material that is central to the assigned search task (known in advance).

Setting: Consider a researcher who is designing a study to investigate learning during genuine, longitudinal search tasks. In
a naturalistic setting, learning assessments need to be open-ended because the search task is not known in advance. Given this
constraint, summaries and open-ended questions seem like viable options. These types of assessments allow searchers to convey
what they have learned across topics and levels of cognitive complexity. While grading requires more time and effort, it can be
done after the data collection phase.

Cognitive Complexity: Consider a researcher who is designing a study to investigate the effects of task complexity on learning
outcomes. In this case, the type of assessment may need to vary depending on the complexity of the task’s objective. A simple
objective (remember) may involve rote memorization. Multiple-choice, short answer, or free-recall questions can be used to test a
participant’s ability to recall information. A more complex objective (analyze) may involve decomposing a system and understanding
the relations between its components. Mind maps or mental model diagrams can be used to test a participant’s ability to convey
accurate and nuanced relations between elements. Finally, a highly complex task (create) may involve generating a new solution
to a problem. Open-ended questions can be used to test a participant’s ability to describe a new solution to a problem or a novel
representation of a domain. In general, open-ended (vs. closed-ended) assessments may be more appropriate during more complex
tasks. Prior work has found that searchers with more complex objectives have more divergent search behaviors (e.g., issue different
queries) when compared to each other (Kelly et al., 2015). In other words, during complex tasks, searchers tend to go in different
directions. In this case, open-ended assessments may give searchers the opportunity to convey unique things they learned during the
search process.

6.4. Mitigating drawbacks

Every type of assessment has drawbacks. However, strategies can be implemented to mitigate their impact. Here, we discuss
strategies to mitigate the drawbacks of: (1) priming effects, (2) limited topical range, and (3) limited cognitive complexity range.

First, priming effects are a potential concern for certain types of assessments. For example, studies have used multiple-choice
tests to measure learning before and after a search task. Pre-task multiple-choice tests risk revealing keywords that participants can
use in their searches. In other words, pre-task assessments (particularly closed-ended ones) can give searchers an unintended ‘‘head
start’’. This drawback can be mitigated by administering the pre-task assessment much earlier than the search session. Pardi et al.
24
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Second, topical coverage can be quite limited with certain assessment types. For example, multiple-choice tests inquire about
pecific items learned, but may not capture all that was learned during the search session. This drawback can be mitigated by
ncorporating additional assessment types in order to capture breadth of learning. Pardi et al. (2020) addressed this problem by
administering a multiple-choice test and an essay assessment. The essay assessment asked participants to explain how thunderstorms
and lightning form. This allowed for a broader understanding of what was learned during the session. Similarly, Collins-Thompson
et al. (2016) administered a short-answer assessment along with open-ended assessment questions that asked participants to write a
summary of what was learned, generate an outline for a hypothetical paper, and enumerate questions they still had about the task
topic.

Finally, some assessment types, such as multiple-choice tests, can be limited in the range of cognitive complexity that is measured.
In Section 6.3, we advocated that open-ended assessments be used to measure a searcher’s ability to engage in complex cognitive
processes. Additionally, this drawback of closed-ended assessments can be mitigated by carefully constructing questions that require
more complex cognitive processes to answer. For example, Freund et al. (2016) developed multiple-choice items that assessed both
microstructural and macrostructural aspects of reading comprehension. Microstructural questions asked about information found in
a single article and therefore tested the participant’s ability to remember/understand. Macrostructural questions asked about common
themes across articles and therefore tested the participant’s ability to analyze (i.e., infer relations).

7. Conclusion

Learning assessment is a complex and challenging component of search-as-learning research. In order to address the challenge
of learning assessment selection and development, we reviewed the learning assessments used in search-as-learning studies,
investigated new approaches from outside search-as-learning, and offered guidelines and practical considerations for researchers
when developing learning assessments. First, we categorized learning assessments from prior work in search-as-learning into
nine learning assessment types. Within each assessment type, we explored how assessments were administered and detailed how
assessments were scored. We also discussed the potential benefits and drawbacks of each assessment type. Categorizing and detailing
learning assessments from search-as-learning studies has shed light on the many components that make up a learning outcome
measurement. Given the variation observed in reporting, search-as-learning work would benefit from detailed descriptions of all
parts of the assessment process. Specifically, it is important to elucidate—(1) the measurement of prior knowledge; (2) the complete
assessment or example questions from the assessment; (3) a detailed guide of the grading process; and (4) the calculation process
of the final learning metric. Each of these factors are important to communicate because they impact the interpretation of results
in search-as-learning studies.

Apart from search-as-learning studies, we discussed three assessment techniques used in education and psychology (i.e., task
performance, mental models, and comparative judgment). These assessment techniques may help search-as-learning researchers
to alleviate grading challenges, capture more specific or subtle aspects of learning, and provide greater coverage of learning.
Additionally, this review provides search-as-learning researchers with practical guidelines for developing learning assessments. First,
we showed how the A&K taxonomy can be used to precisely define learning objectives and develop assessment materials that align
with the objective(s). Next, we discussed learning retention and transfer of learning, and provided methods for capturing each.
Although Anderson & Krathwohl highlight their importance, learning retention and transfer of learning remain largely unexplored
in search-as-learning. We argue that both are important areas of inquiry for future work. We also provided guidance for researchers
to select a type of assessment based on research goals and practical considerations. For example, consider a search-as-learning study
that involves understand-level learning by crowdsourced workers as participants. In this case, a closed-ended multiple-choice test
may be appropriate for several reasons. First, multiple-choice tests can be carefully crafted to measure understand-level learning.
The questions can ask about definitions and examples, and include distractor options that are rooted in common misconceptions.
Second, while developing the assessment may require substantial effort, the grading of the assessment is quick and easy. It could
even be automated. This may be appealing if the study involves many participants. Finally, crowdsourced workers may be less
inclined to satisfice on an assessment that has predefined correct answers versus an open-ended assessment. All assessment types
have pros and cons. Therefore, we concluded our review by outlining ways to mitigate the drawbacks of certain assessment types.
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