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ABSTRACT
With the increasing adoption of GPS modules, there are a wide
range of urban applications based on trajectory data analysis, such
as vehicle navigation, travel time estimation, and driver behavior
analysis. The effectiveness of urban applications relies greatly on
the high sampling rates of trajectories precisely matched to the map.
However, a large number of trajectories are collected under a low
sampling rate in real-world practice, due to certain communication
loss and energy constraints. To enhance the trajectory data and
support the urban applications more effectively, many trajectory re-
covery methods are proposed to infer the trajectories in free space.
In addition, the recovered trajectory still needs to be mapped to the
road network, before it can be used in the applications. However,
the two-stage pipeline, which first infers high-sampling-rate tra-
jectories and then performs the map matching, is inaccurate and
inefficient. In this paper, we propose a Map-constrained Trajectory
Recovery framework, MTrajRec, to recover the fine-grained points
in trajectories and map match them on the road network in an
end-to-end manner. MTrajRec implements a multi-task sequence-
to-sequence learning architecture to predict road segment and mov-
ing ratio simultaneously. Constraint mask, attention mechanism,
and attribute module are proposed to overcome the limits of coarse
grid representation and improve the performance. Extensive exper-
iments based on large-scale real-world trajectory data confirm the
effectiveness and efficiency of our approach.
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Figure 1: Intuition of Trajectory Recovery Problem

1 INTRODUCTION
Nowadays, GPS modules have been widely used throughout all
kinds of mobile devices, and the generated trajectory data have em-
powered many applications, such as vehicle navigation [11], travel
time estimation [6], driver behavior analysis [5]. The effectiveness
of these applications relies on the sampling rate of trajectories, since
low-sampling-rate trajectories lose detailed information for mov-
ing objects and increase the uncertainty between two consecutive
sampled locations. However, in reality, there is a large quantity of
low-sampling-rate GPS trajectory data. For instance, taxis usually
report GPS locations every 2 ∼ 6 minutes to reduce the energy
consumption of communication [31].

In order to utilize these low-sampling-rate trajectories more ef-
fectively, many inference methods have been proposed to recover
low-sampling-rate trajectories. One straight forward solution is to
assume that vehicles are movingwith the uniform speeds [10]. How-
ever, the dynamic behavior mobility pattern cannot be captured
in this way. To tackle this challenge, many deep learning based
models have been proposed [28–30]. For example, Wang et al. [28]
recovered a high-sampling-rate trajectory from a low-sampling-
rate one with DHTR, which predicts the coarse-grained grid of
high-sampling-rate point by integrating a sequence-to-sequence
model with a calibration component of Kalman Filter. However,
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after the trajectory recovery process, there is still a map match-
ing [20] task to be done, before the trajectory data can be used by
the applications. The map matching task aligns GPS points in trajec-
tories with the road network, and is a fundamental pre-processing
step. It not only empowers the road-based applications, e.g., vehi-
cle navigation [11], travel time estimation [6], but also enriches
trajectories with more semantic meanings to benefit driver-based
applications, e.g., behavior analysis [5].

Traditional methods solve the map-constrained trajectory re-
covery problem through a two-stage pipeline, which first recovers
low-sampling-rate trajectories and then implements a map match-
ing algorithm to project trajectories onto the road network. Al-
though we can perform map matching based on the recovered
trajectory as shown in Fig. 1, the inference error can be accumu-
lated. In addition, the two-stage pipeline is also inefficient because
map matching algorithms are time-consuming [18, 20, 31]. Based
on these observations, a natural question arises: can we recover a
high-sampling-rate trajectory based on a low-sampling-rate one
and perform map matching on it simultaneously? The end-to-end
solution is expected to reduce the inference error as shown in the
bottom part of Fig. 1, and improve the efficiency.

Luckily, with the renaissance of neural networks, the deep learn-
ing technique provides a promising computational framework to
solve complicated tasks, which gives us an opportunity to tackle
the challenges in an end-to-end fashion. To our best knowledge,
this work is the first attempt to recover low-sampling-rate trajecto-
ries and map match them onto the road network simultaneously.
Specifically, the map-constrained trajectory recovery problem is
challenging due to the following reasons:

(1) Map constraints. Previous work [28–30] focus on trajectory
recovery in the free space. It is difficult for a deep learning
model to generate road network constrained coordinates.

(2) Coarse grid representations. Converting the numerical coordi-
nates to discrete units is a common preprocessing strategy for
deep-learning-based trajectorymodeling [7, 21, 23, 28, 30], since
it can reduce the computational complexity of unconstrained
numerical coordinates. However, using discrete units is likely
to introduce noises or inaccurate information into the model,
which incurs challenges in the fine-grained trajectory recovery
problem.

(3) Diverse complex factors. The recovery accuracy is influenced by
traffic conditions, as vehicles are not moving at constant speeds
in the real world. The traffic conditions are determined by many
complex factors, such as the spatial context, temporal depen-
dencies, and weather conditions [27]. In such scenario, only
using the low-sampling-rate trajectory data is not be sufficient
to recover the missing points accurately.

To tackle these challenges, in this paper, we propose a novel
Map-constrained Trajectory Recovery model, i.e., MTrajRec, which
is based on the sequence-to-sequence (Seq2Seq) multi-task learning.
MTrajRec recoveries the trajectories by interpolating the missing
points on the road network. First, to guarantee the recovered trajec-
tories constrained on the road network, we introduce a multi-task
learning into the classic Seq2Seq generation framework by predict-
ing road segment IDs and moving ratios simultaneously. In order to
deal with coarse grid representation, we design a constraint mask

layer to extract the fine-grained information. Finally, since the traf-
fic is affected by complex factors, we employ an attribute module
to capture the external influences. Overall, our main contributions
can be summarized as follows:
• We present the first attempt to solve the map-constrained trajec-
tory recovery problem via Seq2Seq multi-task learning.
• We devise a novel MTrajRec model, which can recover the trajec-
tory and map match it onto the road network simultaneously. We
utilize constraint mask, attention mechanism and attribute module
to improve the performance.
• We conduct substantial experiments using a real-world taxi tra-
jectory dataset to evaluate the effectiveness and efficiency of our
proposed MTrajRec.

2 OVERVIEW
2.1 Preliminaries
Definition 1. Trajectory. A trajectory 𝜏 can be defined as a se-
quence of GPS positions with timestamps, i.e, 𝜏 = ⟨𝑝1, 𝑝2, · · · , 𝑝𝑛⟩,
where 𝑝𝑖 = ⟨𝑙𝑎𝑡, 𝑙𝑛𝑔, 𝑡⟩,∀𝑖, 1 ≤ 𝑖 ≤ 𝑛, which captures the latitude
and longitude of the GPS position at timestamp 𝑡 .

Definition 2. Road Network. A road network is a directed graph
G = (V, E), whereV = {𝑣1, 𝑣2, · · · , 𝑣𝐾 } is a set of nodes represent-
ing intersections of road segments, and E = {𝑒1, 𝑒2, · · · , 𝑒𝐿} refers
a set of edges representing the road segments which connect nodes
𝑣 inV . For each 𝑒 ∈ E, it contains three properties: 1) start and end
nodes, indicating the start and end GPS position of a road segment;
2) length, which refers to the distance of a road segment in meter;
3) level, which indicates the type of road, such as highway, street,
etc., with different colors shown in Fig. 2(a).

(a) Road Segments Properties (b) Moving Ratio 𝑟

Figure 2: Examples of Preliminary Concepts

Definition 3. Map Matching. Due to GPS device measurement
errors, the GPS data is not precise. Map matching is a procedure to
convert a sequence of raw latitude/longitude coordinates, so that
the raw GPS points will be projected onto the road network.

Definition 4. Map-matched Trajectory Point. Amap-matched
trajectory point is denoted as 𝑎 = ⟨𝑒, 𝑟, 𝑡⟩, where 𝑒 is the road
segment ID, 𝑟 is the moving ratio, which represents the ratio of
moving distance over the length of the road segment, and 𝑡 is the
timestamp. Fig.2(b) gives a detailed explanation of 𝑟 . With the road
segment ID 𝑒 and the moving ratio 𝑟 , we can uniquely represent a
location on the road network. The convert function is formulated
as follows:

𝑝.𝑙𝑎𝑡 = 𝑎.𝑒.𝑠𝑡𝑎𝑟𝑡 .𝑙𝑎𝑡 + 𝑎.𝑟 ∗ (𝑎.𝑒.𝑒𝑛𝑑.𝑙𝑎𝑡 − 𝑎.𝑒.𝑠𝑡𝑎𝑟𝑡 .𝑙𝑎𝑡)
𝑝.𝑙𝑛𝑔 = 𝑎.𝑒.𝑠𝑡𝑎𝑟𝑡 .𝑙𝑛𝑔 + 𝑎.𝑟 ∗ (𝑎.𝑒.𝑒𝑛𝑑.𝑙𝑛𝑔 − 𝑎.𝑒.𝑠𝑡𝑎𝑟𝑡 .𝑙𝑛𝑔)

𝑝.𝑡 = 𝑎.𝑡

(1)
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Definition 5. Sampling Rate. A sampling rate 𝜖 is the time dif-
ference between two consecutive sampled points for a trajectory,
which usually depends on device settings.

Definition 6. Map-matched 𝜖-Sampling Rate Trajectory. A
map-matched trajectory 𝜏 with 𝜖-sampling rate is a sequence of
map-matched trajectory points, i.e, 𝜏 = ⟨𝑎1, 𝑎2, · · · , 𝑎𝑚⟩, where
𝑎 𝑗 = ⟨𝑒, 𝑟, 𝑡⟩,∀𝑗, 1 ≤ 𝑗 ≤ 𝑚 and 𝑎 𝑗+1 .𝑡 − 𝑎 𝑗 .𝑡 = 𝜖 . For simplicity, we
name 𝜏 as 𝜖-MM trajectory.

Note that although an 𝜖-MM trajectory 𝜏 is uniformly sampled,
points in a trajectory 𝜏 may not be uniformly distributed in times-
tamps, which is more challenging than uniformly distributed. Be-
sides, the 𝜖-MM trajectory 𝜏 is map matched on the road network,
while the trajectory 𝜏 is not perfectly constrained on the road net-
work due to GPS noises. Usually, points in trajectory 𝜏 are collected
with a low sampling rate.

2.2 Problem Definition
Given a low-sampling-rate trajectory 𝜏 = ⟨𝑝1, 𝑝2, · · · , 𝑝𝑛⟩ and a
target sampling rate 𝜖 , we aim to recover the real map-matched 𝜖-
sampling-rate trajectory 𝜏 = ⟨𝑎1, 𝑎2, · · · , 𝑎𝑚⟩. This is to say, for each
low-sampling-rate trajectory, we will infer its missing points and
map match it onto the road network simultaneously.

3 METHODOLOGY
To solve the trajectory recovery problem, we are inspired by the
classic Seq2Seq model [25], since our trajectory recovery problem
is similar to the machine translation problem, where low-sampling-
rate trajectories can be treated as English sentences and 𝜖-MM
trajectories can be treated as the same sentences in French. Thus,
Seq2Seq structure could be potentially used to solve the trajectory
recovery problem. However, the challenges of our problem men-
tioned in Sec. 1 prevent the Seq2Seq model from solving it, since
the Seq2Seq model can generate locations step by step but cannot
guarantee the generated trajectories are constrained on the road
network in an end-to-endmanner. Hence, we propose a novel model
– MTrajRec, which can recover missing points and map match them
onto the road network simultaneously.

In this section, we first introduce the basic structure of a multi-
task Seq2Seq model to tackle challenge (1) map constraint (see
Sec. 3.1), and then present three enhancement components of our
MTrajRec: a constraint mask layer, which deals with challenge (2)
coarse point representation (see Sec. 3.2), an attention mechanism,
which learns global correlations (see Sec. 3.3), and an attribute
module to solve challenge (3) diverse complex factors (see Sec. 3.4).
In the following, we elaborate them in details.

3.1 Multi-task Seq2Seq Structure
As illustrated in Fig. 3, MTrajRec is composed of an encoder and
a decoder. The encoder learns sequential dependencies for low-
sampling-rate trajectories, while the decoder predicts road segment
ID 𝑒 and moving ratio 𝑟 iteratively, using the previous output as
the input vector.
Encoder. The low-sampling-rate trajectory 𝜏 = ⟨𝑝1, 𝑝2, ..., 𝑝𝑛⟩ is
encoded into a single vector to capture the spatial and temporal
dependencies of 𝜏 . We refer the single vector as a context vector.
Instead of directly using coordinates, we convert the GPS locations

Figure 3: Structure of Basic MTrajRec

into discrete units. As [32] mentioned, it is more reliable and easy
to model ID sequence than the original numerical sequence. Each
numerical coordinate 𝑝𝑖 can be converted to a unit, which is de-
scribed as 𝑔𝑖 = ⟨𝑥𝑖 , 𝑦𝑖 , 𝑡𝑖𝑑𝑖 ⟩,∀𝑖, 1 ≤ 𝑖 ≤ 𝑛, where 𝑥𝑖 and 𝑦𝑖 represent
𝑖-th grid cell and 𝑡𝑖𝑑𝑖 = ⌊ 𝑡𝑖−𝑡0𝜖 ⌋ is the index of the points in the
target 𝜖-MM trajectory. Here, 𝜖 is the target sampling rate and 𝑡𝑖 is
the timestamp of 𝑖-th point in the low-sampling-rate trajectory 𝜏 .
The reason that we extract 𝑡𝑖𝑑 is to help the model learn how many
points should be interpolated between two consecutive points. The
low-sampling-rate trajectory 𝜏 is updated to 𝜏 ′ = ⟨𝑔1, 𝑔2, ..., 𝑔𝑛⟩. As
can be seen in Fig. 4(a), trajectory 𝜏 = ⟨𝑝1, 𝑝2, 𝑝3⟩ is updated to
𝜏 ′ = ⟨𝑔1, 𝑔2, 𝑔3⟩ with 𝑡𝑖𝑑 = ⟨1, 3, 7⟩. Note that 𝑡𝑖𝑑 is not continuous
because the low-sampling-rate trajectory is not uniformly sampled.

Since the trajectory data have sequential dependencies, we adopt
the Gated Recurrent Unit (GRU) [3] as the encoder to obtain the
context vector of low-sampling-rate trajectory. Such context vector
will be used as the initial hidden state for the decoder. GRU is a
variant of Long Short-term Memory networks (LSTM), which is
capable of learning long-term dependencies for sequential data
without performance decay. GRU sequentially updates a hidden-
state by introducing an update gate z and a reset gate r to control
the flow of information through the time steps. At each time step
𝑖 ∈ {1, 2, · · · , 𝑛}, the hidden-state vector s𝑖 is:

z𝑖 = 𝜎 (Wz · [s𝑖−1, g𝑖 ] + bz)
r𝑖 = 𝜎 (Wr · [s𝑖−1, g𝑖 ] + br)
s̃𝑖 = tanh(Ws · [r𝑖 ∗ s𝑖−1, g𝑖 ] + bs)
s𝑖 = (1 − z𝑖 ) ∗ s𝑖−1 + z𝑖 ∗ s̃𝑖 ,

(2)

whereWx represents the weights for the respective gate(𝑥 ) neurons
and bx is the bias for the respective gate(𝑥 ). To simplify, for getting
the context vector of low-sampling-rate trajectory, the encoder
derives the hidden state s𝑖 as:

s𝑖 = 𝐺𝑅𝑈 (s𝑖−1, g𝑖−1), (3)
where the last state s𝑛 will be considered as the context vector as
well as the initial hidden state for the decoder.

(a) Computation of 𝑡𝑖𝑑 (b) Constraint Distance

Figure 4: Illustration of concepts
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Decoder. The decoder is used to recover the low-sampling-rate
trajectory to the 𝜖-MM trajectory 𝜏 = ⟨𝑎1, 𝑎2, · · · , 𝑎𝑚⟩. As we men-
tioned before, the standard Seq2Seq model can predict the numer-
ical coordinates but cannot guarantee the trajectories being map
matched onto the road network. To tackle this challenge, instead of
directly predicting the coordinate, we propose to predict road seg-
ments ID 𝑒 and moving ratio 𝑟 to make sure the predicted location
must be constrained on the road network. We leverage multi-task
learning [2], which solves those two tasks at the same time by
sharing parameters across different tasks, since those two tasks
are correlated.The input of the decoder is the concatenation of the
embedding of the road segment ID 𝑒 vector and moving ratio 𝑟 .
This is because road segment ID 𝑒 is a categorical value which
cannot directly be fed into the neural network. Comparing with
the one-hot encoding [8], the embedding method can effectively
reduce the input dimension and learn the semantic meanings for
road segment ID 𝑒 .

The top left in Fig. 3 demonstrates detailed information of the
multi-task block, which predicts road segment ID 𝑒 𝑗 and moving
ratio 𝑟 𝑗 simultaneously. After applying the GRU layer to get the
output vector, we first use a dense layer with soft-max function to
predict the road segment ID 𝑒 𝑗 . Then, the embedding of predicted
𝑒 𝑗 and the output vector from GRU layer are concatenated to go
through the fully connected layers with a sigmoid function to pre-
dict moving ratio 𝑟 𝑗 . Since the moving ratio 𝑟 𝑗 highly depends on
the related road segment ID 𝑒 𝑗 , we design a “series connection”
mechanism to predict 𝑟 𝑗 . Note that although 𝑟 𝑗 depends on 𝑒 𝑗 , 𝑒 𝑗
and 𝑟 𝑗 have an influence on 𝑒 𝑗+1 and 𝑟 𝑗+1. Thus, both road segment
ID 𝑒 𝑗 and moving ratio 𝑟 𝑗 will be used as the input of the decoder.

To this end, for generating a missing point, our decoder derives
the hidden state h𝑗 as:

h𝑗 = 𝐺𝑅𝑈 (h𝑗−1, 𝑒 𝑗−1, 𝑟 𝑗−1). (4)

Once we obtain the the hidden state h𝑗 from the decoder, we further
apply multi-task block to predict road segment ID 𝑒 𝑗 with a softmax
function and to infer moving ratio 𝑟 𝑗 with a sigmoid function.

Figure 5: Structure of MTrajRec

The structure mentioned above can guarantee the recovered
trajectories constraint on the road network. However, challenges
of inaccurate discrete units and diverse complex factors affect the

effectiveness of the trajectory recovery. In the following sections,
we introduce three components to improve the performance: con-
straint mask layer, attention mechanism and attribute module. The
overall structure of MTrajRec is illustrated in Fig. 5.

3.2 Constraint Mask Layer
As we mentioned in challenge (2), most of the previous studies [7,
24] convert the numerical coordinates into discrete units to min-
ing trajectories since it can reduce training complexity. However,
mapping the GPS coordinates into grid cells makes the precise in-
formation lost, which brings difficulties to the fine-grained MM
trajectory recovery. Thus, there is a trade-off between complexity
and accuracy by using discrete units or not. To tackle this challenge,
we devise a constraint mask layer [20, 31]. With the discrete units in
the encoder and the constraint mask layer in the multi-task block,
we can benefit both from less complexity and higher accuracy.

In our model, we first define a distance weight function 𝑓 [31],
which represents the influence of point 𝑝𝑖 to candidatemapmatched
point 𝑎′

ℓ
based on the Euclidean distance between them, where 𝑝𝑖

is the 𝑖-th sample from low-sampling-rate trajectory 𝜏 and 𝑎′
ℓ
is

the map-matched point on road segment ID 𝑒ℓ . Note that such
distance is caused by the sensing errors of GPS and theoretically
𝑝𝑖 can be projected onto any road segment in the road network.
As shown in Fig. 4(b), the blue points indicate the original GPS
points in low-sampling-rate trajectory 𝜏 , while the red points are
generated by projecting the original points to road segments. Let
𝑑𝑖,ℓ be the Euclidean distance of raw GPS point 𝑝𝑖 and candidate
point 𝑎′

ℓ
, then 𝑓 (𝑑𝑖,ℓ ) denotes the impact of distance 𝑑𝑖,ℓ on the

original point 𝑝𝑖 . Following [31], we use an exponential function

to capture the influence of distance, i.e., 𝑓 (𝑑) = 𝑒
−𝑑2

𝛽2 , where 𝛽 is a
parameter with respect to the road network (𝛽 = 15 in our work). In
practice, we only consider matching the blue points that are not far
away from road segments [20]. We set 0 probability of any distance
from a road segment that is more than 50 meters away from 𝑝𝑖 .
Note that we only calculate the distance weight for points existing
in the low-sampling-rate trajectories, so that we set 1 probability
of all road segments for missing values. Finally we combine such
function with softmax in multi-task block as the constraint mask
layer which is formally defined as:

c𝑗,ℓ =


𝑓 (𝑑 𝑗,ℓ ), if 𝑗 ∈ {𝑔𝑖 .𝑡𝑖𝑑 |𝑖 ∈ [1, 𝑛]} and 𝑑 𝑗,ℓ < 50
0, if 𝑗 ∈ {𝑔𝑖 .𝑡𝑖𝑑 |𝑖 ∈ [1, 𝑛]} and 𝑑𝑖,ℓ ≥ 50
1, otherwise

,

𝑃 (𝑒 𝑗 |h𝑗 ) =
exp(h⊤

𝑗
·w𝑐 ) ⊙ c𝑗∑

𝑐 ′∈𝐶 exp(h⊤
𝑗
·w𝑐′) ⊙ c𝑗

,

(5)

where w𝑐 is the 𝑐-th column vector from a trainable parameter
matrix WC. Note that we use 𝑎𝑟𝑔𝑚𝑎𝑥 to get the final prediction
of road segment ID 𝑒 𝑗 . With the constraint mask layer, points in
low-sampling-rate trajectory 𝜏 would be projected onto limited
road segments instead of the whole road segments space.

3.3 Attention Mechanism
As abovementioned, we only consider local region constraint, while
global correlations of low-sampling-rate trajectories are not mod-
eled. Inspired by the attention mechanism that is widely used in
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natural language translation [1, 26], we introduce the attention
mechanism [1] into the decoder.

The goal of attention mechanism is to compute the similarity
between query vector (i.e., current hidden state in the decoder) and
key vectors (i.e., outputs from the encoder) to generate a context
vector a. Thus, the hidden state h𝑗 in the decoder is updated to:

h𝑗 = 𝐺𝑅𝑈 (h𝑗−1, 𝑒 𝑗−1, 𝑟 𝑗−1, a𝑗 ), (6)

where the context vector a𝑗 is computed by a weighted sum of all
the output vectors s from the encoder, where a𝑗 is formulated as:

a𝑗 =
𝑛∑
𝑖=1

𝛼 𝑗,𝑖s𝑖 ,

𝛼 𝑗,𝑖 =
exp(𝑢 𝑗,𝑖 )∑𝑛
𝑖′=1 exp(𝑢 𝑗,𝑖′)

,

𝑢 𝑗,𝑖 = v⊤ · tanh(Whh𝑗 +Wss𝑖 ),

(7)

where v, Wh and Ws are the learnable parameters, and h𝑗 denotes
the current mobility status from the decoder.

3.4 Attribute Module
The recovery accuracy is also influenced by traffic conditions since
vehicles are not moving at a constant speed in the real world. The
traffic speed is affected by spatial context, temporal dependencies
and external factors, such as weather conditions, time, POI distri-
bution and etc [15]. To tackle our challenge (3), diverse complex
factors, we incorporate such information to devise an attribute
module in our model. The attribute module includes two types of
factors:
• The environmental context features fe. As shown in Fig. 5, we
incorporate the attributes of weather conditions (sunny, rainy,
cloudy, etc), holiday (whether today is a holiday or not), and
time (hour of the day) to extract the effect of the environmental
context features. We attempt to implement the environmental
context features as an independent block. Note that these factors
are categorical values which cannot be directly fed into the neural
network. We use one-hot encoding to represent them since the
dimension of each factor is not large. After concatenating the
one-hot encoding results, a fully connected network (FCN) is
implemented to learn the embedding of all the features, which
is fused with the last hidden state of the encoder as the initial
hidden layer of the decoder, i.e. h0 = 𝐹𝐶𝑁 (s𝑛, 𝐸𝑚𝑏 (fe)). The
intuition is that the environmental context features do not change
significantly with trajectories mobility. Therefore, we combine
the embedding vector with the context vector of the encoder and
input them at the beginning of the decoder.
• The spatial context features fs. Different from the stable envi-
ronmental context features, the spatial context features, such as
POI and road network, change rapidly as vehicles move. Thus,
we input such features for each time step in the encoder and
the decoder respectively. We use the POIs density of different
categories as POIs features, and extract the properties of road
network as network features, i.e., number of intersections and
level of road segments. Thus, the hidden state s𝑖 of the encoder
and the hidden state h𝑗 are renewed as,

s𝑖 = 𝐺𝑅𝑈 (s𝑖−1, g𝑖−1, fs 𝑗−1),
h𝑗 = 𝐺𝑅𝑈 (h𝑗−1, 𝑒 𝑗−1, 𝑟 𝑗−1, a𝑗 , fs 𝑗−1) .

(8)

3.5 Algorithm Training
We finally elaborate the training procedure of our model which
is trained end to end. Recall that during the training phrase, we
predict road segment ID and moving ratio simultaneously. For the
road segment ID prediction, we adopt the cross entropy as the loss
function:

L1 (𝜃 ) = −
∑

(𝜏,𝜏) ∈D𝑠𝑢𝑏

|𝜏 |∑
𝑗=1

𝐿∑
ℓ=1

1{𝑎 𝑗 .𝑒 = 𝑒ℓ } log(𝑃𝜃 (𝑎 𝑗 .𝑒 = 𝑒ℓ |d1:𝑗−1)),

s.t. d𝑗−1 = (𝜏, 𝜏1:𝑗−1, fs 𝑗−1, fe),
(9)

where 𝜏 is the low-sampling-rate trajectory, 𝜏 is the target 𝜖-MM
trajectory, |𝜏 | is the length of the 𝜖-MM trajectory, 𝐿 is the size
of road segments, 𝑎 𝑗 .𝑒 is the ground truth of road segment ID, 𝑎 𝑗
is the prediction, 𝑃𝜃 represents the neural network for predicting
road segments, fs and fe are external factors vectors. D𝑠𝑢𝑏 means
the dataset consisting of low-sampling-rate trajectories and 𝜖-MM
trajectories, which is the subset of the training set D.

We also implement the mean squared error as the loss function
for the moving ratio prediction:

L2 (𝜃 ) = −
∑

(𝜏′,𝜏) ∈D𝑠𝑢𝑏

|𝜏 |∑
𝑗=1
(𝑎 𝑗 .𝑟 − 𝑅𝜃 (d𝑗−1))2,

s.t. d𝑗−1 = (𝜏 ′, 𝜏1:𝑗−1, fs 𝑗−1, fe),

(10)

where 𝑎 𝑗 .𝑟 is the ground truth of real moving ration and 𝑅𝜃 rep-
resents the neural network for predicting moving ratio and other
parameters are the same as above.

Overall, the final model optimization function is weighted com-
bined with these two loss functions and formulated as:

L𝑡 = L1 (𝜃 ) + 𝜆L2 (𝜃 ) (11)

where 𝜆 is a tunable parameter that linearly balances the trade-off
between two tasks in our work.

Algorithm 1 illustrates the training process of the MTrajRec
model. During the training process, we apply the gradient descent
approach to update parameters 𝜽 , with learning rate 𝜂 and a pre-
defined 𝑒𝑝𝑜𝑐ℎ𝑠𝑚𝑎𝑥 . We first extract attributes including external
factors fe and spatial context features fc. Then, we select one pair
of trajectories 𝜏 and 𝜏 . Lastly, we update MTrajRec parameters 𝜃
by using Eq 11, with 𝜂 as the step size (Line 5).

Algorithm 1 MTrajRec Training

Require: Trajectories T , 𝜖-MM Trajectories T̃ , features fe, fc, ini-
tialized parameters 𝜽 , learning rate 𝑙𝑟 , max iteration 𝑒𝑝𝑜𝑐ℎ𝑠𝑚𝑎𝑥 .

Ensure: A well trained MTrajRec with parameters 𝜽 .
1: Extract attributes.
2: Sample a pair of trajectories 𝜏 and 𝜏 .
3: while epoch < 𝑒𝑝𝑜𝑐ℎ𝑠𝑚𝑎𝑥 do
4: Calculate gradient ∇L(𝜽 ) using Eq 11.
5: Update 𝜽 ← 𝜽 − 𝜂∇L(𝜽 ).
6: end while
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4 EXPERIMENTAL EVALUATION
4.1 Experimental Settings
4.1.1 Data Description. We validate the effectiveness of our model
on a real-world taxi trajectory dataset and a road network from
OpenStreetMap 1. The dataset contains trajectories of 122, 390 dri-
vers and 6.20 million GPS records in Jinan, Shandong over a period
of 1 month, in September 2017. All the trajectories are completed
sampled every 15 seconds. It covers a rectangular area from (36.6456,
116.9854) to (36.6858, 117.0692) which is around 7.47 km long and
4.47 km wide. There are 2, 571 road segments in the area.

We split the dataset into training set, validation set and test
set with a splitting ratio of 7: 2: 1. Since the dataset is completely
sampled, we generate low-sampling-rate trajectories by randomly
sampling points from high-sampling-rate trajectories with a keep
ratio 𝑘𝑟%. According to [31], taxis usually report their GPS positions
with a low sampling rate to save communication and energy cost.
More than 60% trajectory data is sampled every 2 ∼ 6 mins. Thus,
we further vary the keep ratio of 𝑘𝑟% in the set {6.25%, 12.5%, 25%}
to evaluate the robustness of our proposed model. Since the origi-
nal trajectories are sampled every 15 seconds, the generated low-
sampling-rate trajectories with 𝑘𝑟% = 6.25%, 12.5%, 25% can be
considered as the average time interval of such trajectories is 4
mins, 2 mins and 1 min respectively. A smaller keep ratio indi-
cates to a larger number of missing points in the low sampling
rate trajectories. For the high-sampling-rate trajectories, we utilize
HMM algorithm on the original trajectories [20] to get ground truth,
since the map matching accuracy can reach as high as 99% with a
sampling interval around 10 ∼ 15 seconds [20].

4.1.2 Evaluation Metrics. The purpose of our defined problem is
to recover low-sampling-rate trajectories from free space to high-
sampling-rate trajectories constrained onto the road network. Thus,
we adopt both accuracy of road segments recovery and distance
error of location inference to show the performance of our model
and baseline methods as follows:
MAE & RMSE.We adopt two distance measurements to evaluate
the location recovery performance.𝑀𝐴𝐸 is the mean absolute error
and 𝑅𝑀𝑆𝐸 is the root mean squared error between ground truth
values and predicted values. However, as shown in Fig. 6, if we
directly use earth distance to compute the error, the prediction of
𝑝𝑟𝑒2 is better than 𝑝𝑟𝑒1, while 𝑝𝑟𝑒2 cannot reach the ground truth
through the dash line in the real world. Thus, we should calculate
the distance error based on road network. We update earth distance
to road network constrained distance to evaluate the distance error.
The smaller values of 𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸 are, the better performance
the model represents.𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸 are formulated as:

𝑀𝐴𝐸 =
1
𝑚

𝑚∑
𝑗=1
|𝑑𝑖𝑠 (𝑎 𝑗 , 𝑎 𝑗 ) |,

𝑅𝑀𝑆𝐸 =

√√√
1
𝑚

𝑚∑
𝑗=1
(𝑑𝑖𝑠 (𝑎 𝑗 , 𝑎 𝑗 ))2,

s.t. 𝑑𝑖𝑠 (𝑎 𝑗 , 𝑎 𝑗 ) =𝑚𝑖𝑛(𝑟𝑛_𝑑𝑖𝑠 (𝑎 𝑗 , 𝑎 𝑗 ), 𝑟𝑛_𝑑𝑖𝑠 (𝑎 𝑗 , 𝑎 𝑗 )),

(12)

1http://www.openstreetmap.org/

where 𝑎 𝑗 is the ground truth location, 𝑎 𝑗 is the predicted map
matched trajectory point and 𝑟𝑛_𝑑𝑖𝑠 (𝑎 𝑗 , 𝑎 𝑗 ) is the distance of short-
est path between prediction and ground truth. Since the road net-
work is a directed graph, the road network based distance from 𝑎 𝑗
to 𝑎 𝑗 is not equal to the distance from 𝑎 𝑗 to 𝑎 𝑗 , thus we use the
minimal distance as the final error.
Recall & Precision. We use recall and precision to evaluate the
performance of route recovery by comparing the recovered road
segments E𝑅 to the ground truth E𝐺 . Following previous work [4,
12], 𝑅𝑒𝑐𝑎𝑙𝑙 is defined as 𝑟𝑒𝑐𝑎𝑙𝑙 = |E𝑅∩E𝐺 ||E𝐺 | , and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 is denoted

as 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|E𝑅∩E𝐺 |
|E𝑅 | . The larger values of 𝑅𝑒𝑐𝑎𝑙𝑙 and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

indicate that the methods predict road segments more accurately.

Figure 6: Examples of Distance Error
4.1.3 Baseline Algorithms. We compare our MTrajRec with sev-
eral representative baselines. To our best knowledge, there is no
existing solution that can recover low-sampling-rate trajectories to
high-sampling-rate trajectories and map match onto the road net-
work simultaneously. Therefore, we design the following two-stage
pipelines for comparison:
• Linear [10] + HMM [20]: It recovers the locations by assum-
ing trajectories are moving straightly and uniformly and then
matches trajectories onto the road network. Here we implement
HMM as the map matching algorithm due to its high accuracy in
high-sampling-rate trajectories map matching [20].
• DHTR [28] + HMM [20]: It devises a subseq2seq model with
Kalman Filter to recover trajectories in free space, which is the
state-of-the-art method in the field of trajectory recovery. After
getting the recovered high-sampling-rate trajectories, we intro-
duce HMM to match them onto the road network.
• DeepMove [7] + Rule: It incorporates multiple factors with
recurrent neural network to predict humanmobility for next-step
trajectory prediction. We adapt it to this task by consecutively
predicting each missing road segment and then use the centric
location as the final prediction.

4.1.4 Variants. To evaluate each component of our proposedmodel,
we also compare it with different variants of MTrajRec:
• MTrajRec-noCons: We remove constraint mask layer in multi-
task block to evaluate the relevance of this part.
• MTrajRec-noAttn: We remove the attention mechanism to de-
tect the importance of attention mechanism.
• MTrajRec-noAtts: We remove the attribute module from our
model to reveal the significance of this component.

4.1.5 Implementations. We train the deep neural network with
machine learning library Pytorch, version 1.7.1. Our experiments
run on a GPU server with 64 GB memory and Tesla V100 GPU.
Detailed information is provided to support the reproducibility of
the results in Appendix A.
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Table 1: Overall performance comparison. The best result for each evaluation metric is in bold. A smaller keep ratio indicates
a larger number of missing points in low-sampling-rate trajectories. Note that 𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸 are in 𝑘𝑚.

Methods 6.25% 12.5% 25%
Recall Precision MAE RMSE Recall Precision MAE RMSE Recall Precision MAE RMSE

Linear+HMM 0.4019 0.3388 0.662 1.107 0.5122 0.4592 0.535 1.030 0.6291 0.6065 0.398 0.820
DHTR+HMM 0.5110 0.3601 0.637 1.099 0.5984 0.4379 0.485 0.958 0.6581 0.4916 0.368 0.844

DeepMove+Rule 0.6409 0.7754 0.339 0.696 0.6572 0.7924 0.311 0.666 0.6762 0.8085 0.279 0.628
MTrajRec-NoCons 0.6472 0.7835 0.303 0.648 0.6748 0.7998 0.260 0.596 0.7001 0.8066 0.227 0.575
MTrajRec-NoAttn 0.6837 0.7938 0.290 0.631 0.7105 0.8066 0.245 0.594 0.7308 0.8144 0.209 0.566
MTrajRec-NoAtts 0.6925 0.7981 0.278 0.628 0.7121 0.8073 0.238 0.603 0.7437 0.8116 0.199 0.567

MTrajRec 0.6972 0.8018 0.270 0.610 0.7235 0.8137 0.229 0.590 0.7498 0.8198 0.194 0.564

4.2 Results
4.2.1 Overall Performance. We compare our MTrajRec with the
baseline models in terms of 𝑅𝑒𝑐𝑎𝑙𝑙 , 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛,𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸. The
performance of different approaches with different keep ratios for
trajectory recovery is presented in Table 1. We have the following
observations:
(1) The first two pipelines interpolatemissing values for low-sampling-

rate trajectories in free space and then map them onto the road
network. Comparing these two models, we can see that DHTR
+ HMM is better than Linear + HMM, especially when the keep
ratio is small. This is because DHTR is designed with advanced
sequential neural networks, which is able to utilize the spatio-
temporal information in low-sampling-rate trajectories, while
linear interpolation cannot model complex mobility regularity.

(2) DHTR + HMM and DeepMove + Rule are deep learning based
method, but the performance of DeepMove + Rule is better than
the former one. As the keep ratio decreases, i.e., the number of
missing points increases as well as the uncertainty between two
consecutive points grows, the performance of DHTR + HMM
is worse than DeepMove + Rule. This is because DeepMove is
directly trained to predict road segments, which can better cap-
ture the constraint of the road network compared with DHTR.

(3) It is clear that our approach attains the best performance across
all of the evaluation metrics with different keep ratios. Com-
pared with other baselines, the improvement of ratio is the
most significant at the lowest keep ratio. Specifically, 𝑅𝑒𝑐𝑎𝑙𝑙
and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 of MTrajRec outperform the best baseline by
8.7% and 3.4% when the keep ratio is 6.25%. 𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸

are reduced by 20.4% and 14.1% respectively. This proves the
effectiveness of our MTrajRec in trajectory recovery. The funda-
mental reasons for such improvement lie in two aspects. First,
we devise a multi-task Seq2Seq model to predict road segments
and moving ratio simultaneously which is able to reduce er-
ror compared with two-stage pipelines. Second, we introduce
several components such as the constraint mask layer, the at-
tention mechanism and the attributes module to extract more
information, which will be elaborated in next section.

4.2.2 Running Efficiency. To evaluate the efficiency of MTrajRec,
we compare the running time of our algorithm with other baseline
models. As can be seen in Fig. 7, MTrajRec and DeepMove+Linear
run much faster than other baseline models. This is because both
of MTrajRec and DeepMove+Linear only need to make a forward
computation of neural network to recover trajectories, which only
requires 𝑂 (𝑛) computation complexity. On the contrary, other two

approaches rely on heavy computations of dynamic programming
to do map matching task, with a computation complexity of 𝑂 (𝑛2).
With the keep ratio increases, the running time of MTrajRec and
DeepMove+Linear decreases, since less missing points need to be
predicted. However, the running time of other two baselinemethods
increases since more and more points need to be matched by HMM.
Although MTrajRec is slightly slower than DeepMove+Linear, the
accuracy is much higher. Thus, such difference can be ignored.

Figure 7: Running Efficiency

4.2.3 Importance of the ConstraintMask. We introduce a constraint
mask layer into MTrajRec to overcome the limits of converting co-
ordinates to grid cells. To evaluate the importance of constraint
mask layer, we compare MTrajRec-noCons to MTrajRec. As can
be seen from Table. 1, both MTrajRec and MTrajRec-noCons get
a better performance as the keep ratio increases. But when the
constraint mask layer is removed, the performance declines signifi-
cantly. Especially, it causes 𝑀𝐴𝐸 to grow 25% and 𝑅𝑒𝑐𝑎𝑙𝑙 to shrink
8% with 6.25% keep ratio. This is because the constraint masks
introduce prior knowledge for the existing points, which enhances
the missing information by utilizing grid cells.

4.2.4 Importance of the Attention Mechanism. In this section, we
remove the attention mechanism from MTrajRec to test its contri-
bution. Similar as above, the performance of both MTrajRec and
MTrajRec-noAttn increase as the keep ratio increases because the
missing points are reduced, making the recovery task easier. As
illustrated in Table. 1, the results of MTrajRec-noAttn falls obvi-
ously comparing with MTrajRec. Particularly, 𝑀𝐴𝐸 increases 7%
and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 decreases 2% after removing the attention mecha-
nism at the keep ratio 6.25%. A possible reason is that attention
mechanism can effectively strengthen the spatial constraints for
the missing locations.

4.2.5 Importance of the Attribute Module. We also evaluate the
relevance of the attribute module by removing all the external
factors. Table. 1 shows that the results of MTrajRec-noAtts drops
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(a) MTrajRec (b) DHTR+HMM (c) DeepMove+Rule

Figure 8: Screenshots of Trajectory Recovery. Black points represent the low-sampling-rate trajectory, points in red are ground
truth coordinates of 15𝑠-MM trajectory and the blue points stand for predicted locations of 15𝑠-MM trajectory.
slightly when taking out the attribute module. The contribution of
attribute module is not as significant as the constraint mask and the
attention mechanism, i.e., the𝑀𝐴𝐸 of MTrajRec only drops 3% and
the 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 of MTrajRec only increases 0.7% when adding this
component. Probably because the previous two provide enough
constraints in the model.

(a) Varying of 𝜆 (b) Varying of cell length

Figure 9: Parameters Tuning
4.2.6 Parameter Tuning. Apart from evaluating the components of
our proposed model MTrajRec, there are two important parameters
to tune in our model.
Weight of multi-task 𝜆. To show the effectiveness of the multi-
task learning component, we first evaluate our model under dif-
ferent combinations 𝜆 in range of 1, 10, 50 and 100. As shown in
Fig. 9(a), the gray and yellow bars show results of𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸

and the red and blue lines present 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 𝑅𝑒𝑐𝑎𝑙𝑙 respectively.
We get the best performance when 𝜆 = 10, while the performance
gets worse as the 𝜆 increases more or decreases. It indicates that
our MTrajRec benefits from a good balance of this two tasks.
Cell length. As mentioned in Section 3, we map numerical coordi-
nates into discrete units to extract spatial dependencies and reduce
the computation complexity. When a smaller cell length is used, we
can obtain more accurate spatial information but the number of grid
cells increases leading to complex modeling problem and vice versa.
Thus, there is a trade-off between accuracy and complexity with the
setting of cell length. We vary the cell length to 20, 50, 100 and 200
meters to tune the parameter. Fig. 9(b) shows the varying results of
different cell lengths. As can be seen, the performance achieves the
best when the cell length is 50 meters. As the cell length increases
to 100 and 200 meters, the 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 𝑅𝑒𝑐𝑎𝑙𝑙 increase and 𝑀𝐴𝐸

and 𝑅𝑀𝑆𝐸 decrease, probably some of the spatial information is
lost when mapping to grid cells. However, the performance also
gets worse when the cell length decreases to 20 meters since the
large number of grid cells increase the complexity of training.

4.3 Qualitative Analysis
Fig. 8 presents screenshots of the visualized recovery results of
our MTrajRec compared with two baseline models (DHTR + HMM,
DeepMove + Rule) on the same low-sampling-rate trajectory data
at a keep ratio 6.25%. Black points represent the low-sampling-rate
trajectory. Points in red are ground truth coordinates of 15𝑠-MM
trajectory and the blue points stand for predicted locations of 15𝑠-
MM trajectory. It is clear that our MTrajRec finds the right route
and the recovered positions are more reliable and adaptive than
the other two baselines. Fig. 8(b) shows the recovery results of
DHTR+HMM, which recovers the low-sampling-rate trajectory in
free space and then implements a mapmatching algorithm to match
the trajectory onto the road network. Although it predicts the right
path, the locations are not correctly recovered especially no correct
points are predicted in the top right area. A possible reason is that
there are a large number of missing values to be predicted, while
DHTR cannot recover locations with such low sampling rate. The
keep ratio is only 6.25% which is about 4 times lower than the
smallest keep ratio in DHTR [28]. Fig. 8(c) illustrates the recovery
results of DeepMove + Rule, which employs a deep learning model
to match the low-sampling-rate trajectory onto the road network
and then uses the centric location as the final prediction. With
the constraint of road network, DeepMove + Rule finds the right
path as the left two methods. However, the recovered points move
discontinuously and several blue points in the middle area fail to
move forward. This is because DeepMove + Rule can only predict
the possible road segments but it does not have the ability to infer
moving speed of the vehicle.

5 RELATEDWORK
Trajectory Data Mining. Trajectory data mining [33] discovers
various knowledge from massive trajectory data, namely a few,
traffic condition prediction [16], travel time estimation [9, 22] and
driver behavior learning [5, 23]. In particular, Hong et al. [9] lever-
aged heterogeneous information graph to solve estimated time of
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arrival task based on road network and high sampling rate vehicle
trajectories. Dong et al. [5] proposed a deep-learning framework
to analyze driving behavior based on trajectory data. Their em-
pirical studies revealed that the performance of any approaches
can become poor when the sampling rate is lower than 10 seconds.
Such work relies on high-sampling-rate road network constrained
trajectories, which can benefit from our work.
Trajectory Recovery. Recovering low-sampling-rate trajectory
is an important problem to get more information and reduce un-
certainty [28–30]. In particular, Wang et al. [28] recovered a high-
sampling-rate trajectory from a irregular low-sampling-rate trajec-
tory by integrating the subseq2seq with a calibration component of
Kalman Filter. Xia et al. [30] proposed an attentional neural network
model to densify individual trajectory by recovering unobserved
locations based on historical trajectories. Xi et al. [29] proposed a Bi-
directional Spatial and Temporal Dependence and users’ Dynamic
Preferences model to identify missing POI check-in. Apart from
these recovery methods, some works related to next-step or short-
term location prediction can also be adopted for recovery [7, 14, 19].
However, such frameworks are implemented on free space, as op-
posed to our problem which aims to recover trajectories onto road
network. Besides, most of the existing works model the sequence
of location IDs rather than the numerical coordinate information.
Sequence-to-sequenceModels.The sequence-to-sequencemodel
(Seq2Seq) [25] is an architecture for domain translation, which has
been widely used in trajectory data mining, namely but a few, trajec-
tory generation, trajectory similarity learning, anomaly detection,
etc [13, 17, 21, 28]. Park et al. [21] generated the future trajectory
sequence of surrounding vehicles via Seq2Seq model. Li et al. [13]
proposed a Seq2Seq framework to learn representations of trajecto-
ries to support trajectory similarity computation. However, to our
best knowledge, we are the first one to employ multi-task learning
into Seq2Seq model to recover map constrained trajectories.

6 CONCLUSION
In this paper, we propose a novel end-to-end deep learning model
MTrajRec for recovering low-sampling-rate trajectories to high-
sampling-rate map-matched trajectories. We introduce multi-task
learning into Seq2Seqmodel to ensure the generated trajectories are
map matched onto the road network. The constraint mask, attention
mechanism and attribute module are implemented to improve the
performance. The experimental results illustrate that MTrajRec out-
performs state-of-the-art works by reducing recover error around
20.4% with the keep ratio at 6.25% on a real world dataset. As future
work, we plan to extend the proposed model by incorporating more
user preference, e.g., user identification information.
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A APPENDIX FOR REPRODUCIBILITY
In this section, we provide detailed information to support the
reproducibility of the results in this paper. To support the repro-
ducibility of the results in this paper, we have released our code at
Github: https://github.com/huiminren/MTrajRec.

A.1 Details of Data Preprocessing
In this stage, we employ the road network to clean up trajectories,
down sample trajectories and map match trajectories to get the
training, validation and test dataset for the model.

Due to sensor noises and other factors, the trajectories gen-
erated by GPS device usually contain noise points. We removed
noise points by implementing a heuristics-based outlier detection
method [33]. They first calculate the travel speed of each point
in a trajectory based on its precursor and itself. The current esti-
mated point will be filtered out from the trajectory if the speed is
larger than a threshold. In this work, we set the speed threshold
to 120 𝑘𝑚/ℎ and replace the noise with the average location of its
precursor and successor.

Table 2: Description of Dataset

Training Validation Test
# of Trajectories 160, 617 45, 916 22, 825

To keep enough information, we filter out the trajectory which
duration is less than 5 mins. Table. 2 gives the overview about our
dataset. Based on the cleaned trajectories, we randomly generate
low sampling rate trajectories using a keep ratio 𝑘𝑟% as trajectories
T . In other words, for each cleaned trajectory, we only keep 𝑘𝑟%
points from it randomly. To get ground truth, we utilize HMM map
matching algorithm [20] to map the cleaned trajectories onto the
road network. This algorithm shows that with a sampling interval
of 15 seconds, the map matching accuracy can reach as high as
99% [20], indicating that the matched results are enough to be the
ground truth.

A.2 Detailed Settings of MTrajRec
Parameters of training MTrajRec.We train our model on Jinan
taxi dataset as a multi-task learning problem. To minimize the loss

function Eq.( 11), we implement the back-propagation on feed-
forward networks by the adaptive moment optimizer (Adam) with
𝛽1 = 0.9 and 𝛽2 = 0.999. The mini-batch size is 128 and the learning
rate is 0.001. We trained network for 20 epochs to get the converged
results.
Settings of MTrajRec. Since we design a multi-task learning
model, the best 𝜆 in Eq.( 11) is 10 in this work. The number of
hidden states in the encoder and the decoder is 512. To prevent
overfitting, we set dropout ratio as 0.5 in GRUs. In the multi-task
block, we implement a dense layer with 2571 units to predict road
segment ID via the constraint mask layer. The moving ratio is pre-
dicted by a fully-connected network with hidden units in [640,
512, 1]. We use ReLU activation function for all hidden layers and
sigmoid activation function at the output layer. In the attention
mechanism, we use two dense layers with units in [1024, 514] to
learn the context vector 𝛼 . In the attribute module, features are em-
bedded by a dense layer with 30 hidden units and a Tanh activation
function.

A.3 Detailed Settings of Baselines
• Linear + HMM There is no parameters to learn in linear inter-
polation. And three parameters in the HMM algorithm should be
defined. First, it sets a search distance 𝐷 to query candidate road
segments. Second one is a transition probability 𝑓𝑡 (𝛽) to indicate
the probability of a vehicle moving between the candidate road
matches at these two times. And the last one is the emission prob-
ability 𝑓𝑒 (𝜎) to show the likelihood that a measurement resulted
from a give state. In this paper, we set 𝐷 = 50, 𝛽 = 2 and 𝜎 = 5.
• DHTR + HMM We follow the same hyperparameters setting of
DHTR [28]. The DHTR is trained using Adam optimizer with
𝛽1 = 0.9 and 𝛽2 = 0.999, and a learning rate of 0.001 for 20 epochs
with a batch size 128. The setting of HMM is the same as above
mentioned.
• DeepMove + Rule Instead of predicting grid cells, we predict
road segments and then use the centric location as final prediction
to compare with our method. DeepMove is trained with two one-
layer LSTMs as well as an attention mechanism. The number
of hidden states in the encoder and the decoder is 256. And the
setting of hyperparameters of the attention mechanism is the
same as our MTrajRec. The other training paraemters are the
same as DHTR.
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