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A B S T R A C T

The Mapping and Modeling Subcommittee of the US National Tsunami Hazard Mitigation Program convened
a workshop in January 2017 to evaluate the present state of numerical models for the simulation of tsunamis
generated by submarine or subaerial landslides. A range of benchmark tests were provided to participants,
with three tests emphasized: (i) a laboratory submarine solid slide in a 2D horizontal tank, (ii) a laboratory
submarine granular slide in a 1D flume, and (iii) a field case based on submarine slides which occurred
in Port Valdez, AK during the 1964 Alaska earthquake. Nine landslide tsunami models configured with 21
different combinations of physical options were benchmarked, including: (1) hydrostatic models with no
frequency dispersion, which include the nonlinear shallow equation models traditionally used for modeling
coseismic tsunamis; (2) Boussinesq or one-layer weakly dispersive models; (3) Multi-layer or non-hydrostatic
(i.e., dispersive) models; and (4) Full Navier–Stokes models. Model/data comparison indicates that the
inclusion of frequency dispersion in model formulations is critical to obtaining physically reasonable results
for the test cases considered. Because the importance of dispersive effects is unknown a priori for any given
simulated event, the central recommendation from this work is that a model with at minimum a leading-order
representation of frequency dispersion effects be used whenever possible for landslide tsunami simulations.
1. Introduction

In the past two decades, the United States (US) National Tsunami
Hazard Mitigation Program (NTHMP; https://nws.weather.gov/nthmp/)
has supported tsunami inundation mapping work involving model
simulations from all relevant extreme tsunami sources along all the
coastal regions of the US and its territories. While coseismic tsunamis
generated by large earthquakes still represent the largest and most
significant source of tsunami coastal hazard for most areas in the

∗ Corresponding author.

US, particularly those bordering the Pacific Ocean basin (e.g. Wilson
and Torum, 1972; Ichinose et al., 2007; Atlantic and Gulf of Mexico
Tsunami Hazard Assessment Group, 2008), tsunamis generated by
subaerial or submarine mass failures (referred to collectively here
as SMFs, signifying submarine or subaerial mass failures) represent
another significant source of hazard for various segments of the US
coastline. This has been shown, in particular, for the Gulf of Mex-
ico (Chaytor et al., 2016; Horrillo et al., 2013), Alaska (e.g. Coulter
and Migliaccio, 1966; Fine et al., 1998; Fritz et al., 2001, 2009; Weiss
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et al., 2009; Nicolsky et al., 2013; Kirby et al., 2016), Hawaii (e.g.
Day et al., 2005), Puerto Rico (López-Venegas et al., 2008, 2015), the
West Coast (California, Oregon and Washington states) (e.g. Greene
et al., 2005; Greene and Ward, 2003) and a large part of the US East
Coast (USEC), where many paleo-landslide scars and deposits have been
identified on the continental shelf and margin, with the ∼160 km3

Currituck slide complex, off the coast of North-Carolina being the
most prominent one (e.g. Atlantic and Gulf of Mexico Tsunami Hazard
Assessment Group, 2008; Geist et al., 2009; ten Brink et al., 2014;

rilli et al., 2015). For the USEC, the most devastating tsunami in
ecent history was caused in 1929 by an SMF involving a 560 km3

lump and subsequent debris flow, triggered in the Grand Banks by a
7.2 earthquake (e.g. Fine et al., 2005; Løvholt et al., 2019; Schulten

t al., 2019). Besides the risk posed by near-field SMFs (e.g. Geist et al.,
009; Grilli et al., 2015, 2017; Schambach et al., 2019), the USEC faces

potential hazard from tsunamis caused by far-field landslides, such as
volcanic flank collapses in the Canary Islands (e.g. Ward and Day, 2001;
Løvholt et al., 2008; Abadie et al., 2012; Tehranirad et al., 2015).

here is also evidence that mega-tsunamis were triggered in the distant
ast in the Cape Verde Islands (Ramalho et al., 2015) that may have
ffected the USEC. Volcanic flank collapse, which may affect all young
r active volcanic islands, is also a large source of potential hazard for
awaii (e.g. McMurtry et al., 2004; Day et al., 2005).

Tsunamis triggered by SMFs have occurred all over the world, often
ith devastating consequences. In the seismically active Mediterranean
asin, the 1908 Messina tsunami, caused by a M7.5 earthquake was in
art coseismic, but recent work shows that the earthquake triggered
∼2 km3 SMF on the flanks of Mount Etna that caused the largest

unups (up to 12 m) and destruction in Sicily (Schambach et al., 2020);
he combined 80,000 fatalities from the earthquake and tsunami make
essina 1908 the worst natural hazard disaster in modern history

n the region. More recently, the 1998 Papua New Guinea tsunami,
hich was mainly generated by a deep 6–8 km3 slump triggered by a
7.2 earthquake, inundated the Sissano spit to depths of over 10 m,

ausing 2000 fatalities (e.g. Tappin et al., 2008; Heidarzadeh and
atake, 2015). The 2018 lateral collapse of the Anak Krakatau volcano,
ollowing a long eruptive period, despite being of moderate volume
∼0.22–0.27 km3) generated 40 m tsunami waves in the near-field
hat, upon reaching the coast of Java, caused up to 12 m runup and
ver 450 fatalities (e.g. Grilli et al., 2021, and references therein). The
7.5 2018 Palu earthquake triggered numerous small coastal SMFs

∼0.4–7 10−3 km3) that generated large waves which, combined with
he coseismic tsunami, caused extensive destruction along Palu Bay.
ombined together, the earthquake and tsunami were responsible for
300 fatalities (e.g. Liu et al., 2020). Finally, during the 2011 Tohoku
sunami, while the tsunami triggered by the M9 earthquake caused the
ajor destruction, an additional source is needed to explain the 40 m

unup that struck the Sanriku coast, and some have proposed that a
andslide tsunami was generated by a large and deep SMF triggered by
he earthquake near the Japan trench (Tappin et al., 2014). Subaerial
andslide tsunamis, including volcano flank collapses represents the
ost slide events. These includes also the most fatal landslide tsunami

vent to date, the 1792 Mount Unzen tsunami (Sassa et al., 2016).
here have been about ten significant high run-up subaerial landslides
vents that has taken place within the last decade, such as for instance
he 2007 Aysen fjord landslides (Sepúlveda and Serey, 2009), 2014
ake Askja (Gylfadóttir et al., 2017), the 2015 Taan Fjord tsunami (Hig-
an et al., 2018), and the 2017 Karrat Fjord tsunami (Paris et al., 2019;

vennevig et al., 2020). Further examples can be found in Harbitz et al.
(2014).

As evidenced by past historical events, SMF tsunamis, whether
triggered by an earthquake or not, can be very devastating and, if they
are sourced in the near-field, such as on a continental shelf break,
their travel time to shore may be short. Hence, if they reach shore
undetected or with little warning, their effects can be made even
worse by the lack of time for evacuation. Various works have shown
2

that, independent of the triggering mechanism (Grilli et al., 2009),
the size of landslide tsunami waves is primarily a function of SMF
volume, initial acceleration (controlled mainly by bottom slope), and
submergence depth (e.g. Heinrich, 1992; Harbitz et al., 1993; Grilli
and Watts, 1999; Grilli et al., 2002; Grilli and Watts, 2005; Watts
et al., 2005; Yavari-Ramshe and Ataie-Ashtiani, 2016; Snelling et al.,
2020). To an extent, landslide tsunami waves are also a function of
the SMF rheology (Kim et al., 2019; Løvholt et al., 2020). Under
certain circumstances, such as when sequential slope failure rates are
slow, the material properties have a key control on the tsunamigenic
strength (Løvholt et al., 2017). Field studies have shown that SMFs
can range from fairly rigid slumps or rotational failures (e.g. Tappin
et al., 2008; Løvholt et al., 2019; Schambach et al., 2019, 2020) to
debris flows behaving similarly to dense fluids (e.g. Grilli et al., 2019),
with a great variety of rheologies in between (e.g. Abadie et al., 2010;
Mohammed and Fritz, 2012; Grilli et al., 2017; Si et al., 2018a,b; Kim
et al., 2019; Snelling et al., 2020). Additionally, the wavelength 𝐿
of landslide tsunamis scales with about twice the landslide horizontal
dimension in its direction of motion (Watts et al., 2005) and hence
can be much shorter than the typically very long wavelength waves
occurring in coseismic tsunamis, with correspondingly shorter wave
periods (for area-to-volume landslide scaling relationships, see Urgeles
and Camerlenghi, 2013). For this reason, landslide tsunamis are often
more significantly affected by frequency dispersion effects than are
coseismic tsunami waves (e.g. Grilli and Watts, 1999; Grilli et al., 2002;
Watts et al., 2003; Grilli and Watts, 2005; Watts et al., 2005; Ma et al.,
2012; Glimsdal et al., 2013; Løvholt et al., 2015; Schambach et al.,
2019).

In the early development and benchmarking of landslide tsunami
models, most investigators concentrated on modeling solid block land-
slides (e.g. Heinrich, 1992; Harbitz et al., 1993; Grilli and Watts, 1999,
2005; Grilli et al., 2002; Lynett and Liu, 2002; Watts et al., 2003, 2005;
Liu et al., 2005), using their own or other laboratory experiments for
benchmarking (e.g. Enet and Grilli, 2007; Ataie-Ashtiani and Najafi-
Jilani, 2008). In parallel, studies of tsunami generation by deformable
slides were carried out either using depth-integrated two-layer model
equations (e.g. Jiang and LeBlond, 1992, 1993, 1994; Fine et al.,
1998) or by solving 2D or 3D Navier–Stokes equations (e.g., Assier-
Rzadkiewicz et al., 1997). These two approaches have led to a newer
generation of models used more recently for simulating tsunami gen-
eration by deforming slides, represented by a dense fluid or a granular
material, some of which will be detailed or applied and benchmarked
later in this paper (e.g. Ataie-Ashtiani and Shobeyri, 2008; Weiss et al.,
2009; Abadie et al., 2010; Horrillo et al., 2013; Kirby et al., 2016;
George and Iverson, 2011, 2014; Ma et al., 2013, 2015; Macías et al.,
2015; González-Vida et al., 2019; Løvholt et al., 2017, 2019; Kim et al.,
2019; Zengaffinen et al., 2020; Zhang et al., 2021a,b; Macías et al.,
2021b). For a comprehensive review of landslide tsunami modeling
work through 2016, see Yavari-Ramshe and Ataie-Ashtiani (2016).

As a result of the significant hazard posed by landslide tsunamis
for many coastal areas of the US and its territories, and to support
the use of numerical models for simulating coastal tsunami hazard and
inundation caused by landslide tsunamis, the Mapping and Modeling
Subcommittee (MMS) of NTHMP convened a workshop in January
2017 at Texas A& M University, Galveston, Texas, with the goals of
evaluating the state of numerical models for the simulation of tsunamis
generated by SMF’s, and of drawing recommendations for best practice
in model selection and modeling of these events. Earlier similar numer-
ical model benchmarking workshops had been organized by NTHMP-
MMS in 2011 regarding tsunami runup and inundation (Horrillo et al.,
2014) and in 2015 regarding the prediction of tsunami-induced coastal
currents (Lynett et al., 2017). NTHMP modelers from different areas
of the US as well as international experts were invited to attend.
Seven benchmark tests were proposed based on earlier published work,
whose data and information were provided to participants ahead of
the workshop. Three tests were emphasized that will be detailed in
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this paper: Benchmark (2), a laboratory submarine solid slide in a 2D
horizontal tank (Enet and Grilli, 2007), Benchmark (4), a laboratory
submarine granular slide in a 1D flume (Grilli et al., 2017), and
Benchmark (7), a field case based on submarine slides which occurred
in Port Valdez, Alaska during the 1964 Alaska earthquake (Nicolsky
et al., 2013). During the workshop, nine landslide tsunami models, with
21 different configurations, were submitted for benchmarking and their
results presented and discussed by the participants, who are all co-
authors of this paper. Models were grouped into four categories based
on their treatment of hydrodynamics, and further into four categories
based on their treatment of slide rheology, as described below in
Section 3.

The workshop is documented online at http://www.udel.edu/kirby/
landslide, where the reader may find the final technical report along
with write-ups of guest presentations, model descriptions, descrip-
tions of the seven benchmark tests, the provided test data, formatted
model results for submitted models, and programs used to conduct the
quantitative tests described here in Section 4. Links to the workshop
documentation may also be found at https://nws.weather.gov/nthmp/
2017MMSLandslide/index.html.

In this paper, we present and discuss results of the three main
benchmark tests and lessons learned for modeling best practice for
landslide tsunamis. The paper is organized as follows. In Section 2, we
detail the three benchmark tests considered. Section 3 summarizes the

odels that were used in the benchmarking. Section 4 describes the
ethodology used to compare model results to benchmark data and to

ach other. Results of the model inter-comparisons as well as compar-
son with benchmark data are given in Section 5. Section 6 provides
onclusions and a discussion of resulting best-practice guidance.

. Benchmark tests

Participants in the workshop were provided with descriptions and
bservational results for seven slide configurations, including three
aboratory tests with solid slides (Grilli and Watts, 2005; Enet and
rilli, 2007; Liu et al., 2005), three laboratory tests using granular

slides (Grilli et al., 2017; Viroulet et al., 2014; Mohammed and Fritz,
2012), and a field case based on slides in Port Valdez, AK during the
1964 Alaska earthquake (Nicolsky et al., 2013). Full descriptions of the
benchmarks and associated data sets are available at http://www.udel.
edu/kirby/landslide/problems. Participants were asked to provide, as
a minimum, results for benchmarks 2, 4 and 7, which are described
concisely below.

2.1. Benchmark 2: Three-dimensional rigid submarine slide

2.1.1. Experimental set-up and parameters
This benchmark problem is based on the 3D laboratory experi-

ments of Enet and Grilli (2007). Documentation and data sets pro-
vided to workshop participants are available at http://www.udel.edu/
kirby/landslide/problems/benchmark_2.html. The experiments were
performed in the University of Rhode Island (URI) wave tank of width
3.6 m and length 30 m, with a still water depth of 1.5 m over the flat
bottom portion. The model slide slid down a plane slope built in the
tank with an angle 𝜃 = 15◦. A definition sketch is provided in Fig. 1 as
well as pictures of the experimental set-up and an example of surface
wave generation.

The submarine slide model was built as a streamlined Gaussian-
shaped aluminum body with elliptical footprint, with down-slope length
𝑏 = 0.395 m, cross-slope width 𝑤 = 0.680 m, and maximum thickness
𝑇 = 0.082 m (Fig. 1b). The slide shape is defined by

𝜁 (𝜉, 𝜒) = 𝑇
1 − 𝜖

max
[

0, sech(𝑘𝑏𝜉)sech(𝑘𝑤𝜒) − 𝜖
]

(1)

where

𝑘 = 2cosh−1 1 , 𝑘 = 2 cosh−1 1
𝑏 𝑏 𝜖 𝑤 𝑤 𝜖

3

and where (𝜉, 𝜒) are the local down-slope and span-wise coordinates
with origin at the slide center. The slide volume is given by

𝑉𝑏 = 𝑏𝑤𝑇
𝐼2
𝐶2

(

𝐼1∕𝐼2 − 𝜖
1 − 𝜖

)

(2)

with
(

𝐼1
𝐼2

)

= ∫

𝐶

0

(

𝐹
𝐺

)

𝑑𝜇

𝐹 (𝜇) = sech(𝜇)tan−1(sinh𝐺)

𝐺(𝜇) = cosh−1
(

sech𝜇
𝜖

)

𝐶 = cosh−1
( 1
𝜖

)

The volume of the fabricated slide was measured to be 𝑉𝑏 = 7.72×10−3

m3, which, using the above equations and slide geometry data, yields
𝜖 = 0.717, for which the coefficient of 𝑉𝑏 in Eq. (2) is 0.3508.

The slide was released at time 𝑡 = 0 from a series of 7 initial
submergence depths 𝑑 (Fig. 1; Table 1). During its motion, the slide
was guided by a rail located on the slope/tank axis, using low friction
wheels, and slid a short distance (4 mm) above the plane slope. For
each submergence depth 𝑑, the slide initial abscissa 𝑥𝑖 and the abscissa
of the slide point of maximum thickness 𝑥𝑔 are defined and related by

𝑥𝑔 = 𝑥𝑖 + 𝑇 ′ sin 𝜃 = 𝑑
tan 𝜃

+ 𝑇 ′

sin 𝜃
(3)

with 𝑇 ′ = 𝑇 + 0.004 m. The measured slide mass was 𝑀𝑏 = 𝜌𝑏𝑉𝑏 =
16.00 kg, and its bulk density (based on measured volume) was 𝜌𝑏 =
2.073 kg∕m3.

Measured data during each experiment included:

• slide kinematics, obtained from a composite of the slide accelera-
tion measured using a micro-accelerometer embedded within the
slide, as well as the time of passage of the slide through three
electromechanical gates (see Enet and Grilli, 2007, for details)

• surface elevation at up to four capacitance wave gauges 𝑔1 to 𝑔4
(Fig. 2)

• wave runup 𝑅 (i.e., maximum vertical elevation on the slope) at
the tank axis 𝑦 = 0.

Wave gauge 𝑔1 was located at (𝑥 = 𝑥0, 𝑦 = 0) for each test. The
oordinates of gauges 𝑔2–𝑔4 remained fixed for all tests and are given
n Table 2.

The measured slide kinematics were found to have a good match
ith the theoretical law of motion for solid slides (Grilli and Watts,
999, 2005), given by

𝑆
𝑆0

= ln
{

cosh
(

𝑡
𝑡0

)}

(4)

with

𝑡0 =
𝑢𝑡
𝑎0

; 𝑆0 =
𝑢2𝑡
𝑎0

(5)

being the characteristic time and distance of motion, respectively,
defined as a function of the terminal slide velocity 𝑢𝑡 and the slide initial
acceleration 𝑎0, which are given in turn by

𝑢𝑡 =
√

𝑔𝑑

√

𝑏 sin 𝜃
𝑑

(

1 −
tan𝜓
tan 𝜃

) (𝛾 − 1)
𝐶𝑑

2(𝑓 2 − 𝜖)
𝑓 − 𝜖

(6)

𝑎0 = 𝑔 sin 𝜃
(

1 −
tan𝜓
tan 𝜃

)

(

𝛾 − 1
𝛾 + 𝐶𝑚

)

(7)

where 𝑔 is gravitational acceleration, 𝛾 = 𝜌𝑏∕𝜌𝑤 is the slide specific
gravity, 𝐶𝑚 is the slide added mass coefficient, 𝐶𝑑 the slide drag
coefficient, and 𝐶𝑛 = tan𝜓 , the slide basal Coulomb friction. Based
on Eq. (4), for 𝜖 = 0.717, we find 𝐶 = 0.8616 and 𝑓 = 0.8952.
In each experiment, the hydrodynamic coefficients 𝐶𝑚 and 𝐶𝑑 were
calculated as least-square fits, by applying Eqs. (4)–(5) and (6) to

the measured slide kinematics, expressed as a composite of center of

http://www.udel.edu/kirby/landslide
http://www.udel.edu/kirby/landslide
http://www.udel.edu/kirby/landslide
https://nws.weather.gov/nthmp/2017MMSLandslide/index.html
https://nws.weather.gov/nthmp/2017MMSLandslide/index.html
https://nws.weather.gov/nthmp/2017MMSLandslide/index.html
http://www.udel.edu/kirby/landslide/problems
http://www.udel.edu/kirby/landslide/problems
http://www.udel.edu/kirby/landslide/problems
http://www.udel.edu/kirby/landslide/problems/benchmark_2.html
http://www.udel.edu/kirby/landslide/problems/benchmark_2.html
http://www.udel.edu/kirby/landslide/problems/benchmark_2.html
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Fig. 1. (a) Sketch of main parameters and variables for wave generation by 3D rigid slide. (b, c) Pictures of experimental set-up and example of surface wave generation,
espectively.
ource: Adapted from Enet and Grilli (2007).
Fig. 2. Wave generation by underwater 3D slide. Landslide and gauge locations are listed in Table 1). Figure is drawn for the case with 𝑑 = 61 mm.
Source: Adapted from Enet and Grilli (2007).
m
m
d
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ass acceleration and time of passage at the known position of the 3
lectromechanical gates (see Enet and Grilli, 2007, for details). Results
re given in Table 1.

Experiments were performed for 7 initial submergence depths 𝑑
isted in Table 1, together with values of related slide parameters and
 v

4

easured tsunami waves characteristics. Table 1 lists, for each case, the
easured characteristic tsunami amplitude 𝜂0 (defined as the maximum
epression at gauge g1) and maximum runup on the tank axis 𝑅.
hese small runup values were measured using a digital camera directly
iewing the waterline motion over a graduated scale.
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Table 1
Wave generation by underwater 3D slide. Measured and curve-fitted slide and wave parameters for
various slide initial submergence depths (Fig. 1; adapted from Enet and Grilli, 2007).
𝑑 (mm) 61 80 100 120 140 149 189

𝑥0 (mm) (measured) 551 617 696 763 846 877 1017
𝑥0 (mm) (theoretical) 560 630 705 780 854 888 1037
𝜂0 (mm) 13.0 9.2 7.8 5.1 4.4 4.2 3.1
𝑅𝑢 (mm) 6.2 5.7 4.4 3.4 2.3 2.7 2.0
𝐶𝑚 0.601 0.576 0.627 0.679 0.761 0.601 0.576
𝐶𝑑 0.473 0.509 0.367 0.332 0.302 0.364 0.353
𝑎0 (m/s2) 1.20 1.21 1.19 1.17 1.14 1.20 1.21
𝑢𝑡 (m/s) 1.70 1.64 1.93 2.03 2.13 1.94 1.97
𝑡0 (s) 1.42 1.36 1.62 1.74 1.87 1.62 1.63
𝑆0 (m) 2.408 2.223 3.130 3.522 3.980 3.136 3.207
o
0
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Table 2
Wave gauge locations (𝑥, 𝑦) in mm, as indicated in Fig. 2.
𝑔1 𝑔2 𝑔3 𝑔4

(𝑥0,0) (1469, 350) (1929, 0) (1929, 500)

2.1.2. Data provided and benchmark problem
Seven data files were provided to participants which contain, for

each of the 7 initial submergence depths (𝑑 = 61, 80, 100, 120, 140,
149, 189 mm), the time series of surface elevation measured at up
to 4 gages identified as 𝑔1, 𝑔2, 𝑔3 and 𝑔4 (in mm). In each file results
are provided for each of two experimental replicates (or runs, marked
as r1 or r2), done for the same initial slide parameters, and for their
average (marked as ave). In some of the tests, data was missing for
one of the runs and/or for one of the gages. In the latter case, this is
identified in the name tag given each file. For instance, d61g1234 (.txt
or .xls), indicates that these are results for depth 𝑑 = 61 mm and gages
𝑔1, 𝑔2, 𝑔3, and 𝑔4. Finally, data files are all provided as tab-delimited
text files (with one line of title to skip) and excel spreadsheets. Fig. 3
shows plots of observed surface displacements (in blue) at each gauge
for the initial submergence depths of 𝑑 = 61 and 120 mm. Results from
the non-hydrostatic model NHWAVE (Ma et al., 2012, , benchmarked
below) configured with a specified bottom motion are shown as red
lines for comparison.

To help modelers specify the slide motion, for each experimental
case, data files (kinematics.txt or kinematics.xls) are provided, which
contain the average kinematics 𝑡, 𝑆(𝑡), recalculated for each average
experiment using Eqs. (4)–(5) and the values of 𝑆0 and 𝑡0 listed in
Table 1, calculated using Eq. (6) and the other data in the table.

The benchmark problem consisted of using the above information
on slide shape, density, submergence and kinematics (Table 1), together
with reproducing the experimental set-up to simulate surface elevations
measured at the 4 wave gages (average of 2 replicates of experiments)
as, e.g., shown in Fig. 3, and present similar comparisons of model
with experimental results. Participants were requested to provide, as
a minimum, results for the two cases illustrated in Fig. 3.

2.2. Benchmark 4: Two-dimensional submarine granular slide

2.2.1. Experimental set-up and parameters
This benchmark problem is based on 2D laboratory experiments of

tsunami generation by a submarine slide made of glass beads performed
in 2015 by Kimmoun and Dupont in the École Centrale de Marseille
(IRPHE) precision tank. Grilli et al. (2017) give the main features of
the experiments and http://www.udel.edu/kirby/landslide/problems/
benchmark_4.html gives the complete description of the benchmark
provided to the workshop participants. These experiments were per-
formed for a series of triangular submarine cavities filled with glass
beads, which, upon release by lowering a sluice gate, moved down a
planar slope. Figs. 4 and 5 provide pictures and sketches of experimen-
tal setup and execution.

Fifty-eight experiments (numbered 13 to 72 in file Tests_
landslide_info.xlsx available on the website) were performed, each with
5

ne replicate for the same parameters. The tank had a width of 𝑤 =
.25 m and useful length 𝑙 = 6.27 m, and was filled with fresh water
density 𝜌𝑤 = 1000 kg/m3) to depth ℎ = 0.320 to 0.370 m (Fig. 4). The
lass beads had a density 𝜌𝑏 = 2500 kg/m3, diameter 𝑑𝑏 = 4 or 10 mm,
nd a total dry weight 𝑊𝑏 = 1.5 to 2.5 kg. Upon release by lifting a
luice gate, beads were moving down a slope 𝜃 = 35◦ causing wave
eneration on the surface (Fig. 5). In 20 of the experiments, a layer of
lass beads was glued to the slope. The starting time of experiments
= 0 is defined when the gate has just withdrawn into its cavity

Fig. 4).
During experiments, the deforming slide shape was recorded through

he transparent side of the tank with a high-speed video camera (1000
rames per second; see file benchmark4/test17_video.mp4) and time
eries of surface elevations were measured at 4 wave gages, WG1–WG4
Fig. 4). Fig. 5 shows snapshots extracted from the video of test 17,
hich has parameters ℎ= 0.330 m; 𝑑𝑏 = 4 mm, 𝑊𝑏 = 2 kg, and no beads
lued on the slope, up to 𝑡 = 0.60 sec. The snapshots show that due to
lide motion ‘‘onshore’’ moving waves are generated that cause runup
n the slope with, at the same time, ‘‘offshore’’ moving waves that
ventually reflect on the far end of the tank and propagate back towards
he generation area. This behavior is also clearly observed in time series
easured at wave gages WG1–WG4 (Fig. 6). A detailed analysis of

xperimental results shows that experiments were highly repeatable
ith almost unnoticeable differences between surface elevations for 2

eplicates.
Grilli et al. (2017) simulated experiments for test 17, correspond-

ng to the case illustrated in Fig. 5, with both the heavy Newtonian
luid-NHWAVE model of Kirby et al. (2016) and the granular slide-
HWAVE model of Ma et al. (2015). Fig. 6 shows the comparison of

ree surface elevations simulated with the dense fluid model, in which
n average slide density 𝜌𝑠 = 1951 kg/m3 was used, together with a
iscosity 𝜇𝑠 = 0.01 kg/(m.s) and a Manning friction coefficient 𝑛 =
.005, specifying friction between the slide and underlying slope. The
greement observed in Fig. 6 between simulations and experiments is
uite good. Note, this parameterization of the average slide density and
riction parameters is not unique and only provided here as an example.
odelers of this benchmark were free to select the parameters they

elt were most appropriate to use for their model. The fluid averaged
ensity was obtained from a weighed average within the triangular
avity of the glass beads and interstitial water density (assuming a ran-
om packing); this also led to estimating the initial submergence depth
or this case (not measured), to 𝑑 = 0.0422 m. The selected value of
iscosity was based on earlier work by Mendoza and Santamaria-Holek
2009) estimating viscosity for Newtonian granular flows. Finally, once
he viscosity selected, the Manning 𝑛 coefficient value was calibrated
or the deforming slide to reach the slide bottom in simulations at the
ame time as in experiments.

.2.2. Data provided and benchmark problem
The benchmark here consists in using the above information to

imulate, as a minimum, the glass bead experiment of test 17 and
ompare the computed surface elevations to those measured at the

http://www.udel.edu/kirby/landslide/problems/benchmark_4.html
http://www.udel.edu/kirby/landslide/problems/benchmark_4.html
http://www.udel.edu/kirby/landslide/problems/benchmark_4.html
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Fig. 3. Observed (blue) and modeled (red) surface elevations at the four gauge locations for Benchmark 2, for initial submergences: (a) 𝑑 = 61 and (b) 120 mm. Model results
rom Model 1 (NHWAVE, with specified bottom motion). Laboratory data for submergence 𝑑 = 120 mm are not available for gauge 3.
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wave gauges WG1–WG4 (as in Fig. 6). The measured surface el-
vations for this test are provided in files benchmark4/test17.txt or
enchmark4/test17.csv and the corresponding high speed video is given
n file benchmark4/test17_video.mp4. The data is given in format (𝑡(s), 𝜂1
cm), 𝜂2 (cm), 𝜂3 (cm), 𝜂4 (cm)). The entire set of experimental results
or the 58 experiments is provided on the workshop website, with pa-
ameters for each test given in file benchmark4/Tests_landslide_info.xlsx
nd the surface elevations measured for each test given in file bench-
ark4/gages.zip, together with a Matlab code to extract and plot the
ata for each test case. This code also calculates the various dimensions
f the slide itself, plus necessary parameters for computations.
 e

6

.3. Benchmark 7: Slide at Port Valdez, AK during 1964 Alaska Earth-
uake

This benchmark problem is based on the historical event which
ccurred at Port Valdez, AK during the Alaska Earthquake of March
7, 1964 (Coulter and Migliaccio, 1966; Plafker et al., 1969; Wilson
nd Torum, 1972). Sketches showing the general area, aerial photos
efore and after the event, the inferred motion of a vessel which
roke free of its moorings, and observed runup and debris lines are
rovided for the region of old Valdez in Appendix B, Figs. B.1–B.3. The
vent has recently been studied by Nicolsky et al. (2013) and Parsons
t al. (2014). The first document provides an overview of the historical
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Fig. 4. Set-up for laboratory experiments of tsunami generation by submarine slides made of glass beads performed in IRPHE’s precision tank with useful length 𝑙 = 6.27 m, width
𝑤 = 0.25 m, and water depth ℎ = 0.330 m. Upon release, beads are moving down a 𝜃 = 35◦ slope. (a) Longitudinal cross section with marked location of sluice gate and 4 wave
gages (WG1, WG2, WG3, WG4). (b,c) Zoom-in on side- and cross-section views of slope and sluice gate (dimensions marked in mm). (d) Picture of experimental set-up around
slope and sluice gate (Grilli et al., 2017, Figure 3).
background and geology for the site, and is the principal source for the
problem described below. The description of the benchmark provided
to participants may be found at http://www.udel.edu/kirby/landslide/
problems/benchmark_7.html.

2.3.1. Landslide at the head of Valdez Bay
The largest destruction in Valdez Bay during the 𝑀𝑤9.2 Alaska

Earthquake happened in the dock and harbor area, where a massive
submarine landslide generated a tsunami, inundating the waterfront up
to two blocks inland and causing up to 52 m runup in Port Valdez. The
pre- and post-earthquake bathymetry profiles near the site are shown
in Coulter and Migliaccio (1966). To the south of Valdez, depth changes
exceeding 90 m occurred, which exceeds the depth change off Valdez
itself. Thus the major part of the slide took place off the Lowe River
delta. It is estimated that approximately 75 × 106 m3 of unconsolidated
deposits were transferred from the waterfront into the bay (Coulter
and Migliaccio, 1966). The sequence of tsunami waves following the
landslide was reconstructed from eyewitness reports and observations.
7

Hence, there are inherent uncertainties in the resulting estimates of
wave time arrivals and wave heights.

The following account of the earthquake is taken from Wilson and
Torum (1972) unless otherwise noted. On the evening on March 27,
1964, the 10,815-ton M/V Chena was unloading freight at the Valdez
dock (Position a in Fig. B.2). The ship initially went astern (Position
b) with the water withdrawal that accompanied the initial subsidence
of the docks and then the Chena heeled to port and rose by 6–9 m
on an incoming wave and bottomed at the previous location of the
docks (Position c). She then came upright, took another roll to the port
and was carried to the small boat harbor (Positions d–e). The Chena
was momentarily aground with her stern in the wreckage of pilings.
Consequently, the Chena took a violent roll to the starboard before the
boat harbor began to fill with water pouring from the shore. A flux
of water from the south filled the boat harbor and carried boats and
buildings, dislodged by the first wave, towards the Valdez Hotel. It
also lifted the Chena and enabled her to float free (Positions e–f). The
water began to drain from the boat harbor and the ship came under

http://www.udel.edu/kirby/landslide/problems/benchmark_7.html
http://www.udel.edu/kirby/landslide/problems/benchmark_7.html
http://www.udel.edu/kirby/landslide/problems/benchmark_7.html
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Fig. 5. Snapshots of laboratory experiments of tsunami generation by a submarine slide made of glass beads, for ℎ = 0.330 m; 𝑑𝑏 = 4 mm, 𝑊𝑏 = 2 kg. Times in each frame relative
o gate drop are given by 𝑡(s) = (a) −0.105; (b) 0.02; (c) 0.17; (d) 0.32; (e) 0.47; and (f) 0.62. Glass beads are initially stored within the reservoir with the sluice gate up; once
he gate is lowered into a bottom cavity (a spring mechanism ensures a swift motion of the gate), the deforming slide moves down the 35◦ slope, causing wave generation on
he free surface. Here, the slope is smooth, with no glued beads. The starting time of experiments 𝑡 = 0 is defined when the gate has just withdrawn into its lower cavity (Grilli
t al., 2017, Figure 4).
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he influence of a strong southerly current, which carried her close
longshore as in a jet stream (Position f). As the Chena was moving
outh, water was seen cascading over the slide scarp.

The extent of inundation by waves which lifted the Chena is hard to
onstrain based on objective measurements. Some eyewitnesses drove
p Alaska Avenue (Fig. B.3) to the corner of McKinley Street in an
ttempt to reach higher ground, but a large volume of water flowing
own the avenue made it impossible to proceed further. They turned
ight and went to the vicinity of the Standard Oil Company plant, and
hen turned up Broadway Avenue and proceeded on foot in 0.45 m deep
ater. Another eyewitness reported that a wave washed onto McKinley
treet on the northeast side of town within 5 min after the first shock,
nd reached two blocks inland. It is thus reasonable to assume that at
east two waves flooded the Valdez waterfront and destroyed what was
eft within two blocks of shore. The runup reached beyond McKinley
treet, or about 300 m from the pre-earthquake shoreline at several
oints.

The second wave crossed the waterfront 10–15 min after the first
ave, carrying a large amount of the debris. It has been described as
violent surging wave only slightly smaller than the first. Water from

he second wave reached a depth of 0.46 m in the Valdez Hotel on
 o

8

cKinley Street (Wilson and Torum, 1972). The location of the hotel
s shown in Fig. B.3 by the red triangle. It is believed that the second
ave which flooded the waterfront originated at the other side of the
ort Valdez near the Shoup Bay moraine.

.3.2. Landslide at Shoup Bay moraine
There were no eyewitnesses to waves that struck the shore at other

ocations along Port Valdez. However, the inundation line was evident
rom scattered debris and marks on fresh snow. Fig. 7 shows the
bserved runup around Port Valdez. The highest location obliterated by
aves was near the large, abandoned Cliff Mine. According to Plafker
t al. (1969), the waves deposited driftwood at points 52 m (170 ft)
bove sea level and splashed silt and sand up to an elevation of 67 m
220 ft). Directly across from the Cliff Mine in Anderson Bay at the
outh shore of Port Valdez, the waves ran up to 24 m (78 ft) above
he water level and destroyed a small fishing camp. All structures of
he camp were swept away, leaving only the driven piling foundations.
ts sole inhabitant, Harry Henderson, was missing and presumably
rowned in the violent local waves that struck Anderson Bay.

The abandoned Dayville cannery at Jackson Point, 8 km (5 mi) east
f Anderson Bay, was also extensively damaged by waves that reached
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Fig. 6. Experiments of tsunami generation by submarine slides made of glass beads. Comparison of observed (blue) time series of surface elevation at wave gages WG1 to WG4
(Fig. 4a), from top to bottom, to those computed (red) by Grilli et al. (2017) using the model NHWAVE (Ma et al., 2012). Glass beads are represented as a dense Newtonian fluid
layer underneath (Kirby et al., 2016) of average density 𝜌𝑠 = 1951 kg/m3, dynamic viscosity 𝜇𝑠 = 0.01 kg/(m.s), and bottom friction with a Manning coefficient 𝑛 = 0.005. The
origin of the time axis corresponds to the arrival of the first elevation wave at gage WG1.
Fig. 7. Impact of the 1964 Alaska Earthquake in Valdez. Distribution and intensity of wave damage in Port Valdez mapped by Mayo and Plafker (as cited in Plafker et al., 1969).
nferred direction of the wave arrival is shown by arrows. Relative magnitude of damage is indicated by a numeral at the base of an arrow, based on the scale: 1-runup about
–2 m (0–6 ft); 2-runup 8 m (25 ft) on steep shores; 3-maximum runup 17 m (55 ft); 4-maximum runup 21 m (70 ft); 5-maximum runup 52 m (170 ft). Yellow boxed numerals
nshore next to shaded areas at edge of water provide runup height in meters (and feet) above sea level at time of the earthquake. The base map and description of the damage
re from Plafker et al. (1969).
2

s
T
o
d
a

s high as 9.5 m (31 ft). Elsewhere along the shore, violent waves broke
pruce trees with a diameter of 0.6 m (2 ft) at elevations as high as 31 m
101 ft) and deposited barnacle-covered boulders estimated to weigh
60 kg (1700 lb) at points 27 m (88 ft) above the shoreline. The waves
hat moved westward from Port Valdez overtopped and destroyed the
aldez Narrows navigation light (shown in Fig. 7 by the red triangle)
ituated on top of a reinforced concrete pedestal 11 m (36 ft) above the
ower low water level.
 w

9

.3.3. Data provided and benchmark problem
The post-earthquake bathymetry together with the slide thicknesses,

hown in Fig. 8, were provided as a single file benchmark_7_data.zip.
his archive also contains shape files delineating the extent of the
bserved inundation at the head of Port Valdez and locations of the
ebris from the first wave. The Matlab script readData.m reads all
vailable data and plots contours of the slide thicknesses (Fig. 8a,b) as
ell as the extent of inundation near the head of Port Valdez (Fig. 8c).
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Fig. 8. (a) Reconstructed initial thickness of the old town slide (HPV64) during the 1964 Alaska Earthquake. (b) Reconstructed initial thickness of the Shoup Bay slide (SBM64)
during the 1964 Alaska Earthquake. (c) Digitized extent of inundation, locations of the debris and location of McKinley Street.
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The benchmark problem here consisted of simulating the extent
of inundation for two slide events (at the head of Valdez Bay and at
the Shoup Bay moraine), based on before and after bathymetry data,
eye-witness observations of the event, and observed runup distribution.

For the slide at the head of Port Valdez (HPV64), it was recom-
mended to

1. reproduce two waves that struck the Valdez waterfront,
2. simulate the extent of inundation reaching at least to McKinley

Street.

For the slide at the Shoup Bay moraine (SBM64), it was recom-
ended to

1. simulate the extent of inundation around Port Valdez and repro-
duce the 20+ m runup at Anderson Bay,

2. simulate the 10+ m wave inundating the navigation light, shown
in Fig. 7 by the red triangle, in Valdez Narrows,

3. simulate the 0.5 m wave in the Valdez Hotel, shown in Fig. 8 by
the red triangle, located in the head of Port Valdez.

. Models used in the benchmarking exercise

A total of 9 models were benchmarked as part of the 2017 work-
hop. Individual documentation for each of the models used is provided
t http://www1.udel.edu/kirby/landslide/models.html. Several of the
 m

10
odels could be configured in a variety of ways, leading to a total of
1 model configurations listed in Table 3. For the purposes of compar-
son, the models were grouped into four hydrodynamic configurations,
ncluding

1. Hydrostatic models with no frequency dispersion (with results
indicated by circles in Figs. 11–14)

2. Boussinesq or one-layer, weakly dispersive models (indicated by
5-pointed stars)

3. Multi-layer or nonhydrostatic models (indicated by 6-pointed
stars)

4. Fully-3D Navier–Stokes solvers with surface reconstruction (in-
dicated by asterisks)

dditionally, modeled slide rheology was grouped into four categories
ncluding

1 Solid slides (usually an imposed bottom deformation in time;
indicated by red symbols)

2 Viscous slides (indicated by green symbols)
3 Granular slides (indicated by blue symbols)
4 3D, continuously varying phase or multiphase (indicated by

black symbols).

A brief introduction to each hydrodynamic configuration and treat-
ent of slide rheology is provided in the following two sections. A

http://www1.udel.edu/kirby/landslide/models.html
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Table 3
Models with results submitted for comparison to data.

Model name Model # Hydro Type Slide Type BM1 BM2-d61 BM2-d120 BM3-case30 BM3-case32 BM4-test17 BM5 Case 1 BM5 Case 2 BM6 BM7 submitted by

data 0 y y y y y y y y y y
nhwave-s 1 3 1 y y y y y UD/ODU/URI
nhwave-v 2 3 2 y y UD/ODU/URI
nhwave-g 3 3 3 y y y UD/ODU/URI
globouss-l 4 2 1 y y Nor. Geotech. Inst.
globouss-nl 5 2 1 y y Nor. Geotech. Inst.
boussclaw-0 6 2 1 y y Nor. Geotech. Inst.
boussclaw-15 7 2 1 y y Nor. Geotech. Inst.
tsunami3d 8 4 4 y y y y TAMUG
thetis-newt 9 4 4 y y y U. de Pau
nhwave-3d 10 3 4 y UD/ODU/URI
thetis-mui 11 4 4 y U. de Pau
ls3d 12 2 1 y y y Sharif U.
2lcmflow 13 1 3 y y Sharif U.
Alaska GI-L 14 1 2 y y y y U. Alaska
nhwave-s-hydrostatic 15 1 1 y y UD/ODU/URI
nhwave-g-hydrostatic 16 1 3 y UD/ODU/URI
HySEA 17 3a 1,3 y y y y y y y y y U. Malaga
fbslide 18 1 1 y y IOS
Lynett-nlsw 19 1 1 y y USC
Lynett-MSE 21 3 1 y y USC

abenchmark 7 was carried out using a hydrostatic version of the hydrodynamic model in HySEA.
Hydro Types
0 - data
1 - non-dispersive
2 - weakly dispersive, one layer
3 - nonhydrostatic
4- Navier–Stokes
Slide Types
1 - moving boundary
2 - viscous layer
3 - granular layer
4 - 3D multiphase.
more complete introduction to each model, references to model de-
scriptions in the primary literature, and a description of the range of
configurations for each model in the present tests may be found in
the individual model write-ups, posted on the workshop website at
http://www1.udel.edu/kirby/landslide/reporting.html.

3.1. Treatment of hydrodynamics in models

3.1.1. Non-dispersive models
Models in the non-dispersive category generally solve the Nonlinear

Shallow Water Equations (NLSWE). In this class of model, the pressure
field is assumed to be hydrostatic with respect to the local water
surface, which, for constant water density 𝜌, gives

𝑝 = 𝜌𝑔(𝜂 − 𝑧) (8)

where 𝜂 is the water surface displacement away from rest, and 𝜂 − 𝑧
represents the distance below the surface. As a result of this simpli-
fication, horizontal pressure gradients are depth-uniform, and hence
horizontal velocities are uniform over depth if the effects of turbulence
and bottom drag are neglected. Models of this type are historically
known to be good simulators of runup and inundation, but they can
accumulate significant errors when used to propagate waves over long
distances or over depths which are not small compared to horizontal
wavelengths, as a result of the lack of dispersive effects (Kirby et al.,
2013; Schambach et al., 2019). Nevertheless, they have been applied
to landslide tsunami modeling (e.g. Harbitz et al., 1993; Fine et al.,
1998, 2005; Salmanidou et al., 2017). In the linear limit, waves in this
category have the frequency-independent phase speed 𝑐0 =

√

𝑔ℎ, where
ℎ is still water depth.

As part of the workshop, the models 2LCMFLOW (Yavari-Ramshe
and Ataie-Ashtiani, 2017), ALASKA-GI-L citepnicolsky-etal-pag11,
NHWAVE (Ma et al., 2012, 2013, 2015, in hydrostatic mode), Hy-
SEA (for benchmark 7 Macías et al., 2015), FBSLIDE and LYNETT-
NLSW (Lynett and Liu, 2002) belonged to this category (see Table 3).

3.1.2. Weakly dispersive, Boussinesq-type models
Waves on the surface of finite-depth water have a phase speed 𝑐

given by

𝑐 = 𝑐
( tanh 𝑘ℎ)1∕2

(9)
0 𝑘ℎ

11
where 𝑘 = 2𝜋∕𝐿 is the wavenumber and 𝐿 is the corresponding
wavelength. For most cases of tsunami generation, propagation and
inundation, the dimensionless number 𝑘ℎ (or, essentially, the ratio of
water depth to wavelength) is relatively small. The limit of 𝑘ℎ →
0 recovers the non-dispersive model. The class of weakly-dispersive
models (including Boussinesq, Serre and Greene-Naghdi models) retains
additional information about 𝑐 for finite but small values of 𝑘ℎ (e.g. Wei
et al., 1995; Lynett and Liu, 2002; Watts et al., 2003; Lynett, 2006;
Løvholt et al., 2008; Roeber et al., 2010; Shi et al., 2012; Kim et al.,
2017). This information is usually related to an asymptotic form of the
Taylor series for the added factor in Eq. (9); for example,
tanh 𝑘ℎ
𝑘ℎ

= 1 − 1
3
(𝑘ℎ)2 + 𝑂((𝑘ℎ)4) (10)

The corresponding corrections to the horizontal water velocity are
usually obtained in the form of a power series in 𝑧, and various models
may retain higher-order information in powers of 𝑘ℎ, or may use series
manipulation to obtain rational polynomial forms of Eq. (10) which are
more accurate or better behaved for large 𝑘ℎ. Models in the following
category of dispersive models may be reduced to this form if lowest-
order treatments of the model’s vertical structure are employed, such
as restricting the model to a single vertical layer. See Brocchini (2013)
and Kirby (2016) for recent reviews of this class of model.

As part of the workshop, the models GLOBOUS (Løvholt et al.,
2008), BOUSSCLAW (Kim et al., 2017) and LS3D (Ataie-Ashtiani and
Najafi-Jilani, 2007) belonged to this category (see Table 3).

3.1.3. Dispersive models
Models in this category are essentially solutions of the full hydro-

dynamic problem under a restrictive set of simplifying assumptions. In
particular, the water surface is assumed to be a single-valued function
of horizontal position and time. This assumption eliminates the poten-
tial for directly describing phenomena such as wave crest overturning
during breaking. However, as a result, models in this class do not
require the elaborate reconstruction of arbitrary surface geometries
employed in more complete Navier–Stokes solvers. The models also
typically employ a reduction of the vertical structure of the problem
to a finite number of coupled layers, using either low-order approx-
imations of the dynamics in each layer (Stelling and Zijlema, 2003;
Bai and Cheung, 2013), or by using differencing stencils applied to
the relatively low resolution vertical structure (Ma et al., 2012). These
models are reduced to the level of accuracy of Boussinesq models by

http://www1.udel.edu/kirby/landslide/reporting.html
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reducing the number of vertical layers to one (Yamazaki et al., 2011),
r they may approach a full solution of the surface wave problem
y allowing the number of vertical layers to be as large as needed.
odels for perfect fluid hydrodynamics for surface waves with lengths

f 𝑘ℎ values appropriate to tsunamis are often adequately described
sing no more than three vertical layers. Models which solve the
ully nonlinear potential flow problem (e.g. Grilli and Watts, 1999;
rilli et al., 2002, 2010) or reproduce the exact linear dispersion

elation for narrow-banded waves in slowly varying domains such as
he mild-slope equations (Berkhoff, 1972; Smith and Sprinks, 1975)
re included in this category. As part of the workshop, the models
HWAVE and HySEA (configured as a multi-layer non-hydrostatic
odels) and LYNETT-MSE (Bellotti et al., 2008) belong to this category

see Table 3).

.1.4. Models based on Navier–Stokes solvers
Models in this final category typically solve the full set of Navier–

tokes equations together with boundary conditions applied at an arbi-
rary, unknown surface (e.g. Heinrich, 1992; Assier-Rzadkiewicz et al.,

1997; Popinet, 2003; Liu et al., 2005; Ataie-Ashtiani and Shobeyri,
008; Weiss et al., 2009; Abadie et al., 2010, 2012; Horrillo et al.,
013). Accurate reproduction of surface geometry requires a great deal
f spatial and temporal resolution in the calculation, and hence models
f this type typically are expensive to run in terms of time and computer
esources.

As part of the workshop, the models TSUNAMI3D (Horrillo et al.,
013), THETIS-NEWT and THETIS-MUI (Clous and Abadie, 2019) be-
onged to this category (see Table 3).

.2. Treatment of slide rheology and motion in models

.2.1. Solid slides
Solid slide motion and geometry are typically specified as a bottom

oundary condition, either determined a priori, or by applying laws
f motion developed for translational and rotational solid slide mo-
ions (e.g., Grilli and Watts, 1999; Grilli et al., 2002; Lynett and Liu,
002; Grilli and Watts, 2005; Watts et al., 2003, 2005; Day et al., 2005).
mong the models featured in the workshop, GLOBOUS, BOUSCLAW,
S3D, FBSLIDE and LYNETT belonged to this class of models, with
HWAVE and HySEA having this configuration as an option (see
able 3).

Using this approach, deforming slides with a specified geometry
nd deformation can also be specified as a bottom boundary condi-
ion (Lynett and Liu, 2002; Grilli and Watts, 2005). As is usual for
olid slide simulations, there is typically no attempt to couple the
lide and water motions dynamically, with the latter only affecting the
lide motion through simple coefficients (e.g., drag and added mass
oefficients) (Salmanidou et al., 2017).

An exception to this lack of coupling is, for instance, the work
f Abadie et al. (2010) who used the multi-material Navier–Stokes
odel THETIS to simulate both deforming and rigid slides, with the

atter represented by a fluid of very high viscosity. With this model,
hey accurately simulated the solid block experiments of Liu et al.
2005) for both subaerial and submarine cases, without specifying the
lock law of motion, which was implicitly found in the model through
n internal balance of forces.

.2.2. Deforming slides simulated as dense viscous or viscoplastic fluids
Many early models (e.g., Heinrich, 1992; Harbitz et al., 1993;

ssier-Rzadkiewicz et al., 1997; Fine et al., 1998) and some recent mod-
ls (e.g., Løvholt et al., 2017; Grilli et al., 2019) have simulated tsunami
eneration by deformable slides by modeling the bottom layer as a
ense viscous fluid (Newtonian or non-Newtonian) (e.g., see the recent
eview by Yavari-Ramshe and Ataie-Ashtiani, 2016). Water motion was
ither modeled in a single depth-integrated upper layer (two-layer mod-
ls, e.g., Heinrich, 1992; Harbitz et al., 1993; Assier-Rzadkiewicz et al.,
12
997; Fine et al., 1998) or in multiple layers (e.g., Kirby et al., 2016;
rilli et al., 2017, and references therein). This motion was coupled to

he motion of the bottom layer/slide through dynamic and kinematic
quations at the slide-water interface. Depending on model type, water
otion was based on solving various sets of equations with different

eatured physics, from hydrostatic, to non-hydrostatic/dispersive (for
xample, the two-layer models of Kirby et al., 2016, in which the
pper water layer is modeled with the non-hydrostatic 𝜎-coordinate 3D
odel NHWAVE ma-etal-om12], or full Navier–Stokes (see,e.g., 2D or
D Navier–Stokes equations to simulate subaerial or submarine slides
odeled as dense Newtonian or non-Newtonian fluids by Løvholt et al.,
017; Ataie-Ashtiani and Shobeyri, 2008; Weiss et al., 2009; Abadie
t al., 2010, 2012; Horrillo et al., 2013). Among the models featured
n the workshop NHWAVE and ALASKA-G-IL belonged to this class of
odels; THETIS and TSUNAM3D also modeled slides as a dense viscous

luid layer but within a multi-material Navier–Stokes framework (see
able 3).

.2.3. Slides simulated as saturated granular debris flows
A number of recent laboratory experiments have examined tsunamis

enerated by subaerial landslides made of gravel (Fritz et al., 2004;
taie-Ashtiani and Najafi-Jilani, 2008; Heller and Hager, 2010; Mo-
ammed and Fritz, 2012) or glass beads (Viroulet et al., 2014). For
eforming underwater landslides and related tsunami generation, 2D
xperiments were performed by Assier-Rzadkiewicz et al. (1997), who
sed sand, Ataie-Ashtiani and Nik-khah (2008), who used granular
aterial, and Grilli et al. (2017) who used glass beads.

To simulate such experiments, models have been developed on the
ame principle as the dense fluid bottom layer, but for a bottom layer
epresenting a granular medium or saturated debris flow (e.g., George
nd Iverson, 2011, 2014; Ma et al., 2015; Grilli et al., 2017). Another

approach to simulate tsunami generation by granular slide or sediment
motion has been to simulate flows induced by a varying sediment
concentration (e.g., Ma et al., 2013). Among the models featured in the
workshop, NHWAVE, HySEA and 2LCMFLOW belonged to this class of
model.

For a more comprehensive review of recent modeling work in these
areas, see Yavari-Ramshe and Ataie-Ashtiani (2016).

3.2.4. Slides simulated as multiphase components in fully 3D settings
In this implementation, models solving the Navier–Stokes equations

in Reynolds-averaged form (together with complete or single-valued
representations of water surface geometry), are typically solved for
multiple fluids/mediums, one of which is a deforming slide and the
other water and air. An example is the multi-material model THETIS
by Abadie et al. (2010), which was used to simulate deforming slides in
a laboratory set-up or in the field (Abadie et al., 2012). Other examples
of this approach are described by Ma et al. (2013), Horrillo et al.
(2013) and López-Venegas et al. (2015). To this end, more sophisticated
landslide dynamics models are presently being incorporated into full
3D models for landslide-tsunamis, through multi-phase coupled porous-
granular rheology (Si et al., 2018a,b; Rauter, 2021). Among the models
featured in the workshop, THETIS, TSUNAMI3D and one variant of
NHWAVE belonged to this class of model.

4. Analysis approach

This section details the different metrics used in the model-data
comparison for each benchmark, with model/data and model/model
intercomparisons described in the following section.
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4.1. RMS error metrics for time series comparison

RMS error metrics compare the structure of observation and simu-
lation at each gauge location, integrated over time. In order to apply
these metrics, it is necessary to interpolate data and model results
onto similar discrete time axes. This operation is performed here by
interpolating simulation results onto the time axis for observations. The
comparison is carried out for each case over a time range corresponding
to the existence of useful observational data. Since RMS error estimates
for oscillatory signals are also highly sensitive to phase mismatches, the
results obtained here are based on shifting simulation results in time
in order to obtain a specific synchronization at one of the gauges. In
most practical situations, tsunami hazard is not affected by small phase
differences, hence simulating an accurate time series in the model is
deemed a success, even if there is a small phase shift.

The first error metric represents the square root of the mean square
error between observation and simulation results, normalized by the
difference between the largest maximum and minimum value of 𝜂. This

etric is denoted by 𝜖𝑔 and is given by

𝑔
𝑗 =

√

∑𝑁
𝑖 (𝜂𝑚(𝑖, 𝑗) − 𝜂𝑜(𝑖, 𝑗))2

max𝑖(𝜂𝑜(𝑖, 𝑗)) − min𝑖(𝜂𝑜(𝑖, 𝑗))
; 𝑗 = 1 ∶ 𝑁𝑔 (11)

where 𝑁𝑔 is the number of gauges in each experiment and 𝑁 is the
umber of points in the time series. A second, alternate RMS error
etric denoted 𝜖𝑘 is given by

𝑘
𝑗 =

√

∑𝑁
𝑖 (𝜂𝑚(𝑖, 𝑗) − 𝜂𝑜(𝑖, 𝑗))2
√

∑𝑁
𝑖 𝜂𝑜(𝑖, 𝑗)2

; 𝑗 = 1 ∶ 𝑁𝑔 (12)

here the normalization is with respect to the root-mean-square of the
bservations (standard deviation if the mean is zero), again for each
auge. Results in Section 5 are shown for the first measure Eq. (11).

Results based on Eq. (12) are numerically different but were found to
be qualitatively similar in pattern; hence they are omitted.

4.2. Statistics of surface displacements

Additional metrics were developed to quantify model reproduction
of surface elevation maxima, surface elevation minima, maximum sur-
face wave height, and wave packet variance, which are important for
quantifying various aspects of tsunami hazard:

• Maximum surface displacement for a single gauge, normalized by
observed values

𝜖(1)𝑗 = Max𝑖(𝜂𝑚(𝑖, 𝑗))∕Maxi(𝜂𝑜(𝑖, 𝑗)); 𝑗 = 1 ∶ 𝑁𝑔 (13)

• Minimum surface displacement for a single gauge, normalized by
observed values

𝜖(2)𝑗 = −Min𝑖(𝜂𝑚(𝑖, 𝑗))∕Mini(𝜂𝑜(𝑖, 𝑗)); 𝑗 = 1 ∶ 𝑁𝑔 (14)

• Total surface excursion for each gauge, normalized by the maxi-
mum observed surface excursion

𝜖(3)𝑗 = [Max𝑖(𝜂𝑚(𝑖, 𝑗))−Mini(𝜂𝑚(𝑖, 𝑗))]∕[Max𝑖(𝜂𝑜(𝑖, 𝑗))−Min𝑖(𝜂𝑜(𝑖, 𝑗))]; 𝑗 = 1 ∶ 𝑁𝑔

(15)

• Total variance for each gauge, normalized by observed variance
for each gauge

𝜖(4)𝑗 = [
𝑁
∑

𝑖=1
𝜂𝑚(𝑖, 𝑗)

2]∕[
𝑁
∑

𝑖=1
𝜂𝑜(𝑖, 𝑗)

2]; 𝑗 = 1 ∶ 𝑁𝑔 (16)
p

13
4.3. Wavelet analysis of transient wave packets

Tsunami events typically consist of finite-length packets of waves
with rapidly varying frequency and amplitude. An analysis of the
distribution of amplitude and frequency in space and time can be
revealing of the underlying fluid mechanics governing the propagation
of the waves. In particular, we can examine the effects of frequency
dispersion, or non-hydrostatic behavior, on the advancing wave. This
analysis needs to be carried out using a framework that is appropriate
for describing non-stationary behavior of the analyzed signal, and it is
performed here using the Continuous Wavelet Transform (CWT) (see
Addison, 2018, for a recent overview). The description of the CWT
is well established but may be unfamiliar to some readers, and so a
description of the basics is provided as Appendix A.

To illustrate the application of the CWT to a tsunami signal, we
show in Fig. 9 the modulus of the transform |𝑇 (𝑡, 𝑓 )| as a function
of frequency and time for Benchmark 2, 𝑑 = 61 mm data (Table 1).
Solid red curves show the locus of times at which the maximum of |𝑇 |
occurs at each frequency 𝑓 . The panel for Gauge 3 (Fig. 9c) shows two
additional curves. For Benchmark 2, Gauge 3 (g3 in Fig. 2) is located
downslope in the direction of landslide travel. A wave with frequency
𝑓 traveling in this direction from location 𝑥1 to 𝑥3 would traverse this
distance in a time interval

𝑡3 − 𝑡1 = ∫

𝑥3

𝑥1

𝑑𝑥
𝑐∗(ℎ(𝑥), 𝑓 )

(17)

here depth ℎ varies in 𝑥 and where the local speed of propagation
∗(ℎ, 𝑓 ) depends on ℎ and, in the case of dispersive motion, frequency
. Two relevant speeds based on linear wave theory are the phase speed
and the group velocity 𝑐𝑔 , given in terms of wavenumber 𝑘 = 2𝜋∕𝐿

where 𝐿 is wavelength) by

2 =
𝑔
𝑘
tanh 𝑘ℎ; 𝑐𝑔 =

𝑐
2

(

1 + 2𝑘ℎ
sinh 2𝑘ℎ

)

(18)

with 𝑔 = 9.806 m∕s2 being gravitational acceleration. In the long wave
limit (𝑘ℎ → 0), both 𝑐 and 𝑐𝑔 are asymptotic to

√

𝑔ℎ, and dependence
on frequency is lost. In this limit, all wave components in a multi-
component wave train would travel at the same speed. This is the
non-dispersive limit, characteristic of either linear or nonlinear shallow
water equations.

In Fig. 9a, the nearly vertical red line represents the location of
the initial packet during the drawdown process. A reference frequency
𝜔0 = 5 (see Eq. (A.8) in Appendix) was used. For Gauge 3, the red
dashed line represents replacing 𝑐∗ in Eq. (17) by group velocity 𝑐𝑔 ,

hile the dotted red line represents replacing 𝑐∗ by phase speed 𝑐.
ntrinsically, we would expect the propagation of the energy content
t each frequency to be governed by the group velocity, so that the
olid red line and dashed red line would coincide. Several factors keep
his from being apparent in this case. First, the slide is present in
he domain during the propagation process, and thus phase speed or
roup velocity are affected by a time-varying bottom geometry and
re not straightforward to interpret. More important, however, is a
rocessing artifact which reduces the apparent arrival time when the
avelet width is adjusted to improve time localization. Relaxation of

his constraint in favor of improving frequency localization leads to
etter estimates of arrival time, since the estimate at each frequency is
ess contaminated by neighboring frequencies in the strongly dispersive
ases considered.

This effect is illustrated in Fig. 10, for time series measured at Gauge
(WG3) in Benchmark 4 (Figs. 3 to 6); results for the wavelet transform

re shown in the figure for a scaled reference frequency 𝜔0 = 5 or
5. The improvement in agreement with linear theory and propagation
t the group velocity is apparent. Since this result is expected and
hould be intrinsic to all the cases considered here, we show all results
n Section 5 in terms of wavelets with higher temporal resolution.

e utilize arrival times at each gauge and frequency in model/data
omparisons, in order to assess the accuracy of models to represent

ropagation at each component frequency.
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Fig. 9. Benchmark 2, 𝑑 = 61 mm (Table 1), modulus of wavelet transform |𝑇 | of measured surface displacements at gauges: (a–d) 1–4 (g1 to g4 in Fig. 2). Solid red curves are
locus of maximum |𝑇 |(𝑡) at each frequency 𝑓 . In (c), the red dashed line represents replacing 𝑐∗ in Eq. (17) by group velocity 𝑐𝑔 , while the dotted red line represents replacing
𝑐∗ by phase speed 𝑐.

Fig. 10. Benchmark 4 (described in Figs. 4 to 6). Moduli |𝑇 | of wavelet transforms and estimated arrival times at Gauge 3 (WG3) for two choices (a) 𝜔0 = 5 and (b) 𝜔0 = 15,
illustrating a tradeoff between time and frequency localization controlled by that parameter (see Eq. (A.8)).

14
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Fig. 11. Distribution of RMS errors 𝜖𝑔 by model for all gauges and all considered cases for Benchmarks 2 and 4. Results are grouped here according to model treatment of
ydrodynamics. Numbering on the bottom axis does not correspond to the list in Table 3. Symbols indicate: (○) hydrostatic models, (✩) weakly dispersive models, (C) dispersive
non-hydrostatic) models, (∗) Navier–Stokes models. Colors indicate treatment of slide material, including (red) solid slides, (green) viscous slides, (blue) granular slides, and (black)
ultiphase models.
.

-
. Model-data comparisons

In this section, we evaluate the performance of all submitted model
esults for Benchmarks 2 and 4 using the methods described in Sec-
ion 4. We then provide a more qualitative analysis of results for
enchmark 7, where model results are subject both to the choice of
odel and the modeler’s subjective treatment of information related to

he provided input data.

.1. Data sources

See http://www1.udel.edu/kirby/landslide/reporting.html for data
eeded to reconstruct the results shown here. In particular,

1. http://www1.udel.edu/kirby/landslide/report/formatted_results
zip provides data in a common format. Files in the unzipped
folder are Matlab .mat files, each containing a single data array
with dimension (N by 5). For Benchmarks 2 and 4, the array
columns contain time (s) and surface displacements at gauges
1–4 (mm). For Benchmark 7, the files are in a similar format,
with columns 2–5 displaying elevations at the Navigation Light,
Old Valdez Hotel, Point 37 and Point 38, all in meters (m).
Each file name follows the following convention: bmX_mY_
NOTE.mat, where X denotes the benchmark number (2, 4 or
7) and Y denotes the model number, as indicated in Table 3.
Possible NOTEs are ‘‘d061’’ or ‘‘d120’’ for the two depths of
submergence in Benchmark 2, or ‘‘case1’’ for Benchmark 4,
which indicates the data set Test17 and was the only case used
here. For each case in Benchmarks 2 and 4, model number X = 0
indicates the observed data, reformatted into the same common
format. Time series of observed data do not exist for Benchmark
7.
Finally, the folder contains submitted results for several of the
models for Benchmarks 3 and 5. These results are provided for
inspection, but are not analyzed or otherwise represented in the
final technical report for the workshop or in this paper.

2. http://www1.udel.edu/kirby/landslide/report/errors.zip
provides a table of results for the individual model RMS er-
rors (with models listed as indicated in Table 3) in the file
error_data.mat (Eq. (11)), and for the surface elevation errors in
the file error_heights.mat Eq. (13)–(16)).
15
3. http://www1.udel.edu/kirby/landslide/report/programs.zip con
tains the Matlab scripts used to carry out data analysis and
model/data comparisons. These scripts were written by the first
author JK (except for portions of the script for Benchmark 7,
provided by the fifth author DN) and are in the public domain.
The readme file in the zipped folder provides a complete table
of contents for the scripts used.

We note that the presentation of results by model number in
Figs. 11–14 does not correspond to the numbering of models in Ta-
ble 3, where the models are not grouped in terms of hydrodynamic
or rheological choices. Data are grouped according to the choice of
hydrodynamic formulation in Figs. 11–14 in order to accentuate the
consistency of results within each of the four groups. The correspon-
dence to individual models, as listed in Table 3, is preserved in the
filenames for the .mat files as indicated above.

5.2. RMS error metric

We first consider the distribution of RMS errors for each gauge as
given by the error metric 𝜖𝑔 defined in Eq. (11). In order to emphasize
consistency between model types, we provide results here without
regard to the performance of individual models. The reader may recon-
struct these correspondences, if desired, by looking up individual error
estimates in the files error_data.mat and stuff.mat, where the errors are
listed with model numbers corresponding to entries in Table 3. The
metric 𝜖𝑔 describes a normalized RMS error based on comparison of
the modeled and observed time series at each measurement location.
Results of this test are shown in Fig. 11, where 𝜖𝑔 for each model is
presented without reference to gauge location and for both Benchmarks
2 and 4. The results show a clear tendency towards decreasing error
for models with more accurate dispersion properties. Non-dispersive
hydrostatic models show a tendency towards a much higher RMS error,
with values up to 2 to 3 times higher than the next most accurate
category, the weakly dispersive models represented by Boussinesq-
type models. Models in the last three categories (weakly-dispersive,
dispersive, and Navier–Stokes) are generally consistent with each other,
with RMS error measures of around 0.1. The most accurate simulations
were for model 13, which represented a non-hydrostatic model run
for Benchmark 4 with viscous slide rheology. In general, the disper-
sive models slightly outperformed the weakly-dispersive models, which

http://www1.udel.edu/kirby/landslide/reporting.html
http://www1.udel.edu/kirby/landslide/report/formatted_results.zip
http://www1.udel.edu/kirby/landslide/report/formatted_results.zip
http://www1.udel.edu/kirby/landslide/report/formatted_results.zip
http://www1.udel.edu/kirby/landslide/report/errors.zip
http://www1.udel.edu/kirby/landslide/report/programs.zip
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Fig. 12. Distribution of RMS errors 𝜖𝑔 by hydrodynamic model type for each gauge in Benchmarks 2 and 4 (g1–g4 or WG1–WG4). (a) Hydrostatic models, (b) Boussinesq models,
(c) Non-hydrostatic models, (d) Navier–Stokes/VOF models. See Fig. 11 caption for symbol definition.
could be expected. They also outperform the Navier–Stokes solvers,
which could be due to limitations in the handling of slide rheology
properties in a fluid continuum. Overall, however, this figure does not
provide a dramatic sorting of the 3 types of models which incorporate
some degree of frequency dispersion in the treatment of the surface
wave as they all perform reasonably well.

Fig. 12 shows the RMS error 𝜖𝑔 for all gauges in Benchmarks 2 and
4, sorted by hydrodynamic model type. The most dramatic result here
is again the distinction between hydrostatic models and the remaining
three categories, with the hydrostatic models showing systematically
higher error at all gauge locations. Fig. 12 also shows a distinction
between Boussinesq models (Panel b) and the remaining categories of
dispersive models, with Boussinesq models showing an increasing error
with distance away from the source region, whereas non hydrostatic
and Navier–Stokes models give a fairly constant level of error across all
four gauge locations due to the accurate representation of dispersion.

Finally, Fig. 13 separates the RMS error 𝜖𝑔 for Benchmarks 2 (with a
solid slide) and 4 (with a granular slide). Models performed comparably
on each benchmark, with the hydrostatic models showing the greatest
error in either case.
16
5.3. Surface displacement error metrics

Fig. 14 shows the surface displacement error metrics defined in
Eqs. (13)–(16), computed based on all benchmarked model results
(Table 3), for the 4 gauges in Benchmarks 2 and 4.

Fig. 14a shows the normalized maximum surface elevations 𝜖(1)𝑗
(Eq. (13)) and normalized minimum surface elevations 𝜖(2)𝑗 (Eq. (14)),
for 𝑗 = 1,… , 4. Hydrostatic models all show large negative mini-
mum value of the error metrics, associated with the large surface
drawdown occurring over the moving slide in hydrostatic simulations
(see, e.g., Fig. 17c for Model 14 for a dramatic example of this effect
for Benchmark 7). Almost all cases with a large overprediction of
maximum elevation are associated with Benchmark 2, gauge 1, where
positive surface displacements in the experiment are generally quite
small. Aside from these anomalies, the models with some representa-
tion of frequency dispersion perform adequately and in a fairly uniform
manner, with each category outperforming the hydrostatic models.

Fig. 14b shows 𝜖(3)𝑗 (Eq. (15)), which indicates how well total surface
excursion is simulated over the entire generated wave packet, and
𝜖(4) (Eq. (16)), which indicates how well the packet total variance
𝑗
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Fig. 13. Distribution of RMS errors 𝜖𝑔 for all benchmarked model results (see Table 3 for list, and Fig. 11 caption for symbol definition), by gauge for: (a) Benchmark 2, 𝑑 = 61 mm
and 120 mm (Table 2), and (b) Benchmark 4, Test 17. See Fig. 11 caption for symbol definition.
is predicted. Strong biases in total excursion and variance for the
hydrostatic models result from their tendency to predict an overly deep
wave trough occurring above the moving slide mass. The remaining
model types behave consistently, although there is some indication
that the Navier–Stokes models are predicting wave packets that are
both overly energetic and having too large total surface excursions,
compared to the non hydrostatic models, which outperform both of the
other two dispersive model categories on these metrics.

5.4. Wavelet analysis of model results

A brief overview of the results of the wavelet analysis of model
results detailed in Section 4.2 is provided here, with the bulk of results
shown in Appendices D, E and F of Kirby et al. (2018). The results here
contrast the non-hydrostatic and hydrostatic versions of NHWAVE, for
Benchmark 4 with a granular slide layer; these appear as Models 3 and
16 (Table 3), respectively, in Figs. 11 and 14a, b.

Fig. 15, for the non-hydrostatic case, shows that, with a model
that reproduces dispersion properties accurately, the arrival time of
energy at distant gauges on a frequency by frequency basis, is correctly
predicted. Fig. 15a shows time series of measured and simulated surface
elevations at the four gauges WG1–WG4 (Fig. 4); model results are
17
in overall good agreement with the experimental data. In Figs. 15b-
e, the modulus |𝑇 | of the wavelet transform is plotted as a function
of frequency 𝑓 and time 𝑡 at each gauge for both the experimental
data and model results; again the agreement is overall quite good. In
each plot, the thick blue or red lines are drawn through the maxima
of the transforms for model and data, respectively, and indicate arrival
time for the center of the energy packet at each component frequency
or scale in the transform space. The red dashed lines indicate a hy-
pothetical arrival time based on initialization at the time indicated
in panel (a) and then being displaced forward in time according to
the prediction of linear theory, with later arrival times indicating
lower phase speeds with increasing frequency. The deviation of both
measured and modeled wave motions could be taken to indicate the
tendency for higher frequency components to behave more like bound
harmonic of lower frequency components, rather than as free waves,
indicating the importance of nonlinearity in the problem. However, as
discussed in connection with Fig. 10, the deviation from linear theory
prediction is more likely due to the effect of leakage of information
across the frequency axis, causing the more energetic lower frequency
components to dominate the apparent results at higher frequencies.
Overall, the best indicator of proper model performance is a continuing
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c

Fig. 14. Normalized surface elevation errors for all benchmarked model results for Benchmarks 2 and 4 at all gauges. See Table 3 for list of model configurations, and Fig. 11
aption for symbol definition. (a) Maximum 𝜖(1)𝑗 , plotted as positive values, and 𝜖(2)𝑗 , plotted as negative values (Eqs. (13) and (14)); (b) Total surface excursion 𝜖(3)𝑗 (plotted as

positive values) and variance 𝜖(4)𝑗 (plotted as negative values) (Eqs. (15) and (16)). Dashed lines at ±1 represent a perfect agreement of model results with the benchmark data.
w
i

i
s

overlap of the blue and red line segments indicating the arrival of the
wave packet maximum.

In contrast, Fig. 16, for the non-dispersive case with Model 16,
shows that energy at all frequencies is moving approximately at the
same speed as the lower frequency components, which is consistent
with the frequency-independent phase speed of 𝑐 =

√

𝑔ℎ for all frequen-
cies in this limit. The model results here are strongly contaminated by
reflection effects, leading to the double peak in the transform. The lack
of any frequency dependence in phase speed is clear, however.

5.5. Benchmark 7: Qualitative analysis

Benchmark 7 differs from Benchmarks 2 and 4 in that there is less
basis for a quantitative comparison to observations. In addition, results
are subject to choices made by each modeler in setting up the simula-
tion, and thus it is possible that different results could be obtained by
different modelers using the same model code. Results were submitted
for five models (Table 3): NHWAVE (Model 2), TSUNAMI3D (Model
8), LS3D (Model 12), Alaska GI-L (Model 14) and Landslide-HYSEA
 w

18
(Model 17). Details setup of each model considered may be found in the
individual model write-ups at http://www1.udel.edu/kirby/landslide/
reporting.html.

We proceed here by showing and discussing the available results for

1. water surface elevation time series at the Navigation Light,
Valdez Hotel, P37 and P38 (Fig. 17; Models 2, 8, 12 (partial)
14, 17; Table 3),

2. maximum surface elevation occurring over the Port Valdez do-
main (Fig. 18; Models 2, 8, 14, 17), and

3. inundation lines in Old Valdez (Fig. 19; Models 2, 8, 12, 14, 17),
4. runups at points identified in Plafker et al. (1969) (Table 4;

Models 2, 12).

here the numbers in parentheses indicate models for which the data
n question is available.

Time series of surface elevation in Fig. 17a–d, are shown at the Nav-
gation Light, Hotel Valdez and Points 37 and 38 for the results of both
lides being superposed, if they were provided separately. Time zero
as taken to be the first indication of drawdown above Point 37, which

http://www1.udel.edu/kirby/landslide/reporting.html
http://www1.udel.edu/kirby/landslide/reporting.html
http://www1.udel.edu/kirby/landslide/reporting.html
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Fig. 15. Wavelet analysis of Benchmark 4. (a) Time series of surface elevation at gauges WG1–WG4 (Fig. 4; top to bottom) for (blue) experimental data, (red) Model 3 results
(NHWAVE, granular slide layer, non-hydrostatic). (b-e) Module of wavelet transform |𝑇 | computed at gauges WG1–WG4 for: (solid) exp. and (dashed) model; arrival times for
each frequency 𝑓 are shown as thick solid red/blue lines for exp./model, and dashed red lines based on linear (dispersive) theory.
is located over the HPV64 slide in front of Old Valdez (Fig. 8). In the
event that results for the two slides were superposed, it was assumed
that the start times for each separate slide simulation were the same.
The results show interesting patterns of both agreement and difference.
19
At Point 37 (Fig. 17c), where the initial motion is simply the drawdown
associated with the HPV64 slide failure, Models 2 and 8, which utilize
the same viscous slide model, show nearly the same results up until
about 10 min into the simulation, which coincides with the arrival
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Fig. 16. Same as Fig. 15, but for Model 16 results (NHWAVE, granular slide, hydrostatic).
f the SBM64 (Fig. 8) first wave front. In contrast, the granular slide
sed in Model 17 shows a drawdown at this location, which is more
rganized around the time following initial motion, reminiscent of the
solated drawdown at Gauge 1 seen in Benchmark 2 tests. The draw-
own predicted by Model 8 (TSUNAMI3D) is more featureless in time
nd does not show nearly as much higher-frequency structure. Time
20
series for Point 38 (at the Valdez shoreline; Fig. 17d) and the Valdez
Hotel (Fig. 7b) show the progression of the first wave resulting from
the HPV64 slide, with the wave arriving at Point 38 slightly sooner in
Model 14 (hydrostatic) than in Models 2 (non-hydrostatic) and 17 (hy-
drostatic). Arrival times for the first wave at Hotel Valdez are very con-
sistent and are slightly higher for Model 14 than for Models 2 and 17.
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Fig. 17. Simulations of Benchmark 7 with Models 2, 8, 12, 14 and 17 (Table 3). Time series of surface elevation at: (a) the Navigation Light; (b) Hotel Valdez; (c) Point 37; and
d) Point 38.
Fig. 18. Simulation of maximum surface elevation over the Port Valdez domain for Benchmark 7, with Model: (a) 2, (b) 8, (c) 14 and (d) 17 (Table 3).
The first arrival at the Navigation Light results from the SBM64
lide in the western portion of the domain. In this case, Models 14
viscous slide) and 17 (granular slide) give very consistent results for
ave height at the Navigation Light, while Model 2 has a very differ-
nt pattern of arriving waves. A plot of maximum occurring surface
21
elevation over the entire domain in Fig. 18 shows a distinct difference
between the results for models 2 and 8, which direct the majority of
the SBM64 towards the interior of Port Valdez, and models 14 and
17, which show a much more equal bifurcation of wave direction
and an improved simulation of the arrival at the Navigation Light. A
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Fig. 19. Simulated inundation lines around Old Valdez for Benchmark 7, with Models 2, 8, 12, 14, 17 (Table 3).
Table 4
Maximum runup at points reported by Plafker et al. (1969).

Lon.◦ Lat.◦ Plafker (m) Model 2 (m) Model 12 (m)

−146.5663 61.1224 51. 33.07 49.28
−146.5947 61.1309 6. 16.73 5.53
−146.6236 61.1168 21. 22.42 24.17
−146.6357 61.1118 37. 35.98 38.32
−146.6759 61.0833 18. 16.14 19.37
−146.6732 61.0786 23. 14.67 19.42
−146.6530 61.0811 11. 7.91 NaN
−146.6443 61.0724 17. 22.80 21.65
−146.6354 61.0758 23. 18.10 21.71
−146.6144 61.0829 10. 15.07 13.29
−146.5989 61.0839 15. 19.90 18.36
−146.5727 61.0777 15. 19.24 12.98
−146.5611 61.0783 20. 22.67 18.30
−146.5428 61.0789 20. 23.36 20.62
−146.5367 61.0793 24. 31.83 24.91
−146.4695 61.0781 12. 22.25 11.26
−146.4594 61.0805 23. 20.67 25.59
−146.4216 61.0850 11. 20.51 12.40
−146.3796 61.0888 9. 11.84 6.34
−146.4453 61.1340 10. 22.98 8.87
−146.4584 61.1339 9. 22.19 10.92
−146.4851 61.1300 18. 20.12 23.77
−146.4959 61.1266 12. 12.95 24.16
−146.5132 61.1232 11. 27.03 17.49
−146.5382 61.1244 27. 44.95 24.99
comparison of predicted maximum runups at observational points listed
by Plafker et al. (1969) with observed results are shown in Table 4, and
also show the overprediction by model 2 at sites within Port Valdez.

The tendency for model 2 to direct the majority of the simulated
wave energy to the interior of Port Valdez led to an over-prediction
of the extent of tsunami inundation in the area of Old Valdez, shown
previously in Fig. 17(b) for Hotel Valdez and (d) for point 38, closer
to the Old Valdez waterfront. The overly large second wave leads to
an overprediction of the extent of inundation around Old Valdez, in
comparison to observations and other model results, which are more
consistent (Fig. 19). The reason for these anomalies has not been further
examined.

6. Discussion and conclusions

A landslide tsunami model benchmarking workshop was organized
in 2017 on behalf of the US National Tsunami Hazard Mitigation
(NTHMP) program (see https://nws.weather.gov/nthmp/2017MMSLa
ndslide/index.html), with the goals to evaluate the state of numeri-
cal models for the prediction of tsunamis generated by subaerial or
submarine landslides (or, more generally, submarine mass failures;
22
SMFs) and draw recommendations for best practice in model selection
and modeling of these events. Nine landslide tsunami models, with
20 different model configurations tested (Table 3) were submitted for
benchmarking, which were regrouped into 4 classes representing : (1)
hydrostatic models with no frequency dispersion; (2) Boussinesq or
one-layer weakly dispersive models (essentially a two-dimensional (2D)
horizontal framework); (3) Multi-layer or non-hydrostatic (i.e., disper-
sive) models (three-dimensional (3D) framework but with a limited
discretization in the vertical direction); and (4) Full 3D Navier–Stokes
models.

Seven benchmarks were proposed to the participants, 6 based on
published laboratory experiments and one being the historical case
study of 1964 Port Valdez, Alaska, but modelers were only requested
to simulate Benchmarks 2, 4 and 7, with 2 and 4 being laboratory
experiments for a solid and granular slide, respectively, and 7 being
the Port Valdez case study. Results and a comparison of model per-
formance on these 3 benchmarks were presented in this paper. Results
presented here show that overall, models that included non-hydrostatic
(i.e., dispersive) effects, whether solving the full Navier–Stokes, Euler,
or long wave Boussinesq type equations (classes 2–4), performed much
better on a variety of error metrics than non-dispersive (hydrostatic)
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Fig. B.1. Oblique view of slide area at Valdez. Dashed lines indicate dock area destroyed in earthquake. Aerial photographs show the waterfront area of old Valdez before and
fter the tsunami event (Coulter and Migliaccio, 1966).
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odels (class 1). The latter include standard tsunami models based
n the nonlinear shallow water equations widely applied to coseismic
sunamis. Hydrostatic models fail by a large margin to reproduce
enchmark data in most cases, particularly when significant dispersive
ffects are present.

On this basis, whenever possible, it is recommended using a disper-
ive model for landslide tsunami modeling. If dispersion effects matter
or tsunami processes occurring in a particular application, the physics
ncluded in the model will accurately simulate these effects. In contrast,
f dispersion does not matter in the application, likewise, no strong
ispersive effects will occur in results of a dispersive model, which
ill nevertheless be accurate since non-dispersive problems can also
e solved in dispersive models. More detailed recommendations and
uidance have been prepared for NTHMP modelers and can be found
n NTHMP guidelines established on the basis of the workshop (see
ttps://nws.weather.gov/nthmp/mapping_subcommittee.html).

Several workshop participants have provided separate documenta-
ion of model performance for a partial or complete set of the workshop
enchmarks in journal publications or technical reports. Zhang et al.
2017) provide results or the full set of seven benchmarks, using various
onfigurations of NHWAVE, while Macías et al. (2021a) and Macías
t al. (2021b) have provided documentation for benchmarks 1–6.
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Appendix A. The continuous wavelet transform (CWT)

To illustrate the ideas behind the CWT, consider ‘sampling’ some
function 𝑓 (𝑡) using a window 𝑤(𝑡 − 𝜏), where the lag 𝜏 centers the
bserving window on the time axis. The resulting sample is a function
oth of time and the location of the sample window,

(𝑡, 𝜏) = 𝑓 (𝑡)𝑤(𝑡 − 𝜏) (A.1)
24
This operation provides localization in time for the sample. This func-
tion may then be Fourier transformed to obtain

�̂�(𝜔, 𝜏) = 1
2𝜋 ∫

∞

−∞
𝑔(𝑡, 𝜏)e−𝑖𝜔𝑡𝑑𝑡 = 1

2𝜋 ∫

∞

−∞
𝑓 (𝑡)𝑤(𝑡 − 𝜏)e−𝑖𝜔𝑡𝑑𝑡 (A.2)

he resulting transform �̂� then provides information about the signal
that is localized in frequency as well as time. Consider the typical case
of sampling the signal with a unit amplitude window of length 𝑇 , or

(𝑡 − 𝜏) =
{

0 ∣ 𝑡 − 𝜏 ∣> 𝑇 ∕2
1 ∣ 𝑡 − 𝜏 ∣≤ 𝑇 ∕2

(A.3)

This leads to the result

�̂�𝑇 (𝜔, 𝜏) =
1
2𝜋 ∫

𝜏+𝑇 ∕2

𝜏−𝑇 ∕2
𝑓 (𝑡)e−𝑖𝜔𝑡𝑑𝑡 (A.4)

the usual windowed Fourier Transform. For relatively small 𝑇 ’s, this
process may be thought of as a means of localizing transform informa-
tion in time, but the general result has some undesirable properties.
First, frequency resolution 𝛥𝜔 is controlled by the sample length 𝑇 ,
and the only means for improving frequency resolution is to increase
𝑇 and thus lose temporal localization. The converse is true, and the
result is that the product 𝑇𝛥𝜔 is a constant, with 𝑇 and 𝛥𝜔 individually
constant over the entire transform space (𝜔, 𝜏). The constancy of the
product is a consequence of a result analogous to the Heisenberg
Uncertainty Principle limiting the combined uncertainty of knowledge
of a particle’s position and speed in quantum mechanics. This result
cannot be circumvented in a given sampling procedure. However, steps
can be taken to adaptively change frequency or temporal resolution in a

http://www1.udel.edu/kirby/landslide/reporting.html
http://www1.udel.edu/kirby/landslide/reporting.html
http://www1.udel.edu/kirby/landslide/reporting.html
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Fig. B.3. Aerial view of old town. The yellow line represents the limit of observed inundation caused by both landslide tsunamis. Water flow was channeled along streets due to
high snow berms, which are not represented in the supplied model DEMs. Hachures indicate the water side of the inundation lines (Nicolsky et al., 2013).
w
i

manner that sacrifices frequency resolution at high frequencies (where
the signal varies rapidly) in order to obtain better time localization, or
to sacrifice time localization in slowly varying portions of the signal in
order to improve frequency discrimination. The CWT is a popular tool
for carrying this out. The CWT is usually defined as a function of lag 𝜏
and a scale 𝑎, where 𝑎 may be roughly thought of as being the inverse
25
of a frequency. We define the transform here as

𝑇 (𝜏, 𝑎) = 1
√

𝑎 ∫

∞

−∞
𝑤∗

( 𝑡 − 𝜏
𝑎

)

𝑑𝑡 (A.5)

here 𝑤((𝑡 − 𝜏)∕𝑎) is referred to as the ‘analyzing wavelet’, and varies
n duration as a function of the scale 𝑎 being analyzed. A relation

between scale and frequency may be established by examining the
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Fourier transform pair

𝑓 (𝜔) = 𝐹 (𝑓 (𝑡)) = 1
2𝜋 ∫

∞

−∞
𝑓 (𝑡)e−𝑖𝜔𝑡𝑑𝑡

𝑓 (𝑡) = 𝐹−1(𝑓 (𝜔)) = ∫

∞

−∞
𝑓 (𝜔)e𝑖𝜔𝑡 (A.6)

The transform of 𝑓 (𝑡∕𝑎) then works out directly to

𝐹 (𝑓 (𝑡∕𝑎)) = 𝑎𝑓 (𝜔𝑎) (A.7)

so that compressing time by a factor 𝑎 amounts to multiplying fre-
quency by that factor.

Here, we use a common choice for the analyzing wavelet given by
the Morlet wavelet

𝑤(𝑡∕𝑎) = e𝑖(𝑡∕𝑎)−(𝑡∕𝑎)
2∕2 = e𝑖𝜔0𝑡−(𝜔0𝑡)

2∕2 (A.8)

where 𝜔0 = 1∕𝑎 is a chosen reference frequency which essentially
determines the number of oscillations occurring within the wavelet’s
Gaussian envelope. The Fourier Transform of 𝑤(𝑡∕𝑎) is then given to a
very good approximation by

�̂�(𝜔𝑎) = e−(𝜔𝑎−𝜔0)
2 (A.9)

The transform is usually computed conveniently in Fourier space,
rather than calculating the convolution integral in the time domain.
An overview of the basic computational approach may be found in Tor-
rence and Campo (1998).

Appendix B. Informational plots for Benchmark 7 background

See Figs. B.1–B.3.
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