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Abstract—This paper proposes an adaptive, optimal, data-
driven control approach based on reinforcement learning and
adaptive dynamic programming (commonly known as ADP)
to the three-phase grid-connected inverter employed in virtual
synchronous generators (VSGs). This article takes into account
unknown system dynamics and different grid conditions, includ-
ing balanced/unbalanced grids, voltage drop/sag, and weak grids.
The proposed method is based on value iteration, which does
not rely on an initial admissible control policy for learning.
Considering the premise that the VSG control should stabilize the
closed-loop dynamics, the VSG outputs are optimally regulated
through the adaptive, optimal control strategy proposed in this
work. Comparative simulations and experimental results validate
the proposed method’s effectiveness and reveal its practicality
and implementation.

Index Terms—Adaptive dynamic programming (ADP); adap-
tive, optimal control; reinforcement learning; value iteration;
virtual synchronous generator (VSG).
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I. INTRODUCTION

ONSIDERING climate change and global warming, pho-
Ctovoltaic (solar cell) systems are integrated into mod-
ernized power systems more and more. Photovoltaic systems
[as one of the promising inverter-based resources (IBRs)]
become practical alternatives to fossil-fuel-based distributed
energy resources (DERs) to generate electricity [1]. On the
one hand, IBRs are not usually involved in the frequency
control in power networks because of having no inertia—
contrary to traditional fossil-fuel-based DERs. On the other
hand, several researchers have recently proposed a droop-
based control scheme to improve power sharing and stability
of various DERs in microgrids [2]-[4].

In microgrid applications, the droop control obtains stable
frequency and voltage through P/f and Q/V, respectively. It
has been shown that both optimization of the droop coefficient
and the additional droop control loop can improve system
stability [5], [6]. However, IBRs with droop control still do
not have inertial support for the power system. In order to
simulate the damping and inertia of synchronous generators, a
new method is proposed—called virtual synchronous generator
(VSG) [7]-[9]. The VSG has damping characteristics and
virtual inertia, which can emulate the synchronous generators’
characteristics [10]-[12]. The VSG scheme and droop control
have been applied to IBRs [14], [15]. Both methods can ef-
fectively bring renewable energy penetration into the grid and
ensure that the grid-connected system operates independently.

In [16], an adaptive control strategy for VSGs has been
proposed. This strategy constructs the virtual inertia and the
relationship between the damping and the frequency offset. As
a result, the system can freely configure the virtual inertia and
damping coefficient according to the system characteristics at
different stages of the transient process. However, the control
strategy does not have any performance index to judge whether
it is optimal or not.

In [17], a small signal model has been established. Also,
the proposed VSG model’s parameters have been optimized
in order to deal with various criteria as constraints—e.g.,
the steady-state response, transient response, and stability.
However, these criteria are significantly affected by each other,
and it is difficult to balance multiple performance indicators.
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Aiming at damping power oscillations, the authors of [18]
have proposed an adaptive virtual inertia control strategy,
elaborating the concept of variable virtual inertia and negative
virtual inertia. Still, the value of virtual inertia in this scheme
adopts Bang-Bang control. As a result, the introduced virtual
inertia frequent changes of power will cause power jitter.

The fault-ride-through (FRT) capability [also known as low-
voltage-ride-through capability in literature] and connection
to weak grids are among the two critical considerations in
VSG-related studies. Once there is a voltage drop/sag caused
by faults, the VSG will encounter transient stability problems
similar to traditional synchronous generators [19]-[21]. Rele-
vant scholars have done a lot of research on VSG voltage drop
conditions [22]-[24]. Also, due to the large transmission line
impedance, grid-connected renewables can be integrated into
and working under weak-grid conditions—thereby affecting
the system stability—see [25], [26] and references therein.
In order to improve the inductance of the circuit, a virtual
impedance is usually added to the control loop [27]. However,
no matter whether it is an FRT capability or integration into
weak-grid condition, the power loop has not been improved.
The system will produce some unnecessary oscillations or
overshoot.

In recent years, VSG optimization has been employed to
improve the transient characteristics of output frequency and
power by adjusting virtual inertia and damping coefficient.
However, tunning the VSG parameters is still a practical
conundrum when the system dynamics are unknown. If the
control parameters are poorly tuned, the VSG output response
speed and oscillation cannot be satisfied simultaneously, which
significantly affects the overall system performance.

VSG can be approximated as a linear system [28]; the
standard solution to control a linear system in an optimal
sense is a linear quadratic regulator (LQR), but the LQR
method requires the perfect knowledge of all the system
parameters. In order to solve such problems, the reinforcement
learning theory (see [29]) and adaptive dynamic programming
(ADP) for non-model-based, data-driven, adaptive, optimal
control design are deemed appropriate and fit. In general, a
reinforcement learning problem requires the existence of an
agent to be able to interact with an unknown environment
by taking appropriate actions and receiving rewards from it.
In [29], the authors have defined the reinforcement learning
ratio as to how to map a context to an action to maximize
the digital reward signal. The goal of reinforcement learning
is to learn an optimal policy to solve the effective index
of the optimal algorithm of maximization or minimization
under certain constraints. Reinforcement learning currently has
some actual applications, such as power systems, connected
vehicles, and industrial processes [30]-[32].

This paper proposes a new control scheme for VSG based
on the ADP algorithm. ADP is an adaptive, optimal control
algorithm for dynamic systems [33], [34]. One of the problems
that ADP aims to address for linear control systems is known
as the linear optimal output regulation problem (LOORP) [35],
[36]; it is required to solve the algebraic Riccati equation
to obtain the optimal controller [37], [38]. Reinforcement
learning and ADP are considered for improving the transient

response of power systems; for example, see [39].

In order to overcome the problem, ADP advances on the
theory of optimal control by solving optimal control problems
with unknown dynamics [36], [40], [41]. Currently, both value
iteration and policy iteration can be used to implement ADP
[42]-[44]. The main difference between the two approaches
is that value iteration does not require an initial stabilizing
control policy [42], while the policy iteration involves the
knowledge of an initial stabilizing control policy. Due to the
system uncertainty in the considered problem formulation, an
initial stabilizing controller cannot be obtained. Therefore, this
research uses the value iteration strategy. Also, this article
increases the convergence speed using ADP to speed up the
system’s time response [45].

In this study, the VSG dynamics are described via a linear
dynamic system. In case of bad parameter tuning, adjusting
the real-time input data is necessary, according to the observed
angular frequency and active power error. Thus, transients of
the system output frequency are being optimized.

The rest of this paper is organized as follows. Section
IT introduces the VSG control algorithm for grid-connected
inverters and establishes a linear error model. Section III
provides the calculations of the VSG reference currents un-
der different practical cases and various scenarios. Section
IV analyzes the VSG low voltage ride-through. Section V
discusses the VSG weak-grid conditions. Section VI details the
LQR problem and—via the ADP method—designs the value
iteration method to find the optimal control law recursively
when the system model is not entirely and accurately known.
Section VII presents simulations of analyses. Section VIII
presents experiments to show the effectiveness of the proposed
method. Section IX concludes the contributions of this article.

Notations: Throughout this article, ® indicates the Kro-
necker product operator. For a symmetric matrix P € R™*™,
an asymmetric matrix Y € R”™ ™, and a column vec-
tor v € R™, operator “vecs,” “vec,” and “vecv”’ denote
VCCS(P) = [p11,2p12, te 72pm—1,mapmm]T S R%m(m_‘—l),
vee(Y) = [y, v, yL]T € R™ with y; € R", and
Velcv(v) = [w3, vivg, -+, V1V, V2, VoVs, - U1V, V2T €
Rz"™"+1)  respectively.

II. SYSTEM MODELING

A. Modeling of VSG

A block diagram of a grid-connected inverter based on VSG
control is shown in Fig. 1. As shown in Fig. 1, the grid side
and inverter side are connected through an LC-filter, which
is commonly used in voltage-sourced converters. The grid
voltage phase is tracked by a phase-locked loop (also known
as PLL).

The output voltage U is obtained through the VSG algo-
rithm. The voltage and current controller is a proportional-
integral controller that compares the reference voltage and the
output voltage to generate the reference voltage V*. Finally,
the switching signal is generated through pulse-width mod-
ulation (PWM). The VSG control algorithm includes active-
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Fig. 1. Block diagram of a grid-connected inverter based on VSG control.
frequency and reactive-voltage control methods. VSG control the output power of VSG is
is expressed as P (UoEgcosd(t) — E2) cos o+ UpEg sin asin §(t)
. e —
0=t = (D UoEy cos ot z#vZ U,E o) ©
Jotogfo(£) = Pt = Pe — Dotrg((t) — ) g = Lolueondl) = By)sine ~ OB, cosrsin 0
and Since the line impedance is mainly inductive, i.e., X >> rg,
U=E+ (K,+ )(Qref Q.) (2) «a=90°. Therefore, the simplified expressions for active and

where P.r and Q¢ are the references of active and reactive
power, respectively; P, and (). are the outputs of active and
reactive power, respectively; 6(¢) is the output power angle;
w(t) is the output angular frequency; w, is the grid angular
frequency; D, is the damping coefficient; .J, is the inertia
constant; I is the grid voltage amplitude; and U is the VSG
output voltage amplitude.
The output voltage of VSG is

Usin(wgt + 5(t))

Uy = | Usin(wyt — = +6(1))
U sin(wyt + 25 + 4(t))
Upg =Ucosd and U, = Usiné. 3)

B. VSG Parameter Tuning

By [47], the output power of the inverter can be expressed
as
S = Pe + ]Qe
rgEgUycosd(t) —rgEz + X EU,sind(t)
T2+ X2 4)
— XE2 —ryE,U,siné(t)
72+ X2

XE,U,cosd(t)
+J

where X = wyL,.
Now, considering line impedance and impedance angle as
Z = \[(wgLg)* + 12
L ; )
« = arctan Yoty
Tg
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reactive power are

P. = U‘;?g sin d(t)
)
0, _ Uello = Ey)
< X

Since the VSG output power angle is small, it can be
assumed sin d ~ J. Then,

UE, . UE
P, = e I sind(t) = % 26(t)
: UE UE
Pe = ?5(t) = Tg((,{J(t) — o.)g) . (8)
.. UE
P. = X To(t)
Equation (1) can be expressed as
DX . JX .
P =P, P, P, 9
ref + Uo Eg + Uo Eg ( )

with D = D,w, and J = J,w,. After Laplace transform, one
gets

P 2
e(S) — O.)n (10)
Pet(s) 82+ 2wpés + w?

/UE
where w,, = ndg——,/ﬁ.

As a result, the VSG parameters are able to adjust, impact,
and tune the time response characteristics according to (10). In
general, in the process of virtual damping tuning, the inertia
J and the damping factor D are tuned through the optimal
damping ratio method for linear second-order systems [46].
The system’s damping ratio is defined at £ = 0.707, i.e.,

U,E,

D= QJX

(1)
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C. State Space Representation on VSG

Because of the original system uncertainty, it is necessary to
increase the control input u(t) in the original system in order
to eliminate the uncertainty

. D 1 1 1
Aw(t) = fjAw(t) - jPe(t) + j-Pref + ju(t)
D 1
=——A —AP(t - 12
b w(t) — 3 ()+Ju(t) 12)
D UoEg 1
= JAw(t) Aé()+J u(t)
with Ad(t) = 6(t) — o Aw( ) =w(t) — wy.
z(t) = [ Ad(t) Aw(?) ]T is assumed; the new equation
of VSG can be written as
i(t) = Az(t) + Bu(t) (13)
with A = UOE 1 and B = O

The control gozﬁ is to ﬁlild the optimal feedback control gain
in u(t) = —Kz(t). The optimal feedback gain matrix K can
be obtained according to the knowledge of ADP when system
parameters are unknown.

III. REFERENCE CURRENT CALCULATION

Under unbalanced grid voltages, the instantaneous complex
power output by the grid-connected inverter is expressed as

R 3.
S = anﬂjooz,ﬁ’ - 7(Uodq+U )( odq+I ) (14)
= Pe + er
where the superscript “A” represents the conjugate, “+” rep-
resents positive order, and “—” represents negative order.

The instantaneous active power is found as follows, respec-
tively (see [48]).

P. =Re(S) = Py + P.cos(2wgt) + Pssin(2w,t)  (15)
where
Py = 15U + UL L + U, 1, + U 1)
P.=15(U I} + U I+ ULT, +US I . (16)
Py = 15U, I}, - U, 1} —ULI + UG

1) Output Current References: To ensure that the output
current is balanced, the negative sequence component of the
current is required to be 0

['7=0 Iy =0. (17)

2) Constant Active Power Control: In order to eliminate
active power oscillations, P. and P; in (16) should be set to
0, which can be expressed as

oz ] ]
Usy U | | 15
+ . (18)
Uod U(;z Iod 0
+ Ut T o
Uy, Uy oq
In addition, (18) can be written as
*— 1 x4
R e A (19
I, K| Ky —K; I3,

4
where K = (Uf)? (U+)2, K\ =ULU, - UgUsys and
ULU + Uj(‘ond
The positive sequence current is given by
. Kii\ e

I = (Kup + =) (Usg = Uy) —wCU,
Ky (20)

b= (K + ’)(U* Ul) +wCU,

Here, the current control loop adopts a proportional-integral
controller as

Ko;
Vit = (Kyp 52 WI5F - 1) — wLyIf,
*t- Koy rat + +
Vit = (Kop + . )(qu - qu) +wLfl ],
Ky, 21
*— X3 *— — —
Vd :(K2p+ B )(Iod _Iod)+WLfloq
Koi o - _
V:; (KQLD B )(qu -1 q) - waIod

IV. GRID VOLTAGE DROP FOR FRT CAPABILITY
A. Fault Current and Power Angle Characteristics

During a voltage drop, define the grid voltage as E;AO,
the VSG output voltage is U.Z¢'(t), and the VSG output
frequency is w’(t). The power angle of VSG during fault can
be expressed as

§(t) = / (W'(t) — wy)dt. (22)
The current output of VSG during fault is
L ULS(t) - B,
I, ()= ——= (23)
Ty + jwgL
where
I'(t)] = ! E? 4+ U2 —2E'U! cosd'(t 24
‘o()|*@ g+07 gOCOS () ()

From (24), it is obvious that when the grid voltage drops to
a certain extent, the VSG output current is mainly related to
the power angle of the VSG output voltage during fault.

o\ (t)] U, — Eycosd'(t)
U, \Z\\/Eg + U2 = 2EU} cos 8'(t)
U, —
SN 21; U’ cos &' (t (5)
‘ ‘ g + o g 0 CO8 ( )
/ /
_ X QL cosd (t) >0
\Z\U;,\/Eg + U2 — 2B U} cos §/(1)
I 2F! U sin 6 (¢
AL (1) _ V2E;Uysind'(t) >0, 26)
90/ (t)

|Z|\/E;2 + U2 — 2BU} cos 8/(1)

From (25) and (26), it is evident that the derivative of the
output current with respect to the VSG output voltage and the
power angle of VSG during fault are both greater than zero. It
means that after the grid voltage is reduced to a certain extent,
the greater the VSG output voltage or the greater the power
angle of VSG during fault, the greater the output current.
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B. Power Ring Design

Before a voltage drop (or sag) caused by faults, the system
has been running in the rated state, so the output power has

been
E
P, = fo 9 8in &,. 27
After a voltage drop, the output power will be
U/El U/E/
P = 229 sing = —2Zsin(8, + Ad)
X (28)

U(’, E; ,
e (sin 6, cos A’ + cos d, sin Ad)).

Assuming that after adding the power angle compensation,
the power angle does not change much, i.e., Ad () =~ 0.
Therefore, cos Ad’(t) ~ 1 and sin Ad'(t) ~ A (t), so

d, = 0.. Thus,
! ! UE  UF!
O Pl L
The new active power reference is
Pl =P+ P (30)
where
UgE;
P = 0.F, (1 —0,c080,) Pret
U, B, D
P = 0,E, €08 0 Pret-

In the steady-state operation, if the VSG power angle and
output voltage and current satisfy (23) and (24), then the
power angle and output voltage and current expressions can
be obtained through

U3+ E; — (1Z|11,))°
20, E,

cos 0, = (32)
Assuming that the grid voltage drops, after the active power
reference is adjusted, the power angle during the fault period
and the output voltage and current meet
2 2 2
Up + B} — (1Z)11)

!/
cos iy = 20T = €08 J,.

(33)

The output current tolerance range of the VSG is specified as
kI do, In which 1.1 < kp,,, < 1.5, for example (depending
on the current limit of the power electronic switches utilized).
As a consequence—from (32) and (33)—the new VSG output
voltage reference is

ak + \/an2

— A(E2k? —
2

where a = (U2 + E2? — ky,,,*|Z|*12)/U, and k = E//E,.
When it is stable during a fault, the output active power and
reactive power can be expressed as

U/ o kIFau]!2|Z|213)

(34)

3
Pl = SULT cosp= Pl .
3
QL= SULTL s 6 = Ql
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Fig. 2. VSG’s stator circuit block diagram after adding virtual impedance.

E, 0

where ¢ is the power factor angle.
reference is

The new active power

P/2

ref*

Q;ef =
C. State Equation During Voltage Drop

9
LRI~ (36)

As before the voltage drop, the state space expression after
the voltage drop is as follows.

AL () = ~ 2 Al (1) = SPUD) + > Pl + 2 (1)
RN PMPSASE S
- J 2

E

V. WEAK-GRID CONDITIONS

In the previous analysis, the resistance part of the line
impedance has been ignored, thinking that the line impedance
is inductive. Then, when the line impedance is resistive and
inductive, the VSG output active power and reactive power are

E,
Pe:Z2 (Uo— Eg)rg + U X0(t)]
E, (38)
Q. = S5 (Us = Eg)X = Uy, 3(0)
Next, the partial derivatives of § and U, for (38) are
orP. U,E,X 0FP. E,
55 = 72 ¥ = 75 (rg + X4(1)
39
0Q. _UByry 9Qc _Ey o (39)
2~ 2 au, 22Xl

Equation (39) shows that there exists a coupling between the

active power and reactive power of the VSG under weak-grid
conditions. In order to improve stability, a virtual impedance
is added to the control algorithm to increase the linear in-
ductance. Fig. 2 shows the VSG’s stator circuit block diagram
after adding virtual impedance. Also, Fig. 3 depicts the VSG’s
stator electrical equation and double closed-loop control block
diagram. One can write the state space expression under weak-
grid conditions as

D 1
AW (t) = —= A" (t) — Pe”( )+ Pref + = (t)
J J J g (40)
D K’ 1
— _ZAW" 7 " "
7 A (8) = ()~ 8 + ()
where K/, = U(’fg X

VI. ADAPTIVE, OPTIMAL VSG CONTROL

In this section, an adaptive, optimal VSG control algorithm
based on ADP is developed.
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Stator electrical
equation utl ol

——— e — =

Fig. 3. VSG’s stator electrical equation and double closed-loop control block
diagram.

A. Problem Description
Consider the VSG system as follows.

#(t) = Ax(t) + Bu(t)
u(t) = —Ku(t)

R™ , A€ Rnxn’

(41)

where x € R™ , u € B e R K ¢

R’H’an

The control objective finds the optimal feedback controller
u = —Kuz to solve the following constraint minimization
expressed in Problem 1.

Problem 1.
min/ 6267—(£E(T)TQ$(T) + ’LL(T)TRU(’T))dT
v Jt
subject to (41)

where >0, Q = QT >0, R=RT >0, and (/L\/Q) is
observable.

(42)

Then, the closed-loop system can be obtained directly
z(t) = (A — BK)x(t)

Then, Theorem 1 related to the closed-loop system (43) is
given below.

(43)

Theorem 1. When standard assumptions are satisfied, the
control obtained by minimizing the function (42) satisfies the
system of (41), and the closed-loop system (43) is globally
exponentially stable with

tll)rglo z(t)e’t = 0. (44)
Proof. Define Z(t), u(t), A, and B by
z(t)e’tz(t), u(t) = e’tu(t), and A = A+ BI. (45)
A new continuous-time system can be formulated by
&(t) = @(t)e’ + we
= (Axz(t) + Bu(t))e’t + Bzelt (46)

= Az(t) + Bul(t).

Finally, the performance index of (42) can be rewritten by

min /000 ezﬁT(I(T)TQZ'(T) + u('r)TRu(T))dT

u

(47)

6

Based on the above analysis, the problem of the optimal
control defined by (41) and (42) can be converted to the
problem of the traditional linear optimal control expressed by
(46) and (47). O
B. Review of Linear Quadratic Regulators

Problem 1 is an LQR problem, so the feedback gain is
K=R'BTP (48)

where P = PT > 0 can be found through solving the
following algebraic Riccati equation (also known as ARE).

ATP4+PA+Q—-PBR 'BTP=0. (49)

Algorithm 1 Value Iteration Algorithm

Initialization: Choose Py = P >0, j,q + 0, and 7 > 0.
Define a ball B, and a step size €; as follows

B, € Byy1, g€ N, lim Bq =P (50)
+oo
€; >0, Zej:+oo, Ze < +00.
j=0

Value Evaluation: Solve for PjH using
P;+¢;(ATP;+ PjA+Q — P;BR™'B"P;). (51)

If P,y ¢ By, then Pjq < Py, q < q+1, else if |[Pj11 —
Pj|/e; < T then P; = P*
Policy Improvement: Update the feedback gain matrix by

Pj+1:

K* =R 'BTp*. (52)
The controller of the original system is
u(t) = —K*z(t)e Pt (53)

Lemma 1. Considering {P;} and { K} in Algorithm 1, it can
approximate the solution to (49) with an assured convergence.
As a result, limy_, oo P; = Pj« and lim;_, o K; = K.

Nonetheless, Algorithm 1 is based on the known value
of the matrix and will not be implemented when the system
matrix is uncertain or completely unknown. The following
subsection shows how to use the value iteration method to
design a controller with unknown system dynamics.

C. Adaptive, Optimal Control Design
To begin with, the following control policy is applied.
a(t) = uo(t)

where ug(t) can be chosen as any initializing control policy,
and the system (46) can be rewritten as

z(t) = AZ(t) + Buo(t). (55)
Then, taking the time derivative of Z(¢)” P;Z(t) results in

d
SO P =

(54)

j](t)T(ATPj + PJA).f@)
+2uo(t)" BT P;z(t)
= ()" Q;a(1)

+2uo(t)" RK;z(t) (56)
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where Qj = ATPJ' + Pj/_l, RKJ = BTPj .
During the time period of [t,¢ + Jt], (56) is rewritten as

Z(t+6t)T Pzt + ot) — z(t)T Pz (t)
t+0t
= /t z,(1)'Q;z(7)dr

t46t
+2 / uo (1) RK;Z(7)dT.
t

Given to S tl S tg"~ S
defined.

(57)

ts, the following matrices are

t ts T
Iz = [ / veev(Z(7))dr, - - - ,/ veev(Z(T))dT } ,

t() t571

t1 ts T
II7u:[/ j@Ru0d7,~-,/ m@RuodT] ,

to ts—1

_ t _ ts T

Dz = [ veev(z(7))[ih, - veev(Z(7)): |

Next, for any given Py, (57) represents the following matrix
linear equation form.

vec(K;)
where ¥ = [ Izz 2Iz4 ]
A sufficient condition that ensures the unique solution of

the last equation is that the column ¥ of the matrix is full
rank, as detailed in (59).

} = I'z zvec(P})

nin+1)

rank(¥) = 5

+ mn. 59)

Algorithm 2 Adaptive, Optimal Controller Design

Initialization: Choose Py = PZ > 0, initial control strategy
uo(t) j,q < 0, and 7 > 0
Data Collection: Collect online Iz z, Iz z, and I'z z.

Solve for @); and K using:

vees(Qj) | _ o TaN—1am ,
[ vee(K)) ] = (U U)" UT'; zvec(P;)) (60)
then solve for P using:
Piy1 =P +¢€;(Q;+Q— K RKj). (61)

IfP+1 ¢Bq, then P_]+1 <—P0,q(—q+1 else lf|
Pj|jej < 7 then P; = P;. and K; = K-
Apply u(t) = ij*:E(t)e’Bt as the controller.

The convergence of Algorithm 2 is guaranteed under the
rank condition (59) (see [42]).

Theorem 2. If (59) is satisfied, then lim_,o, P; = Pj«, and
limy_, oo K; = K+, where {P;} and {K;} are obtamedfrom
Algorithm 2.

Proof. If (59) is satisfied, (60) has the unique solution of
(Qj, K;). According to (61), Pji and Pjy; can uniquely
be determmed and are equivalent to the ones in Algorithm
1. Otherwise, there exists a different pair (Q’;, K7}) satisfying
(60). Lemma 1 proves the convergences of {P;} and {K}.
The proof of Theorem 2 is now completed. O

7

N2, I

0 10 20 30 40 50 60 70 80 90
Number of iterations
Fig. 4. Convergence of K; to their optimal values K* during the learning
process.

D. Stability Analysis

In order to study the influence of the control strategy in
this paper on the transient stability of the system, this paper
uses Lyapunov’s second method to analyze the stability of the
ADP-based VSG control strategy.

The system (46) in the closed-loop system with the con-
troller @(t) = —K;Z(t) is

t = (A — BK;)z(t). (62)
Define a Lyapunov function as
V(x) = z(t)T Pa(t). (63)
Then, taking the time derivative of V() results in
d d T . d
il Pz Pls
dtv(x) dt T T (64)

z7(Q+ PBR™'BTP)z.

Since @ is a positive semi-definite, symmetric matrix and
the elements ¢; and g» are positive, P and R are both positive
definite symmetric matrices. Then, one can obtain

d

dt

If and only if Z(¢) = 0, the equal sign in (64) is true.

According to the Lyapunov stability theorem, the equilibrium

state Z(¢) = 0 is uniformly asymptotically stable. This matter

implies that lim; . Z(¢t) = 0, and the convergence rate of
x(t) is no slower than e=#*. The proof is thus completed.

—V(z) < (65)

VII. SIMULATION RESULTS

In order to verify the effectiveness of the proposed algorithm
and avoid the interference caused by the control parameters,
comparative simulations under multiple sets of control param-
eters are carried out. The system parameters are: Ly = 6 mH,
ry = 0.056 Q, L, = 48 mH, r, = 0.1 Q, C = 50 uF,
Per = 8 kW, Qrer = 0 kvar, w, = 1007 rad/s, E, = 220
V (line-to-neutral rms value), K, = 0.0001, K; = 0.03, and

10
Q_[O | R=40,8=1

According to the optimal damping ratio method, the VSG
parameters can be set to J, = 5 and D, = 42. The
convergence of {K;} to their optimal values is illustrated in
Fig. 4. The results show that after 83 iterations, the feedback
control gain obtained by ADP is the approximate optimal
feedback gain.

The control gain K updated after 83 iterations is

Kg3 = [ 1.1198 0.1805 . (66)
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Fig. 5. Comparison of output between traditional VSG and ADP+VSG: (a)
output frequency, (b) output power angle.

A. Working Condition #1: Balanced and Unbalanced Grids

For Working Condition #1, the system works under bal-
anced and unbalanced grid conditions. Comparing the output
between traditional VSG and ADP+VSG under J, = 5,
D, = 42 in Fig. 5. The figure on the left shows the control
under the balanced grid, the middle figure shows the reference
current control under the unbalanced grid, and the figure
on the right shows the constant active power control under
the unbalanced grid. As shown in Fig. 5, the output power
angle and output frequency of ADP+VSG are lower than the
traditional VSG overshoot, and the response is faster.

Output of other physical quantities under various conditions
is shown in Fig. 6. As depicted in Fig. 5, the output power
reference tracking can be guaranteed under the grid voltage
balance, reference current control can ensure current balance
under unbalanced grid voltage, and constant active power
control under unbalanced grid voltage can suppress output
active power oscillation (within 200 W).

Fig. 7 shows the control parameter perturbation +20%,
+40%, +£60%, and +80%, i.e., J,, = nJ, and D,,, = nD, for
n € {0.2,0.4,0.6,0.8,1,1.2,1.4,1.6,1.8}. The results show
that when the control parameters are perturbed, the ADP-
optimized VSG still has a smaller overshoot.

B. Working Condition #2: Voltage Drop/Sag

Initially, the VSG is connected to a grid with nominal
voltages without any voltage drop/sag. Then, at t = 5 s, the
voltage is dropped by 10%, 15%, 20%, and 25% for 0.75
s. Fig. 8 shows the comparison between the output of the
traditional VSG and ADP+VSG under J, = 5, D, = 42. It
is evident that as the grid voltage drops more, the traditional
ADP oscillates more during voltage drops. Also, the greater
the oscillation after returning to the normal voltage, the
longer the recovery time. ADP+VSG can, however, effectively
suppress the oscillation, especially during recovery, with a
better performance.

1: /\ T
: //v [ el
40 - ‘ @ T
gzwwmw b
ey X000
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0 1 2 S_— 3 l4 5
. | 7.8 | |
(d';ime s]

Fig. 6. Other output variables under various conditions: (a) active power
under grid voltage balance, (b) current under traditional VSG reference current
control, (¢) current under ADP+VSG reference current control, and (d) active
power under constant active power control.
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Fig. 7. Comparison of output frequency and output active power overshoot
under parameter perturbation: output frequency overshoot—the blue line
represents the damping change, and the red line represents the inertia change;
“0” and “A” indicate traditional VSG and ADP+VSG, respectively.

C. Working Condition #3: Weak-Grid Conditions

In this subsection, the weak-grid conditions with different
short-circuit ratios [also known as SCRs or short-circuit ca-
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Fig. 8. Comparison between the output of the traditional VSG and ADP+VSG
under 10%-25% voltage drop cases: (a) VSG-controlled output frequency, (b)
VSG-controlled output power angle, and (c) output active power.

pacity ratios (SCCRs) [26]] are set. The results are shown
in Fig. 9. It illustrates that as SCR decreases, the traditional
VSG oscillates more and more—even it exceeds the converter
limit of 10 kVA. Although there are some oscillations in
ADP+VSG, the amplitude is much lower than that of the
traditional VSG; they are normal in weak-grid conditions
without advanced controls—especially for SCR=1 [25], [26].

VIII. EXPERIMENTAL RESULTS

The test setup depicted in Fig. 10 has been employed to
conduct experimental examinations. It is built by SEMIKRON
intelligent power modules using insulated gate bipolar transis-
tors (IGBTSs) (based on “SKM 50 GB 123 D” modules). Be-
sides, SEMIKRON “SKHI 21A (R)” gate drives and protection
circuitry are utilized in order to make the converter functional.
Current/voltage transducers have been hooked to digital inputs
to measure current/voltage signals. dSPACE “MicroLabBox
(MLBX)” using a real-time processor and field-programmable
gate arrays (commonly known as FPGAs) and benefiting from
PWM signals (generated by digital inputs/outputs) connects
the VSC under test to the printed circuit boards of the
measurement and drive circuits. The dSSPACE MLBX interface
board is equipped with analog-to-digital channels to interface
the measured signals to the controller. Furthermore, in order to
make the point of common coupling (also known as PCC), 4-
quadrant voltage amplifiers from Spitzenberger & Spies (APS
type) are deployed in the test setup.

For the experimental results, the simulation procedure de-
tailed in Section VII-A has been replicated as a representative
case to reveal the effectiveness of the proposed methodology.
The parameters of the used test rig have been matched to
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Fig. 9. Comparison of output between traditional VSG and ADP+VSG under
weak-grid conditions: (a) output frequency, (b) output power angle, and (c)
output active power.

those employed in simulations as much as possible. Therefore,
a comparison between simulation and experiment results is
feasible. Fig. 11 shows the experimental outcomes of the
proposed method. Simulations and experiments match well
with each other. The demonstrated agreement in simulations
and experiments, which are consistent all together, reveals the
effectiveness of the proposed ADP control for VSGs. In Fig.
11, traces in blue [Channel (Ch.) #1], cyan (Ch. #2), magenta
(Ch. #3), and lawn green (Ch. #4) have been assigned to
the frequency signal (for “ADP+VSG”), the frequency signal
(for “VSG”), the power signal (for “ADP+VSG”), and the
power signal (for “VSG”), respectively. It is noteworthy that
because the percentage of frequency fluctuations is minuscule
compared to the dc component of the frequency signal, it is
required to capture the ac component of the frequency signal
(equivalent to the dc input coupling setting in oscilloscopes)
to be able to show frequency transients. The caption of Fig.
11 details information on different channels.

IX. CONCLUSION

In this paper, an approach based on adaptive dynamic
programming has been developed in order to synthesize an
adaptive, optimal controller for VSGs. It can reduce the
oscillation of VSG while maintaining the system stability for
the closed-loop inverter. An optimal control strategy for VSG
has been proposed in order to have power/frequency control.
Also, the frequency and power oscillation problems have been
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Fig. 10. Test setup: (a) detailed information on the employed converter and
(b) arrangement of the deployed power components.

successfully solved by having a single VSG connected to the
grid and optimizing parameters.

Comparative simulations and experimental results have re-
vealed that without knowing the control parameters in the
VSG, the developed controller can reduce the system’s os-
cillation and improve the overall control performance. When
the original system parameter configuration is ideal, ADP
control will further improve system performance. In the case
of unbalanced grid voltages, voltage drops/sags, and weak-grid
conditions, the use of ADP control has also enhanced results.
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