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Abstract— Haptic feedback can render real-time force
interactions with computer simulated objects. In several
telerobotic applications, it is desired that a haptic simulation
reflects a physical task space or interaction accurately. This
is particularly true when excessive applied force can result
in disastrous consequences, as with the case of robot-assisted
minimally invasive surgery (RMIS) and tissue damage. Since
force cannot be directly measured in RMIS, non-contact
methods are desired. A promising direction of non-contact
force estimation involves the primary use of vision sensors
to estimate deformation. However, the required fidelity of
non-contact force rendering of deformable interaction to
maintain surgical operator performance is not well established.
This work attempts to empirically evaluate the degree to
which haptic feedback may deviate from ground truth yet
result in acceptable teleoperated performance in a simulated
RMIS-based palpation task. A preliminary user-study is
conducted to verify the utility of the simulation platform, and
the results of this work have implications in haptic feedback
for RMIS and inform guidelines for vision-based tool-tissue
force estimation. An adaptive thresholding method is used to
collect the minimum and maximum tolerable errors in force
orientation and magnitude of presented haptic feedback to
maintain sufficient performance.

Keywords— haptic feedback, user studies, minimally invasive
surgery, bio-robotics

I. INTRODUCTION

This work investigates the effects of disparity between ren-
dered haptic feedback and visual feedback when interacting
with deformable bodies, and is motivated by the use case of
RMIS. While teleoperated architectures of robotic surgery
offer benefits, the lack of force feedback is a remaining
challenge [1]. In telerobotic surgery, direct sensing of haptic
sensations is not a possibility - sterilization requirements
would make tool-tip sensors impractical [2]. Instead, sur-
geons currently navigate surgical tools and estimate surgery
state based on vision alone.

On the other hand, non-contact force estimation via vision
sensors is a promising alternative [3]. Figure 1 depicts
the workflow of non-contact, vision-based force estimation
scenarios that motivate the experimental question in this
work. In this paper, the degree to which indirect force ac-
quisition may deviate from ground truth yet enable sufficient
teleoperator performance is investigated.
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Fig. 1: The vision-based non-contact force estimation pipeline for
RMIS haptic feedback that consists of three stages [4].

A. Related Work

1) Haptic User Studies: Psychophysical studies aim to
ascertain the relationship between stimuli and human per-
ception to said stimuli. They have been successfully used
to extrapolate the thresholds of human haptic perception
[5]. Examples include determining thresholds for the just-
noticeable-difference in multi-digit haptic devices [6], the
sensation of roundness in spheres [7], relocation of vibro-
tactile haptic feedback [8], and asynchrony between visual
and haptic feedback [9] to name a few. These studies
have implications in the design of haptic feedback in the
application spaces of prostheses [10], user interfaces [11],
[12], virtual reality and more.

In teleoperation, haptic virtual fixtures can be used to over-
lay intelligent force feedback on other sensory modalities.
Virtual fixtures can be classified into two types, including
forbidden region virtual fixtures and guidance virtual fixtures.
The former is used to prevent a teleoperator from entering
a delicate region, while the latter can guide a user along a
desired trajectory [13]. These fixtures can be created based
on real-time sensory information [14], known geometries
[15], or robot kinematic state [16], for example.

2) Vision-Based Force Estimation in RMIS: There is
strong research interest in determining mechanical char-
acteristics of biological tissue for both histological and
pathological considerations in medical diagnostics and MIS
[17]. In laparoscopic liver surgery, for instance, internal
tissue palpation serves as an essential preoperative procedure
that reveals issues such as presence of emphysema with
an associated depressed diaphragm, fatty infiltration, active
hepatitis, cirrhosis and hepatic neoplasm [18]. Furthermore,
surgeon response to both visual and haptic cues inform
safe practices. Since robotics were introduced to surgery,
assistance functions like tremor reduction [19], [20], motion
scaling [21] and haptic guidance along pre-planned surgical
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trajectories through virtual fixtures [22] have been tested
in operating room teleoperation settings. These technologies
target a broad spectrum of medical applications ranging from
thoracic surgery, ophthalmic surgery, laparoscopic surgery,
otorhinolaryngology, orthopedics and neurosurgery [23].

Due to the teleoperated nature of RMIS, one major draw-
back is the loss of direct force information from the surgical
tool-tissue contact [24], [25], which provides cues for sur-
geons in manual surgery. Since direct force measurement
is not amenable to sterilization procedures in surgery [2],
researchers seek alternative approaches to estimate contact
force. One promising approach is vision-based force esti-
mation, namely, a pipeline that predicts contact force from
real-time tissue deformation analysis from vision [4]. Some
researchers in the field have been investigating whether a
data-driven [26], [27] or a model-based approach [28] leads
to greater accuracy in force estimation. Another line of
research targets autonomous camera positioning to provide
optimal 3D tissue surface reconstruction [29], [30].

B. Contributions

To the best of the authors’ knowledge, this work is the
first to

i) simulate model-based deformable object haptic interac-
tion and systematically degrade haptic feedback;

ii) evaluate via a preliminary user study the boundaries of
acceptable user performance along parameters of force
feedback degradation in orientation and magnitude.

Uncertainties exist in vision-based force estimation, which
could result in deviated direction or magnitude. This moti-
vates the authors’ study of error thresholds in haptic feedback
for successful task execution.

II. METHODS
A. Tissue Model

Several approaches to modeling human tissue exist, in-
cluding deformable splines, linked volumes [31], and mass
spring models [32]. Some techniques incorporate nonlinear
properties [33], including the Maxwell-Weichert model [34].
In this work, the examined tissue was modeled using an
adapted version of the 2 degrees of freedom (DOF) mass-
spring-damper (MSD) model of the Capsule of Glisson as
described by Boux de Casson et al. The original model
considers viscous-elastic response to elongation and torsional
interactions between nodes in a mesh [35].

w

Fig. 2: Square mesh MSD model. At rest nodes all lie within a
single plane and corner nodes (gold) are fixed in place.

The tissue for this work was also simulated as a lumped
second order MSD mathematical model. In total, 100 points
masses (nodes) were used to generate a 10x10 square
deformable mesh representing the palpation surface. This
arrangement is shown in Fig. 2.

Nodes and directly neighboring nodes were interfaced with
3DOF spring and damping elements. These included the
original elongation and torsional components, as well as the
addition of flexion viscous-elastic effects. All 100 nodes at
rest and without disturbance lie in a single plane, and the
four nodes constituting the corners of the square mesh were
fixed or grounded in space. Symbolically, each node pair can
be represented with translational and rotational elements as
shown in Fig. 3.
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Fig. 3: Translational and rotational physical elements that govern
node-to-node (Ny and N are nodes) dynamic interaction. M,J are
translational and rotational inertias, and Ky ,K:,Ky and By,B¢, By
are linear spring and damping coefficients for translation, torsion
and flexion respectively.

L] M/J
BL: BT: Bf

Rotational dynamics are defined along two axes, which are
displayed as f,7 in Fig. 3. f points into the page, and
determines flexion dynamics, while 7 is used for torsional
components. All nodes have identical translational and rota-
tional inertias, denoted M,J respectively.

Capsule of Glisson dynamics are thus described in equa-
tions (1)-(5). For each node N;, first determine the net torque
via a linear second-order viscous-elastic model, i.e.

T =J(0;+6;)+ K0 +BrOr+ K0 +B0 (1)

where 07,0; are the vectorized relative angular position
about axes f and 7 respectively. The translational dynamics
between two nodes, such as Ny and N; shown in Fig. 3 are
then determined as

ﬁnct ﬁL"‘ﬁot (2)
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where F"L and ﬁmt are translational forces due to elongation
and rotational components respectively and ly; is the vector
from node Ny to N; with unit vector / and initial state /;.
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B. Tissue Simulation

The tissue simulation incorporated the above lumped
second-order mathematical representation for tissue dynam-
ics. 3DOF haptic rendering was achieved using the proxy
method of force feedback - both proxy and user input
were implemented as spheres. OpenGL was used to render
a surface mesh with vascular tissue to simulate a robotic
surgical scenario [36]. A surgical tool tip was graphically
rendered as the user proxy object, and a green patch on
the tissue surface indicated the region of interest (ROI).
Excessive force or tool-penetration resulted in pop-through
and failure. CHAI3D and the Sensable PHANToM Omni 3
DOF haptic device were used to render force feedback. The
simulated tool-tissue interaction is shown in Fig. 4.

Fig. 5: Positive and negative directions for test parameters A, B,
and C. Green indicates the ground truth force vector based on
simulated physics, red and yellow indicate positive and negative
error directions respectively. Black indicates axis of error parameter.
For A, positive error tilts the force vector into the page, and negative
error tilts the force out of the page. As viewed from the user,
positive error in B rotates the force vector CCW, and negative error
CW. Parameter C scales the magnitude of the perceived force.

(¢) Palpation Deformation. (@) Pop-through. 1) Subject Recruitment: In this preliminary user study,

. . . . . a total of four members of the Trinity College communit
Fig. 4: Examples of the simulated tool-tissue interaction. The tool ) 1 d .. y.C & hi z
initiates contact and increases penetration depth into the tissue from VO untarily agreed to participate. Recruitment was achieve

(a) — (d) until pop-through, representing tissue-damage. The green ~ via word of mouth and was approved by the Trinity College
patch indicates the ROI. Visual cues of deformation can be observed  internal review board. Participants were all right-handed and

between (b) and (c). With pop-through (d), the tissue is rendered  proficient with computers and video games. No participants
transparent to signify failure/tissue damage. were actual trained surgeons

C. User Study 2) Experimental Procedure, Adaptive Thresholding: To
start, subjects were required to familiarize themselves with
the palpation task with no degradation in haptic feedback.
The goal was for users to palpate the target with maximum
exerted force without damaging the tissue, i.e. pop-through.
Success requires users to reach within a predefined & thresh-

A preliminary user study was conducted to evaluate the
fidelity requirements for non-contact force estimation. Three
variations in rendered force were investigated:

i) orientation

a. (A) tilted towarfis or away from user; old of the maximum allowed force, and users needed to
b. (B) about the visual axis, CCW or CW; demonstrate success in ten successive runs to proceed to the
ii) (C) magnitude. experimental task. In this work, a palpation force of 2.1 N

Positive and negative thresholds for satisfactory performance or greater was deemed a success (pop through occurred at
along these parameters were sought in this study. The three  2.3N). Each condition was tested three times per trial; the
test variations, each with two test directions, are depicted user passed if he/she both succeeded in at least two out of
graphically in Fig. 5. the three runs and none of the three runs popped-through.
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The experimental portion of the task implemented an
adaptive thresholding method described here. Suppose a
ground truth, non-altered value of % for parameter Y (e.g.
% = (0° for Y the orientation error, and % =1 for Y the
force magnitude scaling factor). The experiment begins at
initial deviation y[0] from %/, i.e. the applied test condition
at iteration zero is % —y[0].

The subsequent test condition depends on the user’s suc-
cess or failure of the current condition. This sequence is
formulated with adaptive thresholding in (6) as

yli] = yli— 1] —y[0]o(i— 1)K’ (6)

O'(m):{_ll

and K is the adaptive rate. In this study K = 0.49411.
With repeated failures, a subject would return to a final
experimental condition within 0.025-y[0] (or one fortieth of
the initial degradation) of the baseline % in 10 trials.

where

trial y[m| was a success
trial y[m] was a failure

In this work, three variations of rendered force were
explored. For each of these parameters, 10 adaptive trials
were explored in both directions of variation, and each
user underwent the experiment twice. Thus, a total of 120
experimental trials were conducted per user. The trials were
pre-randomized to attenuate learning effects. Between trials,
users were also re-acclimated to the baseline case %/. The
experimental workflow is depicted in Fig. 6.

Pass,
Fail,

Il Visual
is
Angle [°]

+ Visual Baseline
Angle [°] Rotest

Force
Magnitude
Scaling

¢

Pre-Te T Trial Order & !
re-Test. rial a i
i Adaptive Threshold |-:~-~»|
Randomizer
Acclimation ve Thre i
i

Experimental Preparation Experimental Loop

Fig. 6: The tests initiate with a pre-test whereby users prove profi-
ciency in the ground truth baseline test. Trials are then randomized,
and then experimental parameters are adjusted automatically via the
adaptive threshold algorithm. Between test cases, users are required
to retest the baseline case.

The user operated a 3DOF haptic device while viewing the
palpation simulation on a standard computer monitor. The
haptic device was positioned generally to the right of the
simulation, consistent with the right-handedness of all four
subjects. During trials, the operator was asked to refrain from
seeking any auxiliary haptic cues, e.g. brushing the forearm
on the edge of the desk or resting the elbow on a fixed
surface. The typical trial workspace is illustrated in Fig. 7.

Fig. 7: The typical experimental setup. The user interacts with the
simulation both visually and haptically through a stylus haptic de-
vice, through which motion commands are sent and force feedback
is received.

III. RESULTS
A. Force Orientation Parallel to Visual Axis

Parameter A targeted orientation error in force feedback
coincident with the camera viewing angle. The ground
truth force vector F was rotated about the axis both
parallel to the horizontal image plane axis and orthogonal
to the camera view axis. The positive (rotated toward
viewer) and negative (rotated away from viewer) initiated
at +40°. The adaptive thresholds results are shown in Fig. 8.

Adaptive threshold for parameter A

40
Subject

[
S
W oN

IS

Baseline

A- Rotation Into the Page [°]
Pl
g
5

Median
== Pog

= Neg

-40

Iteration

Fig. 8: Tolerance thresholds for orientation degradation towards and
away from the user. 0° represents ground truth.

The final median positive and negative thresholds were 14.4°
and - 4.4° respectively.

B. Force Orientation Orthogonal to Visual Axis

Parameter B targeted orientation error in force
feedback observed as force rotated clockwise (CW) or
counterclockwise (CCW). The ground truth force vector
F was rotated about the camera visual axis. The positive
(rotated CCW) and negative (rotated CW) error threshold
initiated at 440°. The adaptive threshold results are
presented in Fig. 9.
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Adaptive threshold for parameter B
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Fig. 9: Tolerance thresholds for orientation degradation observed
as CCW and CW from the viewer. 0° represents ground truth.

The final median positive and negative thresholds were 8.21°
and - 6.05° respectively.

C. Force Magnitude

The force parameter C scaled the force magnitude. The
negative error threshold started initiated with half the true
force magnitude, and the positive initiated with 150% force
magnitude. The adaptive thresholds are shown in Fig. 10.

Adaptive threshold for parameter C

Subject
1,50 1

2
3
4
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1
2

C - Force Scaling
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- Neg

[*
w
IS

5 8 7 8 9 10
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Fig. 10: Tolerance thresholds for force feedback magnitude scaling.
The ground truth scale is 1.

The final median positive and negative thresholds were 1.08
and 0.899 respectively. Table I shows the median final
threshold values for each parameter.

[ Threshold [ Median ]

+14.4°
-4.4°
+8.21°
-6.05°
x1.08
x0.899

TABLE I: Median Adaptive Thresholds

A

B

C

V] |+

IV. CONCLUSION

This preliminary experiment introduced a cursory user
study that aimed to determine the error tolerance in haptic
feedback for surgeons to complete a simple palpation task
on a simulated tissue patch. Each user was provided with
precise visual feedback and degraded force cues either in
the form of deviated orientation or magnitude. A total of
eight experiments with four subjects were performed with

adaptive thresholding methods to establish baseline positive
and negative error tolerance thresholds in each of three
parameters. These parameters are described in Fig. 5.

A. Summary

Overall, the results of this preliminary study suggest op-
erator sensitivity is not necessarily symmetric to orientation
error in vision-based force estimation. In particular, users
tended to demonstrate an increased robustness in force ori-
entation error away and to the left (CCW). This is observed
in the greater threshold magnitudes for positive directions in
parameters A and B. One possible explanation arises when
considering typical grasps for right-handed users in stylus
haptic interaction (such as during handwriting). A fulcrum
is formed with the hand while the load generates forces at the
stylus tip away and to the left. When the ground truth force
is rotated towards the direction of the lever link (toward the
user and to the right), less force is perceived at the fulcrum,
resulting in degraded perception.

In this study, users maintained acceptable palpation per-
formance even if force magnitude was scaled by about 10%.
For the positive threshold of force magnitude, 150% of the
pop-through force (2.3 N) saturates the haptic device output
at 3.3N. This might result in undesired cues for artificially
improving performance as observed in two outlier runs. In
these two runs the subject did not succeed again after the
initial trial. In contrast, no subject successfully completed the
palpation task with attenuated force magnitude on the first
trial. This suggests that a lack of haptic cues is considerably
detrimental to task performance. Since the displayed force
orientation was in the z-axis and not altered in parameter C,
handedness is not suspected to affect these results.

In general, the results of this study suggest that when
considering accuracy of non-contact vision-based force esti-
mation for palpation error tolerance in :

1) orientation is greater away from the user;
ii) orientation is greater in the direction away from the
user’s dominant hand;
iii) force magnitude is generally symmetric.
Force estimation confidence should thus consider user hand-
edness and viewing perspective.

B. Future Work

This work focused on the surgical task - palpation, a well
established diagnostic surgical practice. Moving forward,
the authors are interested in exploring five main directions:
(1) incorporate more extensive psychophysical experimental
methodologies and measures; (2) apart from examining tissue
indentation depth during the palpation task, experimentally
compare the force error tolerance results from other common
surgical performance evaluation metrics; (3) design a realistic
noisy force feedback model rather than a static offset in only
orientation or magnitude; (4) allowing users to adjust visual
feedback viewpoint as they prefer; and finally (5) replication
with a real telerobotic system and physical tissue phantoms.
The results in this work serve as a baseline and proof of
concept implementation for these future directions.
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