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Abstract

Ultrafast two-dimensional infrared spectroscopy (2D-IR) and Fourier-transform in-

frared spectroscopy (FTIR) were used to measure carbon dioxide (CO2) in 1-ethyl-3-

methylimidazolium bis(trifluoromethylsulfonyl)imide ([emim][Tf2N]), cross-linked low-

molecular weight poly(ethylene glycol) diacrylate (PEGDA), and an ion gel composed

of a 50 vol% blend of the two. The center frequency of the antisymmetric stretch,

ν3, of CO2 shifts monotonically to lower wavenumbers with increasing polymer con-

tent, with the largest linewidth in the ion gel (6 cm−1). Increasing polymer content

slows both spectral diffusion and vibrational energy relaxation (VER) rates. An un-

expected excited state absorbance peak appears in the 2D-IR of cross-linked PEGDA

due to VER from the antisymmetric stretch into the bending mode, ν2. Thirty-two

response functions are necessary to describe the observed features in the 2D-IR spec-

tra. Nonlinear least squares fitting extracts both spectral diffusion and VER rates. In

the ion gel, CO2 exhibits spectral diffusion dynamics that lie between that of the pure

compounds. The kinetics of VER reflect both fast excitation and de-excitation of the

bending mode, similar to the IL, and slow overall vibrational population relaxation,

similar to the cross-linked polymer. The IL-like and polymer-like dynamics suggest

that the CO2 resides at the interface of the two components in the ion gel.

1 Introduction

Composite materials of ionic liquids and polymer membranes combine the selectivity

of ionic liquids (ILs) with the advantages of membranes for potential next generation

carbon capture technologies. Room temperature ionic liquids have emerged as po-

tential alternatives to amine absorption systems of carbon capture. 1,2 This promise

motivated the determination of both the performance limiting macroscopic properties

(viscosity, thermodynamics of gas solubility, and gas transport) and investigation of

the intermolecular interactions3 that cause them.4–6 Bulk ILs, however, have proved

impractical for gas separations, largely because of their high viscosity. 1,7–9 While con-
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ventional membrane-based separations work under milder conditions, consume less

energy, and occupy smaller footprints than bulk amine absorbers in general, 10 they

have low CO2 / N2 selectivity and poor gas permeability. IL-polymer composite ma-

terials can side-step these limitations, and the encapsulated IL does not need to flow.

The ILs beneficially plasticize the membrane, improve gas transport, and increase the

solubility selectivity.

IL-polymer composites are diverse and include ion gels,11–13 supported ionic liquid

membranes (SILMs),14,15 and poly-ionic liquids (PILs).16,17 These composite materials

differ in the method of trapping the IL.

Ion gels are polymer films impregnated with IL. They are made by either swelling

a polymer film or crosslinking a polymer in an IL-polymer mixture. Depending on

miscibility, compatibility, and casting method, this process can produce a stable gel

with trapped IL. Benefits of ion gels include the potential for both physical and chemical

interaction between the polymer and the ionic liquid, along with commercial availability

of the components. Kusuma, et al. explored their potential for CO2 separations and

showed that many properties vary with IL identity and crosslinking density. 12,13

Supported ionic liquid membranes (SILMs) are porous polymer films that are filled

with ionic liquid, which is held primarily by capillary forces. 18–20 This film construction

limits carbon capture utility because large transmembrane pressures can evacuate the

membrane.9

Poly-ionic liquids (PILs) include polymerized anions, cations, or both. PIL mem-

branes21 impregnated with “free IL” lie near the 2008 Robeson limit,22 with high CO2

permeability and relatively high CO2/N2 selectivity.21 PIL membranes span a broad

range of potential applications, from gas separations materials to solid electrolytes

with the potential for triggerable changes.23,24 Wide-spread implementation of PILs,

however, may be limited by the film expense and complexity. 12

To each of these composite materials, ILs add their unique properties, as ILs are

structurally heterogeneous fluids. X-ray and neutron scattering experiments 25–27 sup-

plemented by MD simulations28–30 have established that ILs exhibit nano- or meso-
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scopic ordering. The charge-carrying moieties of the cations and anions aggregate and

the non-polar alkyl-chains aggregate, generating structure on multiple characteristic

length-scales. The characteristic length-scales can be described in a very general way

by the types of structural features on that length-scale (from short to long): adjacency,

charge-alternation, and polarity alternation.31,32

Structural heterogeneity influences the dynamics measured in ILs. 33,34 The dynamic

timescales reflect both the varied microenvironments in the liquids, and the type of

interaction between the molecular reporter and the IL.35 Short time dynamics (< 1 ns)

in polar and non-polar domains can markedly be different.36–40 The long-time dynamics

(> 1 ns) reported in many kinds of spectroscopic observables involve the reorganization

of the polar and non-polar domains.41–44

The vibrational modes of CO2 can also serve as spectroscopic reporters of the local

structure and dynamics around the CO2. The relevant vibrational eigenstates of this

system with their associated quantum numbers are the symmetric stretch, ν1; the bend

ν2; the vibrational angular momentum, l; and the antisymmetric stretch, ν3; denoted

|ν1ν
l
2ν3〉. The symmetric stretch and the vibrational angular momentum play no direct

role in this discussion, so we suppress their labels, for example, |0 00 0〉 ≡ |ν2ν3〉 = |0 0〉.

2D-IR spectroscopy provides spectroscopic observables that are tight constraints

on models of liquid structure and dynamics. Because the vibrational frequency of a

molecule is most influenced by its nearest neighbors, 2D-IR can report the structure

and dynamics of a probe molecule in its first solvation shell. As the solvation shell

fluctuates, the vibrational frequency changes as well. The random walk in vibrational

frequency space is called spectral diffusion and causes a characteristic change in the

shape of 2D-IR spectra. The reorientation of a molecule with respect to the laboratory

frame causes a change in the amplitude of the 2D-IR signal, as does vibrational energy

relaxation. Polarization-resolved experiments can separate the effects of lifetime and

reorientation on the 2D-IR spectra, providing a 2D frequency-resolved map of orienta-

tional anisotropy,45 and can even separate the effects of structural reorganization and

reorientation on the vibrational frequency fluctuations. 46,47 All of these observables can
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be modeled in molecular dynamics simulations. For the case of CO2 in an archetypal

IL, the 2D-IR experimental observables provide constraints on the modeling 48,49 and

the modeling provides molecular explanations of the spectroscopy. 50–53

In bulk ILs, this kind of experimentally-validated computational investigation has

revealed the mechanism of selective CO2 solvation.53 The IL forms a solvation shell

that complements the quadrupole of the CO2 molecule. The electrostatic interactions

account for almost all the enthalpy of solvation, and the additional structure of the

solvation shell explains, at least qualitatively, the negative entropy of solvation. N2,

on the other hand, does not induce this restructuring in the liquid. 53

The dynamics in ILs change in composite materials and at interfaces in complex

ways. In some experiments, interfaces, including between ILs and substrates, ILs and

surrounding liquids, and ILs in composite materials, can induce changes in IL dynamics

and even average structure in the IL, which can extend to remarkably long time- and

lengthscales. Reflectance IR and second harmonic generation (SHG) suggest reordering

of ILs under sheer flow at mica interfaces extending over micrometer lengthscales. 54

2D-IR of IL droplets in an oil bath suggest changes in the ultrafast dynamics over

micrometer lengthscales, while 2D-IR of ILs in SILMs as a function of pore size suggest

that the dynamics due to the interfaces change back to the bulk values on a few tens of

nanometers lengthscales.55 This area is still actively under investigation and suggests

the kinds of complex changes in structure and dynamics that can occur by incorporating

ILs into more complex environments and materials.14,15,56

Though most 2D-IR studies focus on vibrational frequency fluctuations, both vi-

brational energy relaxation (VER) and the frequency fluctuation dynamics reflect the

stochastic coupling of the vibrational chromophore to its bath. Both effects can be

written in terms of time correlation functions of the appropriate coupling elements. In

this formalism, the Fourier transform of the time correlation function of the coupling

between vibrational energy levels evaluated at the frequency of their energy difference

is the rate of population relaxation between the two levels, kij .57 The spectral diffusion
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dynamics can be extracted directly from the shapes of 2D-IR spectra via:

c2(t) = 〈δω(t)δω(0)〉 . (1)

Here, c2(t) is the two-point frequency fluctuation correlation function, δω(t) is the

instantaneous fluctuation of the frequency at time t, ω(t), from the average frequency,

〈ω〉, (i.e., δω(t) = ω(t)− 〈ω〉). In other words, the 2D-IR spectra report the dynamics

of the system-bath coupling both in the frequency fluctuations and in the VER rate.

Because both VER and FFCFs depend on time correlations of the bath, both report

the dynamics of the molecule in the fluctuating environment. There are, however,

important differences in the characteristic motions that each process reports. The

VER rate depends on high energy fluctuations (i.e., ωij is typically an intramolecular

vibration of several thousand wavenumbers). On the other hand, c2 typically reports

only low frequency modes (i.e., the fastest timescales are typically on the order of 100 fs,

corresponding to intermolecular modes on the order of < 300 cm−1). This difference

reflects the amount of energy exchanged with the bath, or equivalently, the density of

modes (spectral density) at the relevant frequencies. In this formulation, both VER

and frequency fluctuations report the stochastic dynamics of the surroundings of the

spectroscopic chromophore.

VER of CO2 in solution is often adequately described as a simple exponential loss

of population in the vibrationally excited mode, occurring with a timescale T1. The T1

time for CO2 in water is on the order of 10 ps.58 In ionic liquids, vibrational relaxation

rates of CO2 are ∼ 60 ps.48,59,60 The focus of this work, however, is to characterize

both inter- and intramolecular flow of energy after vibrational excitation.

Previous 2D-IR experiments in ionic liquids have observed the flow of energy into

and out of the bending mode reported by the antisymmetric stretch. In the linear

absorption experiment, CO2 displays a “hot-band” located ~12 cm−1 lower than the ν3

antisymmetric stretching mode. This hot-band results from the anharmonic coupling

of the stretch and the bend, contrary to older literature. 61 The thermal population of
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the doubly degenerate state with one quantum of bend is roughly 7% at room tem-

perature. Because the stretch and bend are coupled, the excitation of the bend causes

the observed shift in the ν3 mode. 2D-IR experiments demonstrated that equilibra-

tion occurs between the total ground state i = |0 0〉 and the thermally-excited bend

state, j = |1 0〉.48,62 Our investigation will build on this knowledge and expand the

understanding of CO2’s VER in these complex materials.

Calculating VER from simulations remains less developed than calculating vibra-

tional frequency trajectories and remains an open theoretical challenge. Explicit cal-

culation of the full non-equilibrium nuclear wave-function dynamics is out of reach, so

many approximate methods are being developed and tested. Dynamics on excited vi-

brational potentials have all the complexity as dynamics on excited electronic surfaces.

High frequency (h̄ω > kBT ) modes are coupled both to a bath and to each other. As

recently noted,63 even conical intersections – in this context between vibrational states

– can play a role in efficiently bringing excited state population back to the vibrational

ground state in at least some cases. At the same time, there are solid grounds to expect

that the appropriate correction factors can rescale non-equilibrium classical dynamics

to reproduce more complex quantum calculations.64

Semiclassical approaches offer alternative methods to calculate VER. For example,

a linearized semiclassical method based on a local harmonic approximation (LHA-LSC)

has been developed to calculate VER rates for a number of solutes, including CO2.65

Coherence transfer and the coupling of thermal fluctuation in low-frequency modes to

high frequency modes were demonstrated using a semi-classical optimized mean tra-

jectory method.66,67 This approach was able to reproduce the experimentally observed

cross-peaks in 2D-IR spectra that arise from the thermal excitation and de-excitation of

the bending mode.48 For CO2 in an atomic liquid, VER rates derived from classical and

semiclassical simulations differ by orders of magnitude. Classical simulations produced

significantly slower rates, due to the large energy mismatch between the high-frequency

vibration (∼ 2500 cm−1) and thermal energy (kBT ∼ 200 cm−1, where kB is the Boltz-

mann constant).65 2D-IR experiments contain information about VER processes, and
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extracting these rates offers a method of testing and validating the proposed simulation

methodologies. These theoretical efforts reflect the importance of understanding VER

as a fundamental step in many complex chemical processes.

Increasing knowledge about the utility of CO2 as a probe of its local environment

has prompted further exploration of its molecular scale interaction behavior. Under-

standing this interaction allows for more comprehensive modeling, prediction, and ex-

planation of CO2’s behavior. As such, our strategy is to utilize CO2 as a probe of local

structure and dynamics in an ion-gel-type IL-polymer composite material, along with

the corresponding parent materials. The polymer chosen was a low molecular weight

cross-linked poly(ethylene glycol) diacrylate (cl-PEGDA) gel. This gel is one of many

polymers of interest in carbon capture and separations applications owing largely to its

very high CO2-philicity.68 The ionic liquid examined was 1-ethyl-3-methylimidazolium

bis(trifluromethylsulfonyl)imide ([emim][Tf2N]), an ionic liquid with previously estab-

lished good solubility of, and affinity for, CO2.8,59 This paper will focus largely on

measuring and modeling the characteristic VER in these materials. The frequency

fluctuation dynamics will be addressed in a subsequent publication.

In this work, we show linear (Section 3.1) and ultrafast two-dimensional infrared

spectra (Section 3.2) of CO2 in an ionic liquid, a cross-linked polymer gel, and an ion

gel. We then develop a quantitative kinetic model to understand the origins of the

unexpected features in the spectra, and describe the overall model for intramolecular

vibrational relaxation of CO2 (Section 3.3).

2 Methods

2.1 Materials

Bulk 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide ([emim][Tf2N]) was

obtained from IoLiTec (Figure 1a). Poly(ethylene glycol) diacrylate (PEGDA,Mn=700,

Figure 1b) and 2,2-Dimethoxy-2-phenylacetophenone (DMPA, photo-initiator) were
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obtained from Sigma Aldrich. Bone dry CO2 gas (99.8 % purity) was obtained from

Matheson TRIGAS.
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Figure 1: a) Ionic liquid 1-ethyl-3-methylimidazolium bis(trifluromethylsulfonyl)imide
([emim][Tf2N]). b) Poly(ethylene glycol) diacrylate, Mn = 700 g/mol, n ∼ 14.

2.2 Sample Preparation

Two distinct types of sample preparation were necessary. For measurements of a pure

IL sample, the ionic liquid is vacuum dried prior to use, and a glove bag is utilized to

control water contamination. CO2 is loaded using a purpose-built vacuum sealed vial

that enables mixing of the gaseous CO2 and the IL. The sample is heated to ∼70 ◦C,

and stirred while CO2 is flowed into the vial for 10 minutes. Once loaded with CO2,

~1 µL is placed between CaF2 windows separated by a 25 µm polytetrafluroethylene

(PTFE) spacer, secured into a brass sample cell and then immediately placed into the

N2-purged Fourier transform infrared (FTIR) spectrometer for measurement before

transferring to the 2D-IR spectrometer.

For cross-linked samples, 1% by weight DMPA is added to the desired mixture of

vacuum dried parent materials, and the sample is allowed to stir for a minimum of 3

hours. Precautions are taken to prevent a premature photo-initiation. After allowing

sufficient time for mixing, in a glove bag 0.5-1.5 µL of the sample mixture is placed

between two CaF2 windows, pressed to the depth of the PTFE spacer by a hollow

cylinder weight, and exposed to a 36 W UV lamp (MelodySusie) for ~2 minutes for

cross-linking. To enable CO2 loading, gels are made on drilled CaF2 windows. To

load CO2, the custom, airtight flow cell assembly is placed into the N2-purged FTIR

spectrometer. Gas lines are attached to the cell, allowing a small pressure (< 10 kPa)

of CO2 to flow into the airtight cell and exhaust via exit tubing to atmosphere.

CO2 uptake is monitored via the intensity of the dissolved CO2 anti-symmetric
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stretch peak (∼ 2340 cm−1, Figure 2). Polymer thickness was adjusted to obtain

a saturated absorption of ∼ 0.3 O.D. For the 50 vol%, a 25 µm spacer was used.

For the pure cl-PEGDA gel, a 12 µm spacer was used in order to give similar CO2

concentrations.

2.3 Spectroscopy

FTIR spectra are taken on a N2-purged Thermo Fischer Nicolet FTIR spectrometer,

taking 4-8 scans with 0.5 cm−1 resolution. 2D-IR spectra are collected utilizing a

Ti:Sapphire chirped pulse amplifier laser system (λ= 805 nm, 5 kHz repetition rate, 120

fs pulse duration) (Coherent Vitesse/Coherent Legend Elite). The mid-IR pulses are

generated using a home-built optical parametric amplifier (OPA), designed to suppress

noise.69 After the OPA, the spectral bandwidth is around ~200 cm−1. The pulses are

tuned to 4.3 µm, with ~2.2 µJ entering the 2D-IR spectrometer.

The 2D-IR spectrometer employs a pump-probe geometry.70 A Mach-Zender inter-

ferometer controls the first delay time, and a translation stage controls the second. The

signal field is emitted along the path of the probe pulse. The signal, ω3, is diffracted

across a 150 l/mm grating onto a liquid N2-cooled 2×32 channel mercury cadmium

telluride detector. Signals are transmitted to the lab computer using the Femto-second

Pulse Acquisition Spectrometer (IR Associates), and all data is organized and analyzed

using Matlab software (MathWorks).

2.4 Global Fit Analysis

The global fitting method used to analyze and simulate experimental 2D-IR spectra

utilizes response functions generated from all relevant rephasing and non-rephasing

Feynman diagrams (Supporting Information). Coupled kinetic equations account for

transitions between population states during t2, and the resulting phenomenological

rates account for both inter- and intramolecular vibrational relaxation processes. Ori-

entation dynamics are accounted for by an additional set of parameters applied to these
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simulated spectra. The simulated spectra are optimized using nonlinear least squares

regression analysis to minimize errors. To normalize for variation in signal-to-noise

ratio, the sum of square error is weighted by the number of experimental scans taken

at each t2 time. The number of scans range from 8 at early times to 120 at long times.

Error bars on fitted parameters were estimated by bootstrapping 71 (nboot = 100) to

obtain 95% confidence intervals on all fitted values. In bootstrapping, the global fit

is repeated using random data points drawn with replacement from the full data set.

The errors are estimated based on the observed variation in fitting parameters. To

compare the amplitude of peaks in the experimental data and simulated spectra, the

total (sum) amplitude of a selected region was plotted as a function of time. Taking a

sum allowed for accurate representation of the sign of the data and accounted for any

competition behavior between peaks of opposing sign.

3 Results and Discussion

3.1 Linear IR spectroscopy

In these composite materials, CO2 senses the ionic liquid-polymer composition. CO2’s

ν3 antisymmetric stretch vibration appears near 2340 cm−1, a region in both the ionic

liquid and cross-linked polymer samples that is largely free of other strong absorptions

(Figure 2a). Varying the composition shifts the vibrational frequency by ∼ 6 cm−1

between the pure IL (0P-100I) and cl-PEGDA (100P-0I). As the fraction of ionic liquid

increases, the peak shifts linearly to higher frequency, ranging from 2337 cm−1 to

2342 cm−1 (Figure 2b,c). The width of the ν3 band is narrowest in the 100P-0I film

(4.9 cm−1), broadens in the 50P-50I film (6.0 cm−1), and narrows again in the 0P-100I

sample (5.4 cm−1).

In addition to the main band, the shoulder (hot-band) is present. A fraction of CO2

molecules, given by the Boltzmann factor, are thermally excited to the first excited state

of the bending mode. These molecules absorb at lower frequency due to the anharmonic
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Figure 2: FTIR analysis identifies CO2 as a strongly-absorbing, matrix-sensitive IR chro-
mophore. a) The CO2 peak sits in a spectrally clear region around 2340 cm−1 (arrow). b)
The CO2 peak shifts with changing volume percent ionic liquid. c) The CO2 antisymmet-
ric stretch (ν3) peak for a series of blends are fit to a Voigt function to determine center
frequency. Center frequency as a function of ionic liquid content results in a linear corre-
lation of slope 5.2 cm−1 with an intercept of 2337 cm−1. For each volume fraction, several
mixtures were made and measured. Small compositional changes can result in differences in
ν3 frequency, especially the 0.25 and 0.50 IL fraction samples. For the 0 and 1 IL fraction
samples the data markers overlap.

coupling of the antisymmetric stretch (ν3) and the bend (ν2). The hot-band is red-

shifted by 12 cm−1 and has around 7% the intensity of the main antisymmetric stretch

band (Figure 2b).

Solvatochromic shifts of CO2’s ν3 vibration are seen in a variety of samples.14,48,61,62
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Vibrational frequency decomposition48,50 identified geometric distortion, electrostatics,

and charge transfer as factors in the center frequency shift. In neat ionic liquids, geo-

metrical distortion of CO2 as a result of charge transfer from the anion explained the

variation in vibrational frequency with anion identity. Due to the structural complex-

ity of the mixed ionic liquid-polymer environment, similar computational studies for

this system are beyond the scope of this work. Nevertheless, we can qualitatively ad-

dress the influences on the vibrational frequency. A reasonable proxy for electrostatic

interaction is the dielectric constant, values of which for the polymer and ionic liquids

are very similar (∼ 12).72,73 This rules out electrostatics as a major contributor to the

vibrational frequency shift in this system as well.

In a SILM, the CO2 antisymmetric stretch mode split into two peaks, explained as

CO2 in two regions; the IL-filled pores and polyethersulfone (PES) polymer support.

When scaled for the reduced-mass difference for the ν3 mode in 12CO2 and 13CO2,

the vibrational frequency is ∼ 2340 cm−1 in the encapsulated IL ([emim][Tf2N]) and ∼

2335 cm−1 in the PES.14 (The ∼ 3 cm−1 shift between the frequency reported in Ref.14

and our reported value may be a result of the confinement in the polymer support, and

another subtle indication of the surprisingly long range effect of IL encapsulation.) We

do not see a splitting of the CO2 peak in our work, implying a more homogeneous

environment for all samples. The remaining possible explanations are that the CO2

interacts specifically with electron rich carbonyl groups of the PEGDA in a mechanism

similar to the previous ionic liquids. Alternatively, the dense packing of the film may

provide a sterically constrained environment like in long-chain alkanes, which also

absorb in this region, e.g. hexadecane 2335.1 cm−1.61

3.2 Experimental 2D-IR

2D-IR measurements in the composite materials also reflect the IL-polymer ratio. 2D-

IR measurements for cl-PEGDA, 100P-0I; [emim][Tf2N], 0P-100I; and the 50 vol% ion

gel, 50P-50I; were taken for t2 values ranging from 200 fs to 250 ps (Figure 3a). All

samples exhibited similar early time spectra including two diagonal peaks containing

13



the stimulated emission (SE) and ground state bleach (GSB) of the antisymmetric

stretch and the shoulder (regions I-II, Figure 3b, blue). Also present are the two

anharmonically shifted excited state absorption (ESA) peaks. For CO2 the anharmonic

shift is ∼ 24 cm−1 (regions III-IV, Figure 3b, red). As the t2 waiting time is increased,

the peak shape changes; peaks begin inhomogenously broadened and become more

rounded. This change in shape is characteristic of spectral diffusion. A quantitative

analysis of spectral diffusion in these samples will be the focus of future work.
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Figure 3: a) Experimental 2D-IR of CO2 reveal an unexpected peak at long times (> 75 ps)
in the 100P-0I sample (red arrow). To highlight smaller features, the fourteen contours
are drawn at equally spaced intervals, centered around zero, beginning at half the most
negative value. Full data sets are available in the supporting information. b) The third-
order transitions of the antisymmetric stretch of CO2 generate peaks in eight regions of
the 2D-IR spectrum. c) Kets are labeled with bend and antisymmetric stretch quantum
numbers. d) The energy-level diagram and kinetic rate constants. The red arrows, including
the crossover pathway, k10 (|0 1〉 to |1 0〉) trace the pathway that generates the hot ground
state.

The focus of this work is the dynamics of the cross-peaks and the inter- and intra-

molecular vibrational energy flow that they report (Figure 3d). In general, cross-

peaks appear off the diagonal and can result from mechanical or vibrational coupling,

14



chemical exchange, and population or coherence transfer.74 For CO2, cross-peaks arise

from reversible population transfer between the antisymmetric stretch and the shoulder,

constrained by the temperature dependent equilibrium constant, Keq. By 75 ps in all

samples, the shoulder peaks (regions II and IV) have disappeared due to the downhill

flow of energy from |1 0〉 to |0 0〉 (Figure 3d, kd).

At long t2 times (> 75 ps), the CO2 spectrum in cl-PEGDA (100P-0I) gains an

additional, unexplained red peak in region V (Figure 3a, arrow). A model of reversible

energy exchange between the manifolds of states (between zero and one quantum of

bend) predicts a pattern of two blue cross-peaks and two red cross-peaks. This unex-

pected red peak contradicts this model by appearing where a blue peak is predicted.

In addition to having the opposite of the expected sign, this peak appears more slowly

and eventually becomes more intense than the antisymmetric stretch’s excited state

absorption peak.

The unexpected red peak has the features of an excited state absorption from |1 0〉.

The red peak in region V reports an initial frequency that corresponds to the energy

gap between |0 0〉 and |0 1〉. During t2 a population transfer occurs, and energy moves

from |0 1〉 to |1 0〉. Its final frequency reports the energy gap between |1 0〉 and |1 1〉

(Figure 3d, red arrows). This process of vibrational relaxation to a state other than

the ground state is often referred to as a “hot ground state” (HGS). In this instance,

some molecules initially with no quanta of bend relax not to the total ground state but

to the bend excited state with one quantum of excitation.

In the condensed phase, a HGS is essentially any IR-excitation-induced photoprod-

uct, and, as such, HGSs have been observed in many systems. This behavior has been

most thoroughly explored in water and alcohols. The OH or OD stretch relaxes both

directly to the ground state and indirectly through the bending mode. 75 Eventually,

the energy pools in low frequency, intermolecular modes of the liquid which are anhar-

monically coupled to the OH/OD stretch and shift its vibrational frequency. 76–88 In a

similar spirit, a HGS was used to probe dynamics in the protic ionic liquid ethylam-

monium nitrate (EAN).89 Essentially the same effect has been used in other systems
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to track the intramolecular flow of vibrational energy through molecules, using specific

functional groups as local thermometers.90–92 In a few remarkable cases, infrared light

can even drive a photoisomerization, such as the cis-trans isomerization of HONO. 93

Prior to our exploration, there has been no report of an HGS for CO2.

Though the intermolecular flow of energy between the bath and CO2’s bending

mode had been analyzed experimentally48,59 and theoretically,66 this intramolecular

vibrational energy flow had not been noted previously. Reversible exchange of thermal

energy between |0 0〉 and |1 0〉 predicted a blue cross-peak in this position (Figure 3d).

The appearance of this peak implies a competition between the processes that formed

the hot ground state and the blue cross-peak. In the 0P-100I and 50P-50I systems,

there is no distinct peak in region V, implying a balance between the pathways (Figure

3a). The same cancellation effect may also explain why the feature was not noted

in ionic liquid experiments. Understanding this competition both qualitatively and

quantitatively requires development of a comprehensive model that accounts for both

IVR and spectral diffusion dynamics in CO2, and is the aim of this work.

3.3 Modeling Population Transfer

To test our proposed origin for the hot ground state, we developed a detailed kinetic

scheme for the states of the system that participated in population transfer during the

waiting time, t2. Spectral diffusion during t2 obscured our efforts to extract population

kinetics directly from integrating peak areas (data not shown), so we developed a

quantitative model that is able to treat both spectral diffusion and population transfer

on equal footings. The approach combines the kinetics of population transfer during

t2 with third-order response function formalism in the cumulant approximation.

To track the flow of energy into and out of each of the four participating population
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states of CO2, we write a kinetic rate matrix, K,

K =



|00〉〈00| |01〉〈01| |10〉〈10| |11〉〈11|

|00〉〈00| −ku kr kd 0

|01〉〈01| 0 −kr − ku − k10 0 kd

|10〉〈10| ku k10 −kd kr

|11〉〈11| 0 ku 0 −kr − kd


. (2)

The matrix includes rate coefficients for the four important kinetic pathways (Fig-

ure 3d). Rates ku and kd describe the previously defined thermal excitation and de-

excitation pathways. The vertical relaxation rate, kr, represents the direct relaxation

from an excited state into the corresponding ground state. The crossover rate, k10,

describes the relaxation of energy from |0 1〉 to |1 0〉, crossing between manifolds. Di-

agonalizing K provides the time dependence of population beginning in each vibra-

tional state. The time-dependent kinetic equations combined with a time-dependent

response function formalism generates a model capable of accurately replicating all of

the features visible in the experimental data.

There are 32 double-sided Feynman diagrams needed to describe the diagonal peaks,

the cross-peaks due to thermal equilibration of the bending mode, and intramolecular

vibrational energy relaxation (Figure 4).

Four diagonal peaks result from six rephasing diagrams (Figure 4a,b) and six non-

rephasing diagrams (Supporting Information). Pathways starting in the total vibra-

tional ground state include SE and GSB (peak 1a), and ESA (peak 2a), and the same

holds for the pathways starting with one quantum of bend excitation (peaks 1b, 2b

respectively). The sign of each diagram is governed by the number of interactions from

the right.

Thermal excitation and de-excitation of the bend during t2 cause four cross-peaks,

3a/b and 4a/b, to appear (Figure 4c,d). Peaks 3a and 4a result from an upward

exchange between |0 0〉 and |1 0〉 governed by the up rate (Figure 3d, ku). Peaks 3b

and 4b result from the opposite process, exchanging downward, governed by the down

17



|00〉〈00|
|01〉〈00|
|01〉〈01|
|00〉〈01|
|00〉〈00|

|10〉〈10|
|11〉〈10|
|11〉〈11|
|10〉〈11|
|10〉〈10|

|00〉〈00|
|01〉〈00|
|00〉〈00|
|00〉〈01|
|00〉〈00|

|01〉〈01|
|02〉〈01|
|01〉〈01|
|00〉〈01|
|00〉〈00|

|11〉〈11|
|12〉〈11|
|11〉〈11|
|10〉〈11|
|10〉〈10|

|10〉〈10|
|11〉〈10|
|10〉〈10|
|10〉〈11|
|10〉〈10|

2a
ESASE GSB

1a

SE GSB
1b 2b

ESA

1a

2a

1a

1b1b

2a

2b2b

23
25

23
30

23
35

23
40

2300

2310

2320

2330

2340

ω
3/
2π

c
 (

c
m

-1
) 

ω
1
/2πc (cm-1) 

(a) (b)

t
2

t
1

t
3

|00〉〈00|
|01〉〈00|
|00〉〈00|
|01〉〈01|
|00〉〈01|
|00〉〈00|

|10〉〈10|
|11〉〈10|
|10〉〈10|
|01〉〈01|
|00〉〈01|
|00〉〈00|

|10〉〈10|
|11〉〈10|
|10〉〈10|
|11〉〈11|
|10〉〈11|
|10〉〈10|

|00〉〈00|
|01〉〈00|
|00〉〈00|
|11〉〈11|
|10〉〈11|
|10〉〈10|

5a 5b

5c 5d

5d 5b

5c 5a

5d 5b

5c 5a

23
25

23
30

23
35

23
40

2300

2310

2320

2330

2340

ω
3
/2
π

c
 (

c
m

-1
) 

ω
1
/2πc (cm-1) 

(e) (f )

t
2

t
1

t
3

SE GSB
|10〉〈10|
|11〉〈10|
|10〉〈10|
|00〉〈00|
|00〉〈01|
|00〉〈00|

4a

ESA
|11〉〈11|
|12〉〈11|
|11〉〈11|
|01〉〈01|
|00〉〈01|
|00〉〈00|

|10〉〈10|
|11〉〈10|
|11〉〈11|
|01〉〈01|
|00〉〈01|
|00〉〈00|

3a

SE GSB
|00〉〈00|
|01〉〈00|
|00〉〈00|
|10〉〈10|
|10〉〈11|
|10〉〈10|

4b
ESA
|01〉〈01|
|02〉〈01|
|01〉〈01|
|11〉〈11|
|10〉〈11|
|10〉〈10|

|00〉〈00|
|01〉〈00|
|01〉〈01|
|11〉〈11|
|10〉〈11|
|10〉〈10|

3b

3b

3a

4b

4a

3b

3a

4b

4a

2325

2330

2335

2340

2300

2310

2320

2330

2340

ω
3/
2π

c
 (

c
m

-1
) 

ω
1
/2πc (cm-1) 

(c) (d)

t
2

t
1

t
3

t
2

t
1

t
3

t
2

t
1

t
3

|10〉〈10|
|00〉〈00|

|11〉〈11|
|01〉〈01|

11|11|11|〉〈〉〈|11|11|1110|10|10|〉〈〉〈|10|10|10|11|11〉〈〉〈11|11|
|01〉〈01|

t
2

|00|00〉〈00|
|10|10〉〈10|10|

|01〉〈01|
|11|11〉〈〉〈11|11|

|01|01〉〈〉〈01|01|
|11〉〈11|

t
2

t
2

t
1

t
3

|00〉〈00|
|01〉〈01|

|10〉〈10|
|01〉〈01|

t
2

00|00|00|〉〈〉〈|00|00|0010|10|10|〉〈〉〈|10|10|10|10

|10〉〈10|
|11〉〈11|

|00〉〈00|
|11〉〈11|

00|00|00|〉〈〉〈|00|00|00|0010|10|10|〉〈〉〈|10|10|10|10t
2

Figure 4: The 16 rephasing diagrams used to model the 2D-IR spectra. a,b) The four
diagonal peaks, two from the pure antisymmetric stretch and two from the shoulder, are
generated by six rephasing Feynman diagram pathways. c,d) Cross-peaks appear due to the
thermal excitation and de-excitation of the bending mode during t2 (red dashed line). e,f)
Vibrational relaxation generates four peaks which overlap peaks 1a,b and 3a,b.

rate (Figure 3d, kd). Interaction with the bath causes molecules to either gain or lose

one quantum of bend, moving up or down between the two manifolds of vibrational

states.

In this perturbative treatment, total vibrational relaxation causes the signal to

disappear through a cancellation of terms. Without the cancellation there would be

persistent blue peaks at very long times. All blue peaks are composed of SE and GSB

pathways. The SE contributions scale with the population in the first excited state,
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|0 1〉, whereas GSB contributions scale with ground state population, |0 0〉. While

population in the |0 1〉 state decreases consistently with time, population in the |0 0〉

vibrational ground state decreases initially due to thermal equilibration with |1 0〉, but

otherwise remains constant. Because the peak in region V results from the competition

between two pathways, it was necessary to fully describe the related VER pathways.

Four additional diagrams are needed to describe VER (Figure 4e,f). During t2,

energy initially deposited into the antisymmetric stretch by the laser can relax either

into the bath or into a combination of the bath and other intramolecular modes. Peaks

5b and 5c reflect relaxation of energy from the antisymmetric stretching mode, leaving

the number of bend quanta unchanged (none for peak 5b or one for peak 5c). Peak 5a

results from population transfer between |0 1〉 and |1 0〉. This formally two-quantum

transition is a thermal process, and optical selection rules do not govern it. This peak

falls in the same location and with the same sign as the unexpected peak in the cl-

PEGDA spectrum (Figure 3a, red arrow) and follows the above described pathway

(Figure 3d, red arrows). Peak 5d results from energy flow from |1 1〉 to the total

vibrational ground state |0 0〉. While this transition does not have a direct kinetic

pathway in our model, there are a number of routes that energy could take during

t2 to form this peak (e.g. |1 1〉 to |0 1〉 via kd and then |0 1〉 to |0 0〉 via kr). These

diagrams generate the four red absorption peaks that, in the long-time limit, exactly

cancel the four blue ground state bleach peaks, resulting in no net 2D-IR signal.

Determining a representative lineshape function allows for accurate representation

of the change in peak shape over time. In this work, we assume a two-point frequency

correlation function, c2, with a delta-function representing motions in the motional

narrowing limit and an exponential for motions in the spectral diffusion regime,

c2(t2) = δ(t2)
T2

+ ∆2e−t2/τ , (3)

with fitted results for T2, ∆, and τ . The solvent reorganization timescales decreased

with increasing IL content – agreeing with previous assertions that the peak shape
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appeared to change more slowly in polymer-containing samples.14 T2 is the dephasing

time and is inversely representative of motions too fast to be captured with our exper-

iments. T2 decreases with increasing IL content, indicating more fast motions in the

ionic liquid samples. The ∆ values are a measure of frequency space sampled. In this

sample set, ∆ has an unexpected increase in the 50P-50I sample.

This increase in linewidth for the 50P-50I sample is also reflected in the linear

spectrum (Figure 2b). It is possible that this broadening results from the the complex

environment of the composite sample. Likely, this mixed-matrix sample offers a quali-

tatively large number of conformations and local solvation environments for CO2 given

the presence of both IL-like, polymer-like, and interfacial regions.

Our model contains several assumptions. To reduce the number of free parameters,

we assume that the rate of excitation and de-excitation of the bend is the same for the

ground and excited states of the antisymmetric stretch. In other words, we assume a

single set of ku and kd suffices because the difference between ν̃0 and ν̃ ′0 (Figure 3d)

is negligible. We also neglect potential splitting of the doubly-degenerate bending

mode. In a related film, poly(methyl methacrylate), the splitting was observed to be

∼ 8 cm−1,94 which is negligible for our purposes.

We also employed several assumptions regarding the spectral diffusion dynamics of

CO2 which are justified based on prior work in ionic liquids. To model the lineshape,

we truncate the cumulant expansion at the second order, which was shown to be a

reasonable approximation.49 We also only account for population transfer dynamics

during t2, not during t1 or t3, as the shoulder is well resolved and there is no coales-

ence of the shoulder and main band.48 In calculating our spectra, we again employ the

Condon approximation, assuming the transition dipole moment is constant with vibra-

tional frequency.50 Finally, we decouple rotations and frequency fluctuations. As such,

the reported spectral diffusion dynamics include both reorientation-induced spectral

diffusion (RISD) and structural spectral diffusion (SSD) components. 47,60

Modeling that includes an appropriate lineshape function and accounts for popula-

tion transfer kinetics reproduces the experimental data well (Figure 5). The simulated
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Figure 5: Kinetics-adapted response functions accurately reproduce the experimental spec-
tra. a) The simulated spectra are shown at the same t2 times as the experimental data, and
with the same contour lines. b) Residual intensities are plotted on the same scale as the
simulated spectra and experimental data.

spectra at early times include both the main diagonal antisymmetric stretch peaks and

the shoulder bands with appropriate intensities (Regions I-IV). As time progresses, the

cross-peaks begin to appear on reasonable timescales (Regions VI-VIII). In region V,

the blue cross-peak does not appear in any of the systems with the same intensity as

its counterpart in region VI, as observed in the experiment. In the 100P-0I sample, the

model reflects the hot ground state peak in region V. In addition to the appropriate

appearance and disappearance of peaks in the spectra, the observed spectral diffusion

is reproduced.

In general, the agreement between simulated and experimental spectra is good,

as the maximum intensity of appropriately weighted residuals are only around 3%

of the experimental spectra for all samples. In the 50P-50I sample, the ESA decays

systematically faster than in the simulated spectra. Several alternative kinetic models

were explored to replicate this observation. The loss of intensity is not due to the k10
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pathway being reversible. We suspect that an IR-dark state is present in the system

that provides an additional relaxation pathway and causes the intensity loss and is not

reflected by our model. In addition to the degenerate bend (ν2) and antisymmetric

stretch (ν3) CO2 has a symmetric stretch (ν1) that occurs at ∼ 1300 cm−1 but is

IR-dark and would not be visible in a 2D-IR investigation. IR-pump – Raman-probe

experiments, which have been demonstrated,75 might be able to quantify this process.

Nevertheless, the kinetic analysis was not sensitive to this small systematic error.

2344

2332
2330

2306

2304

2320

2318

2294

23
20

23
30

23
32

23
44

ω
3

 (c
m

-1
) 

re
g

io
n

s

ω
1 
(cm-1) regions

3a/5a3a/5a

1a

1b

3b

2a

4a2b

4b

(a)

-40

-20

0

20

40

-3

-2

-1

0

1

2

3

-3

-2

-1

0

1

2

3

-0.5

0

0.5

1

0 50 100 150 200 250

0 50 100 150 200 2500 50 100 150 200 250

0 50 100 150 200 250To
ta

l r
e

g
io

n
 in

te
n

si
ty

To
ta

l r
e

g
io

n
 in

te
n

si
ty

To
ta

l r
e

g
io

n
 in

te
n

si
ty

To
ta

l r
e

g
io

n
 in

te
n

si
ty

t
2
(ps) t

2
(ps)

t
2
(ps) t

2
(ps)

peak 2a

peak 1a

peak 4b

peak 3b

peak 2b

peak 1b

peak 4a peak 3a/5a

(b) (c)

(d) (e)

Figure 6: For the 100P-0I sample, there is good agreement between the simulated spectra
and the experimental data. a) A schematic indication of the the eight regions of interest
quantified in the simulated and experimental spectra. Region V, peaks 3a and 5a, can have
either positive or negative sign depending on the competition of the opposing signals. b, c,
d) The model (lines) and experiment (circles) agree very well for both diagonal (b,c) and
cross-peaks (d). e) The fit reproduces the positive amplitude observed in the experiment
because peak 5a outcompetes peak 3a.

To extract a measure of peak kinetics that could be compared to the simulated

spectra, we selected each of the eight peak regions and extracted a total intensity from

each spectrum (Figure 6a). Intensities of the antisymmetric stretch (1a/2a) and the
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shoulder (1b/2b) diagonal peaks match (Figure 6b,c). The cross-peaks, which are more

strongly impacted by peak overlap (3a/4b) and the available experimental frequency

window (4a) and the presence of noise in the system, still show good agreement (Fig-

ure 6d). Region V shows variation at early times in the experimental amplitudes due

to subtle differences between the experimental and simulated lineshape of the main

bands (1a/2a). Once spectral diffusion begins, the simulated spectra accurately track

the experimental kinetics in region V (Figure 6d). The results of this analysis for the

0P-100I and 50P-50I samples are shown in the supporting information.

Spectral diffusion times increase with polymer content (Table 1). The time con-

stant, τ ; and the dephasing time, T2; both increase as polymer content increases. As

the fraction of polymer increases, the dynamics reported by CO2 slow.

The dephasing times in 100P-0I and 50P-50I samples are similar (∼ 4.4 ps) and

somewhat larger than in the pure ionic liquid (3.1 ps). The ∆ value for the 50P-50I

sample was significantly larger than the other two samples, implying a greater variety

of local environments are explored. These spectral diffusion dynamics as a function of

polymer content will be the focus of a future paper.

Table 1: Lineshape function best fit parameters

Sample T2 ∆ (cm−1) τ (ps)
100P-0I 4.5± 0.05 1.84± 0.02 82± 11
50P-50I 4.3± 0.07 2.3± 0.02 38± 4
0P-100I 3.1± 0.06 1.62± 0.05 16± 3

Quantitative values for each of the identified kinetic rates can be extracted from

the fits (Table 2). The rates ku, k10 and kr are free parameters of the fit, and kd was

calculated using

Keq = kd
ku
, (4)

where Keq = exp(−∆E10−00/kBT ) fixes the relationship between ku and kd, and the

energy gap between the ground state and the bend first excited state, ∆E10−00, is

667 cm−1. For the 0P-100I sample, the indirect relaxation from antisymmetric excited

state, |0 1〉, through bending manifold, |1 0〉, to the ground state, |0 0〉, is fast enough
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Table 2: Kinetics best fit parameters

Sample ku (ns−1) τu (ps) kd (ns−1) τd (ps) k10 (ns−1) τ10 (ps) kr (ns−1) τr (ps)
100P-0I 1.2 ± 0.1 850 ± 50 14 ± 1 71 ± 4 6.2 ± 0.4 160 ± 10 14.5 ± 0.4 69 ± 2
50P-50I 18 ± 1 50 ± 4 230 ± 20 4.3 ± 0.3 13 ± 2 80 ± 10 7 ± 2 144 ± 50
0P-100I 11 ± 1 90 ± 9 130 ± 10 7 ± 1 22.2 ± 0.3 45 ± 1 - -

that our model was unable to determine a separate rate for the direct relaxation process

|0 1〉 → |0 0〉, given by kr.

The timescales reported for the equilibrium up- and down processes of the pure IL

agree with literature values. The values extracted from our sample were τu = 1/ku =

94 ps and τd = 1/kd = 7.4 ps. Giammanco et al. reported values for [emim][Tf2N] of

τu = 140 ps and τd = 13 ps.59 In a similar ionic liquid ([bmim][Tf2N]), Brinzer et al.95

obtained values of τu = 400 ps and τd = 33 ps. The rates are slower, possibly as a

function of the higher viscosity.

We expected that the prominent ESA in Region V of the 100P-0I sample would

indicate crossover between manifolds faster than the other samples. Fitting results

depicted the opposite trend. The τ10 crossover rate in the 100P-0I sample is slower

than the 50P-50P and 0P-100I samples by factors of 2 and 4, respectively. The τ10

crossover rate is also around two times slower than τd or the direct relaxation rate, τr,

in the 100P-0I sample.

Vibrational relaxation rates depend on the density of accepting modes at the appro-

priate energy difference. Others have recognized that the FTIR absorption spectrum

can sometimes serve as a reasonable proxy for the total density of states. 96,97 We exam-

ined the FTIR spectra of each sample at the frequency that corresponded to the energy

gap between manifolds, ωcross. In this system, the difference between |0 1〉 and |1 0〉 is

∼ 1670 cm−1. This frequency lies in the region between the strong absorptions of the

PEGDA carbonyls (1700 cm−1) and the Tf2N sulfonyls (∼ 1550 cm−1). Assuming that

the frequency of the bending mode is a constant, 667 cm−1, in all samples, the amount

of energy the bath must accept varies between samples because the center frequency

the antisymmetric stretch shifts with composition (Figure 7a). At the ωcross frequen-

24



A
b

so
rb

a
n

ce
 (

O
.D

.)

Frequency (cm-1)

k
1

0
 (n

s
-1)  d

o
ts0P-100I

50P-50I

100P-0I

ω
0
 – 667 cm-1

Frequency (cm-1)

1665 1670 1675 1680

0.16

0.18

0.2

0.22

0.24

0.26

0.28

0.3

0.32

0.34

0

10

20

30

40

50

1600 1800 2000 2200 2400

0

0.2

0.4

0.6

0.8

1

0P-100I

50P-50I

100P-0I

667 cm-1
ω

0
 (a) (b)

A
b

so
rb

a
n

ce
 (

O
.D

.)

2320 2330 2340 2350 2360

Figure 7: a) The energy gap between |0 1〉 and |1 0〉, ωcross = ω0 − 667 cm−1, varies with
IL vol%. b) k10 values (dots) scale relative to the background absorbance at the frequency
corresponding to this energy gap. The left y-axis describes FTIR absorbance (lines), and
the right y-axis describes the crossover rate (dots). Vertical lines indicate the gap frequency
determined from panel (a). The FTIR of the 100P-0I contains small, sharp absorption lines
that could not be removed by atmospheric correction.

cies, there are no distinct peaks, but there are differences in background absorbance.

The 100P-0I sample, which had the lowest ωcross, also had the lowest background ab-

sorbance and the lowest k10 value. The k10 coefficients for the 50P-50I and 0P-100I

samples scaled with the background absorbance at their relative ωcross values (Figure

7b). The k10 term reflects the capacity of the matrix to accept the energy lost in this

crossover transition.

In addition to k10 being slow, all of the kinetic rates in the 100P-0I sample are slower

than in the other samples. The largest difference is the characteristic equilibration time

for the bending mode. These dynamics are constrained by the amplitudes of the peaks

in regions VI and VIII. (Region VII is at the edge of the recorded spectral window

in ω3 and Region V contains signals from competing Liouville-space pathways 3a and

5a.) Chemical kinetics between two states characterized by a forward and backward

rate, kf and kb, have a characteristic equilibration time given by the decay of the
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population correlation function kc = kf + kb, or 1/tc = 1/tf + 1/tb. Unlike the case of

the k10 values, this characteristic equilibration time does not vary monotonically with

composition. Approximating the total ground state and the first bend excited state as

a two-level system, the correlation time in the 100P-0I sample is 65.7 ps which is an

order of magnitude slower than in the other samples. The fastest exchange between

manifolds occurs in the 50P-50I ion gel system (4 ps) which is still two times faster

than the 0P-100I sample (7 ps).

A density of states explanation such as the one above for the crossover rate, k10,

may also explain the rapid equilibration behavior. Due to the strong absorptions

of the CaF2 windows in addition to the the sample, however, we cannot measure the

vibrational density of states at the bending mode frequency (∼ 667 cm−1) in the current

experiment. 2D-IR in an attenuated total reflection (ATR) configuration 98 might be

able to access this information. Lacking this information, we cannot determine if the

difference in bending mode excitation and de-excitation is due to differences in the

vibrational density of states or the magnitude of the system-bath coupling.

The apparent amplitude and sign of the peak in Region V depend on a subtle

balance of kinetic terms. Both peak 3a (blue) and peak 5a (red) result from population

in |1 0〉 at the end of t2. Peak 3a is a ground state bleach/stimulated emission peak

and peak 5a is an excited state absorption peak. These pathways have opposite signs

and can cancel. The GSB and SE diagrams must accept energy from the bath while

the ESA terms must lose energy to the bath in order to transition between the two

manifolds of states. Diagonalizing the kinetic matrix (Eq. 2) extracted equations for

the time-dependent population of each of the four energy states that participated in

population transfer during t2. To represent the overall sign of the relevant double-sided

Feynman diagrams, we assign the k10 pathway a positive sign, and the ku pathways

a negative sign (figure 3d). To represent the overall sign of the relevant double-sided

Feynman diagrams, we assign the k10 pathway (|0 1〉 k10−−→ |1 0〉) a positive sign, and the

ku pathway (|00〉 ku−→ |1 0〉) and |0 1〉 ku−→ |1 1〉) a negative sign.

The sum of the population growth curves for these pathways reproduces the shape
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of the experimental amplitude in region V (Figure 8a-c). With the exception of very

early times, where peak overlap from 1a/2a influences the region, both the 100P-0I

and 0P-100I samples show good agreement between the experimental data and the

predicted signal. For the 50P-50P sample, the experimental signal appears to have

a slightly more positive signal than is predicted by the kinetic equations. Given the

small amplitude of the transients, the relatively large ∆ value for this sample (Table

1), and the noise due to systematic fluctuations in the lineshape, it is likely that the

total signal intensity in this region is affected by sources that are outside the scope of

the kinetic predictions. Notably, however, both the 0P-100I and 50P-50I total region

V intensities are smaller than the 100P-0I sample, as observed in the experiment.
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Figure 8: The relative appearance of the region V peak depends on the competition between
the blue cross-peak (3a) and the red HGS peak (5a). a-c) show the population growth of the
|10〉 state via the ku pathway (Predicted 3a), and the k10 pathway (Predicted 5a), along with
the combination of the two (grey) overlaid with a normalized experimental trace of spectral
region V (points). d) Normalizing the predicted total population as a function of time (5a
+ 3a) by the population of the ground state exemplifies the differences between samples.

How prominent the peak in Region V appears depends on the amplitude of the

peak relative to the amplitude of the peaks around it. Because the main bands are all

decaying more quickly (Figure 6), the apparent or relative signal in Region V grows.
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To demonstrate this effect, we normalize the predicted population in Region V by

the predicted population of the ground state, Region I (Figure 8d). The relative

amplitude reproduces the prominence of the red peak in Region V for the 100P-0I

sample, and the very small features in the other samples. For the 100P-0I sample,

there is an increasingly positive signal in region V relative to the main bands. The

50P-50I sample has a small negative signal in this region, and the 0P-100I sample has

a small positive signal, but both stay very close to zero. This implies that in both the

0P-100I and 50P-50I systems, net upward exchange (|0 0〉 → |1 0〉) is very similar to the

flux downward exchange (|0 1〉 → |1 0〉) of energy between the manifolds. Imbalance in

these pathways, such as in the 100P-0I sample, causes the prominent hot ground state

peak.

These results suggest a physical picture. The overall structural reorganization

timescale in the 50P-50I sample falls between its parent compounds, but the intramolec-

ular kinetics are more similar to the ionic liquid. This implies that CO2’s environment

contains influences of both the ionic liquid and the polymer components. In other

interfacial systems, reverse micelles99–102 and planar interfaces,98,103,104 the dynamics

are different from the bulk usually within one or two solvation shells from the interface.

CO2 is known to have both a quadrupolar solvation52 in ionic liquids, and is highly

soluble in imidazolium-based ILs.8 The room-temperature volumetric solubility, a func-

tion of the enthalpy of solution, for CO2 in [emim][Tf2N] is ∼ 2.4 cm3cm−3atm−1.7

For CO2 in cross-linked PEGDA, this value is around ∼1.6 cm3cm−3atm−1.105 Given

similarities between the intramolecular kinetics of the 50P-50I sample and the 0P-100I

sample, and the slightly higher solubility of CO2 in the ionic liquid, CO2 in the ion gel

sample likely localizes in a mostly-ionic liquid region that is near the polymer interface.

4 Conclusion

We utilized FTIR and 2D-IR to investigate CO2 in a PEGDA-[emim][Tf2N] ion gel

and each parent compound. The vibrational frequency of the antisymmetric stretch,
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ν3, of CO2 is sensitive to the composition of its environment, shifting as much as

6 cm−1 between the pure ionic liquid and the pure polymer. The antisymmetric stretch

absorption in the 50P-50I sample is a single broad band. Rather than segregation

into separate ionic liquid and polymer environments, the CO2 likely resides near the

interface of the polymer and the IL.

2D-IR experiments revealed an unexpected hot ground state in the 100P-0I sam-

ple due to intramolecular vibrational relaxation from the antisymmetric stretch into

the bend. A set of 32 Liouville-space pathways describes intra- and intermolecular

vibrational relaxation including thermal equilibration of the bending mode. Experi-

mental spectra are fit to response functions that include both dynamics due to spectral

diffusion and population transfer during t2. The dephasing time (T2) and solvent reor-

ganization time (τ) both increase with polymer content. The ∆ values for both of the

pure compounds are similar, but the 50P-50I sample has a larger spread of frequencies.

In an upcoming publication, we will examine the dynamics of a PEGDA-IL ion gel and

the parent compounds in further detail.

VER in the pure cl-PEGDA sample occurs more slowly than in the other two.

The rate of crossover from |0 1〉 and |1 0〉, τ10, scales with background absorption at

a frequency of ωcross, the gap between the two states, suggesting that a difference in

the vibrational density of states at the appropriate energy difference is the controlling

factor. For the pure ionic liquid sample (0P-100I), the kinetics of exchange between

the |0 0〉 and |1 0〉 states agree with literature values. The 50P-50I sample has faster

between-manifolds kinetic exchange but slower total vibrational relaxation than the

pure IL.

Competition between ku, which generates a blue peak, 3a, and k10, which generates

a red peak, 5a, explains trends in the appearance of the hot ground state seen in the

experimental data. The increased rate of exchange between manifolds in both the 0P-

100I and 50P-50I samples causes approximately equal intensities of peaks 3a and 5a,

leading to no observed peak in this region. This effect may explain why peak intensities

in this region have been small when measured in other measurements of CO2 in ionic
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liquids.48,59

The molecular-level environment CO2 experiences has already been linked to bulk

properties like viscosity.48 As such, there is much interest in investigating these environ-

ments further and in a broader scope of materials. The reported kinetics and dynamics

of CO2 in the 50 vol% ion gel reflects both IL-like and polymer-like attributes, which

indicates that CO2 is able to specifically probe the interfacial regions of this type of

material. This work presents a new model for how vibrational energy is redistributed

in CO2, identifies and explains a previously unreported hot ground state of CO2, and

describes a method for extracting both kinetics and dynamics simultaneously using

kinetics-adapted global fitting methods.
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