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Abstract

The infrared spectra of EDTA complexed with Ca?'t and Mg?" contain, to date,
unidentified vibrational bands.This study assigns the peaks in the linear and two-
dimensional infrared spectra of EDTA, with and without either Ca?" or Mg?" ions.
Two-dimensional infrared spectroscopy and DFT calculations reveal that in both the
presence and absence of ions, the carboxylate symmetric stretch and the terminal CH
bending vibrations mix. We introduce a method to calculate participation coefficients
that quantify the contribution of the carboxylate symmetric stretch, CH wag, CH twist,
and CH scissor in the 1400-1550 cm ™! region. With the help of participation coefficients,
we assign the 1400-1430 cm ™! region to the carboxylate symmetric stretch which can
mix with CH modes. We assign the 1000-1380 cm ™! region to CH twist modes, the
1380-1430 cm ™! region to wag modes, and the 1420-1650 cm ™! region to scissor modes.
The difference in binding geometry between the carboxylate-Ca?" and carboxylate-Mg?*
complex manifests as new diagonal and cross-peaks between the mixed modes in the two
complexes. The small Mg?" ion binds EDTA tighter than the Ca?" ion, which causes a
redshift of the COOs modes of the sagittal carboxylates. Energy decomposition analysis
further characterizes the importance of electrostatics and deformation energy in the

bound complexes.

Keywords EDTA, ultrafast vibrational spectroscopy, 2D-IR, mixed-mode, vibrational cou-
pling, Ca*", Mg®", cross-peaks, normal mode, DFT, M05-2X, def2-TZVP, wB97X-D, partici-
pation coefficient, EDA, ALMO-EDA, SAPTO.



1 Introduction

Ethylenediaminetetraacetic acid (EDTA) can model divalent ion—carboxylate interactions in
proteins. 1 In the broad class of EF-hand proteins, for example, divalent ion-binding induces
structural changes® and begins a cascade of protein folding,® cell signaling,® ion transport,®
ion recognition,® and enzyme activation events. %' Binding selectivity and affinity of Ca?"
over Mg?" is critical for the biological function of these proteins.

Though EDTA mimics the EF-hand binding pocket, spectroscopic studies fail to un-
ambiguously correlate metal binding geometries with the positions and intensities of the
carboxylate vibrational bands.'"!” The additional information content of two dimensional
infrared (2D-IR) spectroscopy promises to allow more direct relationships between observed
spectral features and ion—binding geometries. Additionally, it can provide insight into the
femtosecond and picosecond dynamics in the binding pocket. 182

In the absence of divalent ions, EDTA has an extended, flexible structure in solution.
Upon metal binding, EDTA assumes an approximately Cy symmetry (Figure 1). The pairs
of carboxylates lie in two planes. In the ‘sagittal’ plane (along the violet line), the two
carboxylates are oriented parallel to each other, while the other two carboxylates are oriented
antiparallel to one another and lie rotated slightly out of the ‘equatorial’ plane. The binding
geometries of calcium- and magnesium-bound EDTA, [Ca:EDTA]*" and [Mg:EDTA|*",
respectively, differ subtly. The smaller Mg*" ion lies deeper in the binding pocket and the
terminal oxygens approach the Mg®™ more closely. These differences cause changes in the
NCCO dihedral angles along each of the carboxylates. These subtle rearrangements are similar
to the structural differences between Ca®*"- and Mg®"-bound EF-hands. If spectroscopic
observables could be related to these differences in geometry, they might prove a powerful
tool for determining the mechanism of ion selectivity in EF-hand proteins.

2D-IR spectroscopy is highly sensitive to local picosecond fluctuations, environmental

dynamics, and molecular structure.?'?? Techniques like X-ray crystallography?® and EPR?*
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Figure 1: EDTA adopts an approximately Cy symmetry when it binds Mg*" (a, b) and Ca®"
(c, d). O-M?*" bond distances indicate a tighter binding geometry for [Mg:EDTA]?>~ than
[Ca:EDTA|>". The sagittal acetates lie parallel to each other in a vertical plane (purple),
while the other acetate pairs lie antiparallel to each other near the equator of the molecule.



and NMR 25 spectroscopies report the static structure and slower millisecond dynamics of ion
binding.?%?® The sub-picosecond temporal resolution of 2D-IR spectroscopy, however, can
augment our understanding of the ultrafast dynamics in peptide-ion interactions. 22934
Infrared spectroscopy of EDTA probes the structure of carboxylate-Ca*" (|[Ca:EDTA|?>7)
and carboxylate-Mg*" ([Mg:EDTA|?>") complexes. 11416718 Deacon and Phillips®® empirically
correlated the wavenumber difference between the antisymmetric stretch (COO; ) and sym-
metric stretch (COO;) (Ava—s = Vooo- — Veoo: ) With the binding geometry for aqueous
metal acetato-carboxylate complexes. The Av,_, roughly correlates to unidentate, bidentate,
bridging, and pseudo-bridging binding types. 16337 Later, however, Deacon and Phillips?3®
noted the inadequacy of using the Ay, 4 empirical relation to explain ion binding structures
in multi-carboxylates. Complex multi-carboxylates’ COO_ region exhibits additional features

after metal binding’173,16,18,20721,36,39743

whose origins were unexplained.

2D-IR spectroscopy of the COO, promises insights into the local structure and dynamics
of carboxylate groups. Because ions and molecules in the local solvation shell modulate the
vibrational frequencies of carboxylate stretches, 2D-IR spectroscopy can report the picosecond
structural dynamics. Metal coordination-induced geometry changes are reflected in the
vibrational couplings. When a metal binds, the vibrations couple to generate cross-peaks
in the 2D-IR spectrum. Coupling cross-peaks in EDTA and calmodulin (CaM) COO;
uncover structural changes.!®19 The vibrations couple, through space (electrostatically) or
mechanically (covalently), due to the metal binding event. Binding—induced structural
changes have also been reported in the 2D-IR spectra of the amide modes in ionophores
such as valinomycin®* and ion channels. 33446 For example, the side-on and end-on ion-pair
conformers of calcium oxalate interconvert on a picosecond timescale.*” A model Hamiltonian
for the COO, was able to relate the conformational changes due to oxalate-metal interaction
to the spectral features of the COO; vibration.4” In trifluoroacetate, solvent fluctuations

drive population relaxation from the pumped COO; into the COO; .48

Finally, the ion-coordination geometry and fluctuations in the binding pocket of wild



and mutated CaM were elucidated with 2D-IR spectroscopy. *?° Edington et al.'®1? show
that the COQO, reliably captures the ion-induced distortion in the binding geometry of
EDTA and CaM. A comparison of Ca?" and Ln®" shows that the bound ion dictates if
the CaM binding pocket will be compact and rigid or loose and flexible, which translates
into downstream tertiary structural changes.!® Separate active site mutations in CaM show
different antisymmetric stretch cross-peak structures, which are the manifestations of the
CaM binding pocket’s conformational flexibility.?° In each of these examples, the COO;
bands in 2D-IR spectra provided important insights into local structure and dynamics of
these carboxylate moieties.

While investigation of the COO; reveals some changes upon ion binding, ¥ 2148 the
symmetric stretch remains largely unexplored. Attenuated total reflection Fourier transform
infrared (FTIR) spectroscopy shows that the COO; can act as an indicator of transition
metal ion binding in a self-assembled bilayer.*® Donaldson et al.?! probed the COO; mode
of a carboxylate-capped layer on gold nanoparticles to understand the correlation between
the peptide-binding geometry and carboxylate orientation. Faint cross-peaks upon gold
nanoparticle binding reflect the orientation of the carboxylates on the nanoparticle surface.

In part, the sparsity of studies using the symmetric stretch are due to the complex
lineshape. The symmetric stretching band is complicated because the absorption frequencies
of the COO; mode and CH bending modes are similar. Absorption bands from the CH
bending modes overlap with the COO; band in EDTA in the absence of bound ions (apo-
EDTA), making it challenging to separate their contributions. ! As a result, the interpretation
of features in the 1300-1500 cm™! region is unclear, independent of metal ion binding.

The complexity of the COO; band is also an opportunity. The substructures in the
lineshape may reveal subtle conformational changes that the COO, does not. We aim to
connect the origin of the COO_ region vibrational structures to the metal-binding geometry
of EDTA. We also explore the feasibility of utilizing the COO; mode as a marker band for

conformational changes in peptides.



We address the link between EDTA’s COO; IR spectral features and its binding confor-
mation. Combining 2D-IR spectroscopy and density functional theory (DFT), we characterize
the relationship between the vibrational spectrum of apo- and metal-bound EDTA and the
geometry of binding. 2D-IR spectroscopy and DFT calculations show the impact of Ca?"
and Mg*" binding in the COO; region. To separate the contributions of the COO; and CH
bending modes in the 10001650 cm™! region, we develop a scheme to calculate participation
coefficients from the vibrational normal mode calculations. We use these participation coeffi-
cients to quantify the symmetric stretch and CH bending modes’ local contribution to each
normal mode and, from this information, assign the EDTA bands between 1000-1650 cm ™.
Furthermore, we apply energy decomposition analysis (EDA) methods to distinguish the
different interaction energy terms that play a significant role in EDTA—ion binding. We use
EDA to decipher the physically meaningful intermolecular interactions that initiate and drive
the observed EDTA geometry changes upon metal binding.

This paper is organized as follows: First, we show the changes in the FTIR and 2D-IR
spectra of EDTA as a function of the divalent ion identity (section 3.1). Next, to untangle
the CH bending modes and COOj contributions in the symmetric stretch region, we develop
a participation coefficient analysis from DFT normal mode calculations. The participation
coefficients help us assign the COO; peaks (section 3.2). With those assignments, we
rationalize the major differences in the 2D-IR spectra between the apo-EDTA, [Ca:EDTA|*~,
and [Mg:EDTA|?>~ COO; and link them to the binding geometry of each ion (section 3.3).
Finally, we use EDA calculations to fully characterize the nature of the intermolecular
interactions that drive the transformation into the metal-bound conformation in EDTA

(section 3.4).



2 Methods

2.1 Materials

Ultra pure grade > 99.5% tetra-sodium salt of EDTA (C;oH12NoOgNay-HoO) was purchased
from AMRESCO, Inc. Calcium chloride (CaCly) and magnesium chloride (MgCly) salts
were obtained from Sigma-Aldrich, Inc. Deuterium oxide (D20) solution was bought from
Cambridge Isotope Laboratories, Inc. Deuteration eliminates the overlap between the
carboxylate stretch region and HyO bending mode. To avoid metal contaminants from the
glass surface containers via leaching,®® EDTA solutions were made in 15 mL Falcon tubes.
The powder form of EDTA and respective metal ions were directly mixed in D,O to obtain
the desired concentration. The uncorrected pH reading of the tetra-sodium EDTA salt was
~11.2. FTIR spectroscopy (Figure 2) verified the complete deprotonation of the EDTA
carboxylates in the aforementioned pH.

The 2D-IR samples were (1) 350 mM [apo-EDTA|*~ in D,O (2) 450 mM [Mg:EDTA]*~
with 450 mM MgCly in DoO and (3) 460 mM |[Ca:EDTA|?>~ with 460 mM CaCl, in D;O
solutions. These concentrations provided absorption in the 0.20-0.40 OD range for 2D-IR
measurements.”® Each FTIR and 2D-IR sample cell had a 15 pL solution droplet in between

two 2 mm thick CaFy UV-grade windows separated by a 6 pm polytetrafluoroethylene spacer.

2.2 Linear IR

A Thermo Fisher Nicolet 6700 spectrometer recorded each sample’s FTIR spectrum with
2cm ™! spectral resolution. The sample chamber was purged with nitrogen during data

collection to eliminate water vapor.

2.3 2D-IR

A commercial, 5kHz Ti:Sapphire laser (Coherent Legend Elite) generates ~120fs pulses
of 805nm light with ~250cm™! full-width at half-maximum (FWHM) bandwidth and



1mJ/pulse. An optical parametric amplifier generates mid-infrared pulses;* the ampli-
fied signal and idler pulses are mixed in a difference frequency mixing crystal, AgGaS,, to
generate 1.801J /pulse at 1410 cm™1.

The pump-probe geometry 2D-IR spectrometer is based on the design of Helbing et
al.? The spectrometer generates two collinear pumps, a probe, and a reference pulse. A
fast-scanning Mach-Zehnder interferometer generates the first coherence time, t;, between
the pumps. The population stage produces the waiting times, 5, between the pump and the
probe pulses. A Fourier transformation of the ¢, time at each t, gives the initial frequency
axis, (w1). The signal field, which is self-heterodyned with the probe pulse, was diffracted by
a 50 1/mm grating to disperse the wj final frequencies.

A 2 x 32 mercury cadmium telluride detector (Infrared Associates, liquid Ny cooled)
collects the signal and reference. Signals are gated, integrated, digitized, and transferred
to the computer using a Femtosecond Pulse Acquisition Spectrometer (Infrared Systems
Development Corps.). MATLAB (MathWorks) is used to visualize and analyze the collected
2D-IR signal. In the current work, all the 2D-IR spectra are at t, = 200fs with a signal

averaging of ~600 scans each and with resolutions of 6 cm™! along w; and 3cm™! along ws.

2.4 Calculations

2.4.1 Density functional theory

Geometry optimization and vibrational frequency calculations were performed on apo-EDTA
(32 atoms) and [Ca:EDTA|*~ and [Mg:EDTA|*~ (33 atoms) with the M05-2X % and wB97X-
D575 density functionals using a development version of Q-Chem.%® All calculations use
the def2-TZVP basis set. Standard grids 3 and 2, as implemented in Q-Chem, %’ were used
for all M05-2X and wB97X-D calculations respectively. The condensed phase environment
was incorporated via the SMD®!' implicit polarizable continuum solvation model for all three
molecules. The three molecules were generated in Avogadro® with an initial force-field

based geometry optimization (MMFF94s with steepest descent), from which the resulting



Cartesian coordinates were used as input to the DFT geometry optimizations. ChEIPG-based
atomic partial charges of the metal-bound Mg*" and Ca*" were performed on the optimized
structures. Computed frequencies used in the paper are unscaled, and the scaling factors
with their respective scaled frequencies were calculated for both functionals (Supporting
Information).

The M05-2X functional was chosen because it accurately represents carboxylate systems,
especially for thermodynamic information. %% The remaining differences between computed
and experimental spectra generally originate from incomplete treatment of the condensed
phase environment %% and anharmonicity. More specifically, gas-phase single-conformer
calculations are missing solute-solvent interactions and contributions from energetically low-
lying conformers. We approximate the solute-solvent interactions using an implicit solvent
model in order to avoid the costly sampling required for incorporating explicit solvation.
Currently, a test set of small molecules, such as acetate and citrate, are used to benchmark
carboxylate spectra at the comparable M05-2X /cc-pVTZ/SMD level of theory,® but these
small benchmarks may still not consider the complicated interactions of molecules as large as
EDTA; for example, the M05-2X functional is reported to overestimate the COO~ symmetric
stretch frequencies compared to experiment. As comparison, we supplement the use of the
M05-2X functional with wB97X-D, since previous work®"®® shows similarities between the

two functionals for harmonic frequencies.
2.4.2 Intermolecular interactions

To further understand the nature of the metal-ligand binding, we quantified this intermolecular
interaction using EDA based on absolutely localized molecular orbitals (ALMO-EDA), which
quantifies the interaction based on physically intuitive components. In ALMO-EDA with

implicit solvent, the total change in energy due to bringing isolated fragments together is

10



given by

AES) = AE®)  + AEY) + AE®) + AES) (1)

int geom Z pol

— AEQ,, + (ABS)

geom elec

+ AES), (2)

pol

+ ABS, + AR, ) + AES)

where AEgeom is the energy increase caused by the fragments adopting their interacting
geometries, AFEy, is the energy change from bringing fragments together into the final
supermolecular geometry while keeping their densities frozen and not allowing them to relax,
AL, is the energy lowering from allowing intrafragment density relaxation in the presence
of other fragments while disallowing interfragment charge flow, and AFEcr corresponds to
the charge transfer caused by lifting this last restriction. The frozen density term can be
further broken down into three primary parts: AF.. is the electrostatic Coulomb interaction
between isolated fragments, A Ey;s, is the dispersion interaction, and A Ep,y; is the remaining
short-ranged non-electrostatic components of bringing fragments together while keeping their
densities constrained. The superscript “(s)” signifies that a term includes solvent effects.
The ALMO-EDA formalism is based on the classical decomposition of the frozen den-

69,70 with solvation™ as implemented in Q-Chem. As validation, we also performed

sity
symmetry-adapted perturbation theory (SAPT) calculations, which originate from a different
theoretical foundation but contains comparable terms. These calculations are based on the
SAPTO formulation ™™ as implemented in Psi4.™ All ALMO-EDA and SAPT calculations
used the same geometries as the wB97X-D/def2-TZVP /SMD frequency calculations. ALMO-
EDA uses this method chemistry for all fragment wavefunctions, including the solvent model.
SAPT instead starts from a Hartree-Fock reference. Due to technical problems with including
solvation, all SAPT calculations were performed in the gas phase. However, we see that
trends in like terms between ALMO-EDA and SAPT are qualitatively similar (vide infra).
To better compare against ALMO-EDA, monomer-basis SAPT results will be presented in

the main text, and dimer-basis SAPT results are in the Supporting Information. In order to

11



perform this comparison, we modify equation 1 slightly to

AEi = AEQ,, + AEg” + AES, + AERGY + AEG), + AEQ +AEG,  (3)
- AE'geom + AE’elec + AE'solv + AEiPauli + AEﬁdisp + AE1p01 + AEﬁCTa (4)

where the classical decomposition is applied and the solvent correction to the electrostatic
interaction is considered separately (see equation 9 in ref. 71). The superscript “(0)” indicates

the term is calculated without solvent effects.
2.4.3 Participation coefficients

Participation coefficients P were calculated to determine the contribution of CHH and COO
motions to the normal modes of the apo- and complexed forms of EDTA. In general, P is the
square of the overlap of a unit basis vector on the EDTA molecule (apo or complex) normal
mode vector in the subspace of a set of atoms for the molecule. The participation coefficients

can be represented generally by:

‘ <basi5’7i|molﬁj> ‘2
P = . - (5)

<basisyi |ba5isVi>

basisVy and ,,; refer to the i-th basis normal mode (we will discuss our notion of basis
shortly) and the j-th molecule normal mode (determined from the frequency calculations
described in the previous section), respectively. For our purposes, P; ; will always be calculated
for a subspace of the full nuclear position coordinates of the molecule. The subspace of
coordinates will always consist of the carboxylate COO atom positions or the terminal CHH
atom positions of a specified acetate group on EDTA. Note that only the basis vector in the
subspace of atoms is normalized, and hence the participation coefficient is bounded by the
square length of the normal mode in the subspace of the specified CHH or COO coordinates

(eq. 6). If index [ spans this subset of nuclear position coordinates, S, then we can express

12



this bound as

Pi,j S Zmolyjl2> (6)

les

where 7 and ¢ are defined as above.

We were particularly interested in calculating participation coefficients for the carboxylate
regions (S = COO) and the alpha carbon regions (S = CHH) in the EDTA molecules since
CHH motions tend to couple with COO symmetric stretch regions. The basis vectors for these
two regions were created according to the following procedure. We desired a complete basis
to fully describe the motion of these atoms as they contribute to the overall normal modes.
To this end, we created orientation-dependent rotation and translation normal modes in the
subspace of the CHH or COO atoms for each of the four acetates in each molecule. Since the
equilibrium positions for the three atoms specify a plane, the normal to this plane specifies one
of the basis vectors used to create the rotation and translation normal modes. The midpoint
bisector (drawn from the carbon atom to the midpoint between the two hydrogen/oxygen
atom positions) in the CHH/COO plane was used as the second basis vector, and the cross
product of the the previous two basis vectors determined the third basis vector. Given the
normalized basis vector €;, the corresponding normalized mass weighted translation vector

(for a CHH group as an example), T;, is

(Vme - €, /M, - €, /M, - €;)

Ti -
(v/me +mu, +mp,)

(7)

For the rotational vectors, the moment of inertia tensor, I, was calculated for the CHH
and COQO atoms of each acetate using the positions relative to the center of mass of the three
atom system, and the tensor was diagonalized to yield the three angular velocity vectors
(eigenvectors), ;. These vectors were ordered by their maximal overlap with the three

translational basis vectors €; given above. The normalized mass weighted rotational vectors

13



(for a CHH group as an example) are then given by

me - To X Wiy /M 'FHl Wiy /Mo, 'FHQ Wi
(v/ X X X ;)
V(wi) 7

R, - (8)

where w; is the corresponding eigenvalue to the eigenvector of the moment of inertia tensor.
Note that the coordinates i here are given relative to the center of mass ("com") of the three
atoms (e.g., Tc = To — Teom)-

The vibrations were determined from the diagonalization of the mass weighted Hessian

for the toy harmonic potential given in equations 9 and 10 and were ordered by eigenvalue:

E = konyjoo Z (|7 = 5] = rz(')j)2 + kZCHH/COOw - 90)2 (9)

1,jCS

where 6 is defined as:

0 = arccos ((FHl —70) (T, = FC)) (10)
’FHI - FCHFP& - FC’

kcrsco is the force constant of the CH/CO bond, while kZCHH/COO is the force constant
for the H-C-H/O-C-O angle. Since only the relative values for these force constants are
important, DFT calculations on methane (see supporting information) indicate that the spring
constant for the C-H stretch is about 4 times that of the HCH bend force constant, and so
kcrjco = 4 and kZCHH/COO = 1 were chosen for the model potential. (The value kcrico =4

was determined crudely from the DFT calculations for methane from the frequencies, f and

3 _ kstreteh fstreteh KstretchMbend g =4
reduced masses m to determine kcp/co T reteh from sprete kzbmdmmmh)‘ r; and 75

correspond to the position of the i and j™ atoms. ry; is the equilibrium bond distance
between the pair of atoms ¢ and j. S is the set of pairs of atoms that are bonded to one
another. 6 is calculated from equation 10 as the angle between H; — C — Hy, where 7, 7h,,
and 7¢ are the positions of Hy, Hy and C. Here 7° and 6° are the equilibrium position and

angles. The resulting 9 basis vectors form a complete and orthonormal basis in this subspace.
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3 Results and Discussion

3.1 Carboxylate stretch infrared peaks in apo-EDTA change shape

after metal binding
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Figure 2: (a) FTIR spectra of apo-EDTA, [Ca:EDTA]?>", and [Mg:EDTA]?~ reveal the
frequency, structure and lineshape changes in the COO~ stretch region. (b) The normal-
ized spectra of the COOj region have the peaks labeled for the three molecules (offsets:

[Mg:EDTAJ?>~ 1.50 A.U. and [Ca:EDTAJ?>~ 0.75A.U.)

Carboxylates absorb in the 13001700 cm™!

region (Figure 2). In apo-EDTA, the COO,

absorbs twice as strongly as the COO; . The COO; (1585 cm™!) has a broad, roughly Gaussian

peak shape (44 cm~! FWHM), which agrees with literature. '34° The COO; (1410 cm ™) band,
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on the other hand, is broad (~42cm~' FWHM) and asymmetrical (absorption extends to
nearly 1500 cm~!). On top of the broad COO_ peak are lower intensity peaks at 1429 cm™?
and 1443 cm ™!, as previously observed. 13:14:36

When EDTA binds Ca?" or Mg?", the carboxylate stretches change their peak positions,
structures, and lineshapes!®143¢ (Figure 2). In the metal-bound EDTA, the COO, band
narrows to a Lorenzian ([Ca:EDTA]*": 31cm™! FWHM, [Mg:EDTAJ*": 29cm ™! FWHM),
with a shoulder on the high frequency side.® The COO; band blueshifts to 1416 cm™! in
[Ca:EDTA]?~ and to 1409 cm ™! in [Mg:EDTA|*". In [Ca:EDTA|?", three new peaks grow at
1434cm™!, 1443 cm™!, and 1462 cm ™!, while in [Mg:EDTA|?~, four new peaks appear after

complexation (1428 cm™!, 1435 cm™}, 1446 cm™!, 1465cm™1).

(a) apo (b) Ca** (c) Mg?* | |
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Figure 3: 2D-IR at t, = 200fs spectra show the diagonal and cross-peaks in the three
molecules’” COO; region: (a) 350 mM apo-EDTA (b) 460 mM [Ca:EDTA]* (¢) 450 mM
[Mg:EDTA]?>~. For all three molecules, the bottom 2D-IR panel has cross-peak features
labeled in the blue and red lobes. The top panel is the normalized FTIR spectrum of each
molecule with peak centers aligned to the respective 2D-IR center frequencies.

2D-IR spectra add additional information about the coupling between the COOg4 bands.

At the earliest waiting time (to = 200fs), both diagonal and cross-peaks appear in the

16



COOy region of the 2D-IR spectrum of apo-EDTA (Figure 3 (a)). The diagonal peak
w; = wy = 1407 cm ™! is inhomogeneously broadened, stretches along the diagonal, and has
an elliptical shape. Faint diagonal peaks appear at w; = 1429cm™! and w; = 1443 cm™ .
In addition to the diagonal band, a negative cross-peak, A, at w; = 1407 cm™! stretches
from ws = 1423-1450 cm ™!, a negative cross-peak, B, (w; = 1423 cm™1!) spans from ws =
1407-1420 cm ™!, and a positive cross-peak, C, stretches from ws = 1380-1400 cm 1.

The 2D-IR spectrum of the COO; vibrations changes upon metal binding to EDTA
(Figure 3). At the earliest waiting time (o = 200fs), new diagonal bands and cross-peaks
become apparent after metal binding. Consistent with the FTIR spectra, three diagonal bands
in [Ca:EDTA|?*~ and four in [Mg:EDTA|?~ are apparent. Additionally, the broad cross-peaks
in apo-EDTA (A-C) resolve into sharp features in [Ca:EDTA]?*~ (A-D) and [Mg:EDTA|*~
(A-F).

Our objective is to understand the origin of these vibrational bands in the FTIR and
2D-IR spectra after Ca®" and Mg*" ions bind to EDTA. In the following section, we will

assign the vibrational bands utilizing the participation coefficients.

3.2 COO., CH; and CH, mix in apo-EDTA and its complexes

In this section, the entire 1000-1630 cm™! range is assigned. We will first walk through the
assignment of the COO, band using the participation coefficient method, which will assist
our understanding of the mixed COO; assignments. Finally, we will discuss the nuances in
the spectra of the three molecules. We will also address some of the unresolved assignments
seen in the literature.

The calculated COO participation coefficients show the contribution of the idealized
carboxylate vibrations to the normal modes of EDTA and the metal complexes for symmetric
(Figure 4a) and antisymmetric (Figure 4b) stretches. In each panel, the x-axis indices are the
normal modes from the respective three molecules (Table Supporting Information) and the

y-axis indices (1-4) are the four acetate groups in EDTA. In apo-EDTA (Figure 4b, top), only
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Figure 4: Participation coefficients for the COO; are higher than the COO; . Each column
in the COO plot shows that COOy is spread across more than four normal modes, unlike
the COO, which is limited to four modes. The top panel is apo-EDTA, [Ca:EDTA|?*" is
the mid-panel, and the bottom panel is [Mg:EDTA|?>~. The frequency range and indices
are consistent throughout the paper. The left and right columns are COO; and COO,
participation respectively. 1 and 2 are the sagittal acetates and the equatorial acetates are 3
and 4. All scales can be converted to a percent participation by multiplying with a factor of

100.
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the normal modes 26-29 have appreciable projection onto the idealized COO, modes. In
addition, each of these normal modes projects only onto one of the localized COO} stretches,
which shows that the vibrations are localized in apo-EDTA. In [Ca:EDTA|?*~ (Figure 4b,
middle), the COO, participation coefficients also indicate that only normal modes 26-29 have
appreciable COO, character. The normal modes each project onto several of the idealized
COQ, vibrations, however, indicating that the normal modes are delocalized across several
carboxylates. In [Mg:EDTA|?~ (Figure 4b, bottom), the same general patterns emerge, and
modes 27 and 28 each are nearly equally delocalized across a pair of carboxylates. We will
return to the structural origin of this observation later in this section. In summary, the
participation coefficients show the projection of each normal mode onto an idealized basis
vector, which can quantitatively illuminate the character of the normal mode and its degree
of delocalization. In this case, we observe that only four normal modes have COO character,
and metal binding can induce delocalization of the vibrations, as expected. !?

Having introduced the relatively straightforward COO, modes, we turn now to the COO;
modes, which are more complicated. In the COO; of apo-EDTA (Figure 4a, top), more
than four normal modes project onto the idealized COOJ vibration. The participation
coefficients are appreciable from modes 10-19, indicating that the ideal symmetric stretch
vibration is present in all these modes, while modes 15-19 overlap the most. In both
[Ca:EDTAJ*~ and [Mg:EDTA|?*~ (Figure 4a, middle and bottom), modes 14-18 overlap the
most with the idealized COO; vibration. Some contribution of modes > 25 is noted, which
we attribute to the lower symmetry of each carboxylate upon ion binding, i.e., symmetric
and antisymmetric are no longer rigorous symmetry labels because of the nearby ion. Even
with this complication, the participation coefficients allow us to identify normal modes 14-18
as the primary carboxylate symmetric stretches in EDTA and its metal complexes.

The COO; motions are mostly localized, independent of metal binding (Figure 4a). The
mixed COOj are localized to each carboxylate. The highest participation from one COO;

in the 1464 cm™" calculated band is ~15%, and for the rest of the individual COO; modes
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it is ~7%. With Ca®" binding, the highest COOy participation redistributes from 7 to 9%,
whereas in Mg?" the individual COO; participation falls in a broad range from 3-13%. The
carboxylates, however, (Figure 4a) participate alone (modes 14-18), implying that only one
carboxylate is heavily involved in the symmetric stretch vibration. Metal binding more or less
does not change the localization of the COO; vibration. We interpret that the insignificant
delocalization in the metal complexes is from their low C5 symmetry, while the disordered
apo-EDTA structure produces localized motions. We will examine how the structure of the
EDTA affects the 2D-IR spectra in-depth in the next section (Section 3.3).

Projecting the normal modes of apo- and complexed EDTA onto the idealized acetate
CHH normal modes (twist (CHy), wag (CHy,), and scissor (CHy)) reveal their contribution
in the 1000-1650 cm ™! region (Figure 5). In the CHH participation coefficients, two rows of
information are available for each of the twist, wag, and scissor motions. For each of them,
the top row, labeled Avg, includes the mean participation from all four CHH proximal to
the carboxylates, whereas the four rows below the average show the participation of each
of these four terminal CHH for CH; (top panels), CH,, (middle panels), and CHy (bottom
panels), respectively.

The CHH participation plots first allow us to identify which normal modes contain
significant contributions of CH bending character. In apo-EDTA the CH; mode is confined
to the indices 0-9 (Figure 5a, top), the CH,, mode is mostly prominent in the 9-19 modes
(Figure 5a, middle), and the CHy vibration appears most strongly in modes 15-24 (Figure 5a,
middle). The same trend holds independent of metal binding (Figure 5b, c).

For COO, normal modes, the CHH participation coefficients show that they have minimal
overlap with the CH, CH,,, and CHg vibrations in the three molecules. Looking at indices
2629 of apo-EDTA, we see only a minimal overlap of the CH,, modes (< 15%) (Figure 5a,
top) with the normal modes of the COO, vibrations; the CH; (Figure 5a, middle) and CHg
(Figure 5a, bottom) normal modes overlap even less (< 1%). Similarly, in both [Ca:EDTA]*~

(Figure 5b) and [Mg:EDTA]?*" (Figure 5¢), modes 26-29 have an insignificant contribution

20



b)
CHtAVQ [T I CHtAVg [ 7 T

CHw A I CHy A e | 0°
11804

w W 2
*Bo3

CHsAvy IEEEEESNNETIEE CHsAv I . |02

0.6

AN o
AWN -

AON -

! TR0.1
CHs 2 CHs
3
4 4 00
0 5 10 15 20 25 30 0 5 10 15 20 25 30
apo-EDTA modes:1168.72-1550.93 cni'  [Ca:EDTA modes:1168.0-1599.14 cmi’
) Avg
C
CHtAVS 9 Seale
1 0.200
CHt 2
3 0.175
4
0.150
1 0.125
4 0.075
0.050
1
CHs 2 0.025
: 0.000
0 5 10 15 20 25 30
[Mg:EDTA]*modes:1171.9-1610.66 cm ' CH,

Figure 5: Contribution from the CH;, CH,,, and CHg modes to individual modes in the (a)
apo-EDTA, (b) [Ca:EDTAJ?*~, and (c) [Mg:EDTA]?>~ molecules differs. Averages for the four
terminal acetate CHH are shown above the respective participation plots for CHy, CH,,, and
CH. 1 and 2 are the sagittal acetates, while 3 and 4 are the equatorial acetates. The scales

can be converted to percent participation by multiplying with a factor of 100. The CH, CH,,
and CHg motions are shown in (d).

21



from the CHH participation coefficients. This shows that even in the complexed form, the
COOQO; do not mix with the CH;, CHy,, and CHg vibrations.

For COO; normal modes, on the other hand, the CHH participation plots show significant
mixing of the COO; modes and the CH motions, especially CHy modes. Modes 14-18 of
apo-EDTA elucidate the prominent CHH participation projection in these normal modes.
This region in apo-EDTA, which describes the majority of COO; motion, has significant
projections (~33-63%) from the ideal CH modes (Figure 5a, bottom) and minor contribution
(~ 16%) from the ideal CH,, modes (Figure 5a, middle). From these observations, we infer
that the COO; mixes both with the CHg and the CH,, vibrations. We also observe that
the CHg modes project only onto one of the CHH near the carboxylates, reflecting the
localized character of these modes. Similarly, in [Ca:EDTA]*~ and [Mg:EDTA]?>~, the COO;
modes mix more with the CHg than with the CH,, modes. Therefore, we conclude that after
complexation the COO; mixes more with the CHg modes (~45%) than the CH,, modes
(<10%).

The participation coefficients allow assignments of the observed features in the linear
absorption spectrum (Figure 6). The left column shows all the normal modes as stick spectra
and with 8 cm™! Gaussian broadening. Modes 0-30 are assigned based on the participation
coefficients. The right column presents the COO, region (1400-1550 cm™!) overlaid with the
experimental absorption spectra. The wavenumber axes are shifted to accommodate the
differences.

In the COQOjy region (Figure 6b), apo-EDTA’s three main peak features are the mixed
COOy, CHy,, and CHg modes. The five symmetric stretches are clustered within the main
peak, A (1407 cm™!). The most intense COO; peak (mode 16), is a carboxylate stretch with
participation from scissor modes. The remaining three modes are mixed with CH,, and CHg
modes. Peak B (1429 cm™!) encompasses the modes 20 and 21, which are CH, motions. Band
C (1443 cm™') corresponds most closely to the CHg vibration in modes 22 and 23. The broad

and asymmetric line profile of the COO; band in apo-EDTA results from the low intensity
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Table 1: Normal mode assignment from MO05-2X participation coefficient (pc)
analyses in apo-EDTA, [Ca:EDTA]?*~, [Mg:EDTA]?*" molecules for 1000—1650 cm™*

range.

pc Calculated Predominant
index frequency (cm™!) vibration
[apo-EDTA]*~
0-7 1169-1314 CH;
8-14, 19 1346-1399, 1464 CHy,
15-18, 20-25 1446-1460, 1475-1511 CHjq
15-19 1446-1464 COOq
26-29 1546-1551 COO0O,
[Ca:EDTA|*~
0-9 1168-1363 CH;
10-13 1367-1385 CHy,
14-25 1426-1526 CHg
15-18 1434-1445 COOq
26-29 1580-1599 COO0,
[Mg:EDTAJ2-
0-9 1172-1361 CH;
10-15 1364-1419 CHy,
16-25 1425-1528 CHg
14-15, 17-18  1418-1438 COOq
26-29 1592-1611 COO0O,
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scissor motions in the modes 24 and 25 (Figure 6a, b). The relative IR intensity of these
scissor modes are at most 20% of the mixed COO; modes. We expect, based on the 2D-IR
lineshapes, that disorder in the solvent broadens the frequency distribution for these scissor
modes.

The absorption features of the [Ca:EDTA|*~ symmetric stretch region are composed
of COO; and CH, modes (Figures 6d). The main band, A (1416 cm™!), contains all the
COO; normal modes (modes 15-18). We assign the absorption band B (1434cm™!) to
CH, vibrations (modes 20 and 21). We assign absorption bands C and D (1443 cm™! and
1462 cm™!) to pairs of CHg stretches (modes 22 and 23 and modes 24 and 25, respectively).

Alternatively, the absorption band at 1434 cm™! (peak B) could be mode 19 (Figures 6d).
We disfavor this assignment because mode 19 is an out-of-plane rotation motion of the
ethylene CHH and the terminal CHH in the sagittal plane, while modes 20 and 21 are the
in-phase and out-of-phase CHg vibrations of all the terminal CHH, respectively. In the CHH
participation coefficients, modes 19, 20, and 21 have participation from the terminal sagittal
CH; (Figure 5b rows 1 and 2), which indicates that these terminal atoms contribute to the
three normal modes. Taken together, the calculated IR intensity and the CHH participation
coefficients of modes 20 and 21 are stronger than mode 19 (Figures 6d and 5b). Furthermore,
the wBI7TX-D calculation reveals that mode 19 lies within the bandshape A (1416 cm™")
(Supporting Information). Thus, the peak B is more likely modes 20 and 21 rather than
mode 19.

In the [Mg:EDTAJ?>~ symmetric stretching region, two of the peaks are groups of COO_
modes and the remaining bands are CHg modes (Figures 6f). The peak A (1409cm™!)
envelopes the normal modes 14, 15, and 16. Modes 14 and 15 are the symmetric stretch
vibrations from the sagittal carboxylates and have participation from CH,, vibration, while
mode 16 is primarily a CHg motion. The absorption peak B (1428 cm™!) consists of the
COOy; and CHy vibrations (modes 17, 18) from the equatorial carboxylates. Mode 19 is a

CH; vibration that overlaps peak B. The remaining peaks in the linear spectrum (C, D, and
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E) are assigned to modes 20 and 21, modes 22 and 23, and modes 24 and 25, respectively.
All these modes 20-25 are CHg vibrations (Figure 6f).

The observed IR spectrum and the calculated mode mixing in [Ca:EDTA]?*~ and [Mg:EDTA|*~
are a result of the binding geometry. In both [Ca:EDTA|*~ and [Mg:EDTA|?~, the sagittal
carboxylate pair (Ca*" modes 15 and 16; Mg®" modes 14 and 15) is further redshifted than
the equatorial pair of carboxylates (Ca*" and Mg*" modes 17 and 18). The difference in the
frequency of these vibrations depends on the placement of the metal in the EDTA binding
pocket. In [Mg:EDTAJ?>~, the sagittal and equatorial COO4 modes have a greater difference in
frequency causing two peaks at 1409 cm ™! and 1428 cm™! (A and B) to be observed (Figure
6d); in [Ca:EDTA|?*", the sagittal and equatorial COO4 modes are more similar and only one
broad absorption band A is observed (Figure 6f).

To determine the effect of geometrical distortion on the infrared spectra, we performed
another set of DFT calculations where we first optimized geometry with the Mg?" or Ca?"
ion and then removed the metal keeping the deformed geometry intact. In the deformed
geometries, the calculated normal modes show the same trend — splitting in the Mg? -bound
geometry and no splitting in the Ca®"-bound geometry — even without the presence of the
metal. This result strongly suggests that the geometrical deformation is responsible for the
greater splitting between sagittal and equatorial COO; modes in [Mg:EDTA|?>~ than in
[Ca:EDTAJ*".

Our analyses resolve the assignments that were unclear in the literature. Lanigan et al.!”
suggested that the 1315-1340 cm ™! peaks in the experimental spectra are COO; modes. We
suggest that the experimental spectral region 1315-1340 cm ™! corresponds to CH,, vibrations
and the 1000-1290 cm™! region is a CH; motion (Figure 6 left). Our analysis clarifies that
the dominant mode mixing into metal-bound COO; is the CH, rather than CH,,.!" The
CH,, mixing with the COO; diminishes from the apo-EDTA to an insignificant level in the
metal-bound state. According to our assignments in apo-EDTA, the asymmetrical broad tail

in the 1450-1530 cm ™! region of the infrared spectrum arises from a distribution of the CHg
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modes, broadened by disorder in the solvent.

We have completed assigning the peaks in the linear spectrum for the three molecules.
We found that the CHg and the COO; modes mix in [Ca:EDTA|*~, [Mg:EDTA|*", and apo-
EDTA; the CH,, modes mix to a lesser extent. This section also compared the delocalization
of COQO; versus the localized COO; modes and determined the cause of the asymmetric
lineshape in apo-EDTA, [Ca:EDTA]?>", and [Mg:EDTA|?~ spectra. We also discussed how
the Cy symmetry governs the sagittal and equatorial peak pair positions in the linear spectra
of the complexes and that the binding geometry deformation is responsible for the IR peak
shapes in the three molecules. Finally, we elucidated some of the unresolved assignments. In
the next section, we aim to rationalize the unique coupling features between the different

peaks in the 2D-IR spectra of the three molecules and link them to the binding geometry.

3.3 Mixed modes couple, creating cross-peaks

In this section, we will focus on the observed patterns of cross-peaks in the 2D-IR spectra
and interpret them with the calculated participation coefficients. Finally, we aim to link the
shape of the spectra to the binding geometry of the metal ions.

The 2D-IR spectrum of apo-EDTA reflects a disordered state, whereas those of the
complexed molecules show an ordered structure. Disorder in the apo-EDTA structure (C}
symmetry) leads to the broad diagonal bands and off-diagonal features A, B, and C in the
2D-IR spectrum (Figure 3a), which reflect its conformational flexibility. In the complexes
(Figure 3b,c), however, the diagonal bands and the cross-peaks sharpen, indicating the
ordering of the acetate groups around the ion.

Couplings between the normal modes cause cross-peaks in the 2D-IR spectra. Our
participation analysis shows that the CHH atoms attached to any particular carboxylate
participate in more than one normal mode. For example, in the CHH plot of [Ca:EDTA|?~
(Figure 5b bottom), normal modes 18 and 21 both contain CHg motions of the fourth acetate

group (row 4). Any excitation of mode 18 involves the CHH atoms, which then causes a
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frequency shift in normal mode 21 due to the local mode (CHH) anharmonicity. In the 2D-IR
spectrum of [Ca:EDTA|*~ (Figure 3b), we therefore expect cross-peaks between mode 18
(w1 = 1413) and 21 (w; = 1442) by virtue of the CHH atoms coupling these two normal modes,
which we observe (cross-peaks A, B, C). Similarly, we can rationalize the cross-peaks in the
apo-EDTA and [Mg:EDTA|>~ 2D-IR spectra by examining the CH, participation coefficients
for each of the sagittal (rows 1 and 2) and equatorial (rows 3 and 4) carboxylates. As another
example, the 2D-IR spectrum of [Mg:EDTA|?~ (Figure 3c) exhibits the expected cross-peak
A from the coupling between the normal modes 17 (w; = 1408) and 20 (w; = 1435), which
have participation from the same equatorial CHH atoms (Figure 5¢ bottom, row 3).

Table 2: 2D-IR diagonal peak assignments for the three molecules. Normal
modes listed fall within each peakshape. The peak strengths represent the oscil-
lator strength and the cancellation from neighboring diagonal and cross-peaks
in the spectrum.

w; = w3 Anharmonicity Major Mixed Normal Peak

(em™!)  (cm™1) mode  modes modes  strength
[apo-EDTA|*~

1407 19 COO; CH, CH,, 15-19  strong

1429 N/A CH, - 2021  weak

1443 N/A CHq - 22-23 faint
[Ca:EDTA|*~

1413 16 COO; CHg 14-19  strong

1435 N/A CH, - 2021  faint

1442 N/A CH, - 22-23  strong
[Mg:EDTA|*~

1408 19 COO; CHg, CHy, 14-16  strong

1421 23 COO; CHs 17-19  medium

1435 N/A CHq - 2021 weak

1452 N/A CH, - 22-23  strong

No cross-peaks appear between the strong COO; diagonal bands of the sagittal and
equatorial carboxylates of [Mg:EDTA|?~ (Table 2). These vibrations involve the motion of
different atoms, so mechanical coupling is negligible. Through-space coupling of the COO;

modes is likely to be small as well. EDTA’s COO, modes have negligible through-space
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coupling, ' and the transition dipole moment of COO; is half that of the COO; . In addition,
the transition dipoles of the sagittal and equatorial carboxylates are nearly orthogonal
(Figure 1). Modes 17 and 18 contain in-phase and out-of-phase combinations of the equatorial
COOy vibrations, but the calculated frequency difference is ~ 1 ecm™!. This splitting is less
than the linewidth, and cross-peaks are also not observed.

There are cross-peaks between the w; = 1435cm™! (modes 20 and 21) and the w; =
1452cm™! (modes 22 and 23) diagonal bands (Table 2). Modes 22 and 23 are in- and
out-of-phase motions of the three CHH’s attached to each nitrogen, respectively. A terminal
sagittal CHH participates in the modes 20, 21, and 22, while the other terminal sagittal CHg
participates in the modes 20 and 23 (Figure 5¢). So, both modes 20 and 21 are coupled to
modes 22 and 23 by their terminal CHH and should exhibit cross-peaks between the two
bands in the 2D-IR spectrum. These anticipated cross-peaks in the [Mg:EDTA|?~ 2D-IR
spectrum are observed at C, D, and E (Figure 3c).

Our 2D-IR cross-peak and participation coefficient analyses suggest that the coupling
between the mixed COO; and CHg modes is mechanical in origin. We projected the normal
modes from a covalently bonded CHH group onto the normal modes of EDTA and its
complexes (Section 2.4.3). In the harmonic limit, normal modes are uncoupled. Due to
local mode anharmonicity, however, motion of shared atoms can cause couplings between the
normal modes. Thus the cross-peaks between the mixed COOg band and the CH; bands
show the effect of mechanical coupling between the carboxylates and their covalently bound
CHH groups. In Section 3.4, we will show that charge transfer, which can contribute to
cross-peak formation in a 2D-IR spectrum,® does not play a critical role in the binding
geometry.

The main takeaway from this section is that our vibrational coupling analysis of the 2D-IR
spectra suggests that observed cross-peaks are due to mechanical coupling between normal
modes due to the shared atoms. The terminal CHH strongly couples the carboxylates and

CHy vibrations. Additionally, we have linked the metal binding geometry to the pattern of
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peaks and cross-peaks in the 2D-IR spectra. The absence of through-space coupling in the
[Mg:EDTA|*~ 2D-IR spectra is due to the small transition dipole moment and orthogonal

orientation of the sagittal and equatorial carboxylates.

Table 3: Binding pocket ChEIPG partial charges from MO05-2X.

Atom Complex
[Mg:EDTA|*>~  [Ca:EDTA|*~
Metal 1.529 1.528
N1 0.418 0.426
N2 0.399 0.432
C 0.614 0.517

3.4 Metal-EDTA binding is dominated by electrostatics but differ-

entiated by ion size

Ion size is a significant factor in the binding geometry. The CH bending modes are indirectly
sensitive to this size effect, which differentiates the 2D-IR spectra of the three molecules. Our
analysis, however, has not yet considered which components of the binding interaction are
important for characterizing the effect of the metal binding on the infrared spectral shapes.
To understand what types of interactions influence the ion—binding geometry of EDTA, we
calculate the different contributions to the ion-EDTA binding energy through EDA.

In order to quantify the relative importance of electrostatic and non-electrostatic inter-
actions in metal-EDTA binding, we performed both ALMO-EDA and SAPT calculations
(Table 4). The qualitative agreement between the two methodologies is surprisingly strong, con-
sidering the different reference wavefunctions. The geometric distortion contribution (A Egeom)

for Mg®" is larger than for Ca®" because the EDTA deforms slightly more for the magnesium

9The solvation energy component for SAPT is zero as those calculations were performed in the gas
phase. The SAPTO terms have been relabeled according to AFgec = Eéllsot), AFEpaui = Eg:%w AEgsp =
Egg}? + Eéi%—disp’ and AFELq = El.(fbg?resp + Eéi%_ind,rew + 51(3}; AEiSn‘%PTO does not include the charge
transfer term due to its calculation as the difference between the dimer and monomer basis induction energies,
rather than as the difference between the supersystem and constrained fragment energies (as in ALMO-EDA).
However, AESAPTO has been modified to include A FEgeom, which is computed at the HF /def2-TZVP /gas

int
level.
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Table 4: Comparison of ALMO-EDA and SAPT components. All values have
units of kcalmol~!.

contribution ALMO-EDA SAPTO (monomer basis)
(kcal mol ™) Mg?" Ca®" Mg?" Ca®*
AFgeom 22.21 9.05 136.33 96.51
AFgoy 876.94 772.90 0.00 0.00
AFEeec —1108.80 —1027.38 —914.31 —862.97
AEpaui 98.79 134.57 68.43 102.75
ALB4isp 5.67 —4.36 —3.14 —12.13
AE,q —58.56 —29.32 —189.00 —143.14
AFE¢t —11.23 —27.56 —5.22 —3.47
AFE —174.98 —172.09 —901.67 —818.99

ion, which sits deeper inside the cavity formed by the EDTA cage (dx_mg = 222 pm), while
calcium is only partially inside this cavity (dy_ca = 251 pm).

The solvated electrostatic interaction between fragments is broken down into the gas-phase
interaction (A FEge.) and the solute-solvent correction that screens this interaction (A Egy ).
Despite the large solvent screening effect, the total electrostatic interaction is still larger than
any other EDA component and is larger than the total interaction energy. The takeaway
is that binding of Mg®>" and Ca*" to EDTA is completely dominated by electrostatics, not
polarization or charge transfer.

The destabilizing Pauli exchange part of the interaction (AEp,;) is larger for Ca®" than
Mg?", which is potentially due to both the larger effective ionic radius of Ca®" (100 pm)
compared to Mg*" (72pm) and the absolute position of the ion with respect to EDTA.™
The energy lowering due to polarization of fragment densities in the presence of other
fragments (AFE,) is about twice as great for [Mg:EDTA|?~ than [Ca:EDTA|*". This may
seem counterintuitive at first, since both the neutral and dication forms of calcium are more
polarizable than the respective forms of magnesium. However, this is an energy lowering term,
not an observable property like the polarizability, so they are not comparable. Both the more
negative polarization and less negative total frozen density interaction (AEg(ZZ)m + AEf(s)) for

Iz

[Mg:EDTA|*" indicate that the frozen density state for [Mg:EDTA]*" is less energetically
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favorable than for [Ca:EDTA|*", again due to the decreased ion-binding pocket distance.
The energy lowering due to charge transfer (AFEcr) is one of the smallest contributors to
binding, even for ALMO-EDA.

While ALMO-EDA and SAPT broadly agree, there are two categories of differences
between the ALMO-EDA and SAPT results: those where the trends between Mg®"™ and Ca®"
are preserved but the absolute magnitudes are quite different, and those where the trends
between Mg®" and Ca?" are reversed or there are sign changes.

For the first category, AFEyeom and AFE,, are much larger in magnitude for SAPT than
for ALMO-EDA. This is because the SAPT calculations use wB97X-D/def2-TZVP/SMD
geometries and not the method native ones. SAPTO does not account for intramonomer
correlation, as it starts from a HF /def2-TZVP /gas reference wavefunction, and Hartree-Fock
is expected to underestimate bond lengths and have too-small atomic densities due to its lack
of (in this case) dynamic correlation. ™ If the geometries used for SAPT calculations were
from HF /def2-TZVP /gas and not wBI7X-D/def2-TZVP /SMD, both AFEgeom and AE,; for
SAPT should be closer to the ALMO-EDA values.

For the second category, there are two notable qualitative differences between the ALMO-
EDA and SAPT results: charge transfer increases going from Mg?" to Ca*" with ALMO-EDA
but decreases with SAPT, and for dispersion, both ALMO-EDA and SAPT display the same
trend of dispersion becoming more attractive going from Mg®" to Ca®", but dispersion
is actually repulsive for [Mg:EDTA|?>~ with ALMO-EDA. This is most likely due to the
definition of dispersion used in ALMO-EDA, which for wB97X-D is

frags
AEBgisp = (EwB97X-D [Pinit] — Z E.Borx-D [PA]>
A
frags
— <EHF [Pinit] — Z FEyr [PA]>
A

(see equation 2.8 in ref. 70), which includes some amount of correlation from the density

functional and not just the empirical dispersion correction, so we expect the SAPT definition
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(the same as the opposite-spin MP2 correlation energy ™) to be more formally justifiable.

Still, due to structural differences in the binding of Mg?" and Ca?" to EDTA, questions
remain about how much of each energy interaction term is due to the electron density and
size of the ion versus the different EDTA geometries. The origins of the non-electrostatic
interaction terms are also unclear. To analyze this, we performed “swapped metal” ALMO-
EDA and SAPT calculations (Table 5), where the Mg®" in the [Mg:EDTA|?*~ geometry is
replaced with Ca", and the Ca®" in the [Ca:EDTA|*~ geometry is replaced with Mg®*. We
find that although electrostatics dominate the binding interaction and the identity of the
bound ion determines the EDTA geometry, there is a nuanced dependence of the remaining
decomposition terms on the ion identity and EDTA geometry (Table 6).

The partial charges (Table 3) show that ion identity is primarily a size effect and not a
nuclear charge effect, since the ChEIPG charges for both Mg®" and Ca®" in their optimal
binding geometries are effectively identical. We rationalize the dependence of charge transfer
being only on ion identity on Mg*" having fewer orbitals that can accept electron density than
Ca®". It is also encouraging that ALMO-EDA and SAPTO are in agreement between all four
ion-EDTA geometry permutations, except for the small AEZAFTO of [Ca:EDTAJ?>~, which is
likely an artifact of the definition of charge transfer within the SAPT formalism (Supporting
Information), and AFE4gs, becoming more favorable for Mg?"-in-[Ca:EDTA]?~ with ALMO-
EDA. Placing Ca®" in the [Mg:EDTA]?>~ cavity gives the expected result of increases in
AFEeec, AEpaui, and AFEqr, with Pauli repulsion more than offsetting the favorable increase
in the electrostatic and charge transfer interactions. Despite this, Ca*"-in-[Mg:EDTA|*~
is still a bound complex, indicating that some combination of the components which vary
most strongly with changing ion identity (AEpaui, AFaisp, and AEcr) modulates the metal

binding depth and, therefore, controls the EDTA geometry.
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Table 6: Dependence of each energy decomposition term on ion identity, EDTA
geometry, or both.

term  dependence

AFge. mostly EDTA geometry

AFEp,.; both ion identity and EDTA geometry

AFEgs, only ion identity

AE,, only EDTA geometry

AEcr  only ion identity (ALMO-EDA; SAPT slightly less so)

4 Conclusion

We have assigned the unresolved infrared peaks in the symmetric stretch of EDTA. Using
electronic structure theory, we present a method to estimate the mode-mixing in the symmetric
stretch region. Participation coefficients resolve the assignments for peak structures seen
in the 1000-1650 cm™! region for apo-EDTA, [Ca:EDTA|?*", and [Mg:EDTA|*>~. Further
analysis with participation coefficients also helps us identify the delocalization in the different
CH;, CH,, CHg, and COO™ modes. Energy decomposition analysis shows that electrostatics
drive ion binding to EDTA, but binding geometry differences are a consequence of ion size.
Five main conclusions are:

(1) We provide a method to untangle the contributions of the CH and COO modes in
carboxylate molecules.

(2) From the participation analyses, we assigned the individual infrared peaks as CH;
(10001380 cm™'), CH,, (1380-1430 cm™'), CH, (14201650 cm™!), and COOq (1400-1450 cm ™)
modes.

(3) CH mode participation in the symmetric carboxylate stretch region of EDTA makes
it a region highly sensitive to cation—-induced geometry changes. The ion—induced geometry
distortions are reflected in the pattern of CHg, CH,,, and CH; participation coefficients.

(4) The observed vibrational bands in both linear and 2D-IR spectra illustrate the
sensitivity of the COOs region to structural differences between Mg®" and Ca?" binding. The

distinct splitting of the sagittal and equatorial COOg bands seen in linear and 2D-IR spectra
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correlate directly to tighter binding of Mg*" compared to Ca®".

(5) EDTA strongly binds both Mg®" and Ca?", primarily due to electrostatics, even in the
presence of solvent screening. Size effects determine the shape of the distorted EDTA, where
the depth of the ion in the EDTA pocket is likely modulated by the smaller, non-electrostatic
interactions.

Changes in the linear and 2D-IR spectra are connected to the changes in metal-binding
geometry. The participation coefficient method provides a new approach to elucidate the
detailed information contained in the COOj spectral region. We have linked the changes in
metal-binding geometry to the specific patterns in the linear and 2D-IR spectra. Participation
coefficient analysis, when applied to the embedded carboxylate interactions in protein active
sites, might uncover a more detailed interplay between the ion and the protein "™ than
is possible with the traditional use of amide and COQ; internal probes. Thus, 2D-IR
spectroscopy in conjunction with participation analysis may be used to understand the

selectivity and specificity of EF-Hand proteins towards Ca*" or Mg?" cations. 87980

5 Associated content

5.1 Supporting Information

A comparison of monomer- and dimer-basis SAPT results, percent participation coefficient
results from the wB97X-D theory, calculated raw and scaled harmonic frequencies, overlays
of experimental and calculated FTIR spectra, calculated geometric parameters, symmetric

stretch region assignments, and calculation output files.
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