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Abstract

Ions play important roles in the structures and functions of biomolecules. In biomolecular
simulations, ions either directly interact with biomolecules or provide an ionic environment that
influences electrostatic interactions of solutes. The AMOEBA+ water model has demonstrated
significant advancement of classical force field for describing molecular interactions due to its
improvements on the functional forms to account for essential physics. This work expands the
applicability of the AMOEBA+ model towards alkali metal (Li, Na, K, Rb, and Cs) and halogen
(F, Cl, Br, and I) ions. Various quantum chemical data on ion-ion and ion-water interactions,
experimental ion hydration free energy, and lattice energy of salt crystals are used in the
parametrization. The final parameters are verified with other properties outside of the
parametrization data, including lattice energies of additional salt crystals and ionic activity
coefficients in solution. The new models capture a wide range of ion properties from the gas phase
to solution phase and crystals. More importantly, AMOEBA+ provides energy components that
are consistent with ab initio energy decomposition. Thus we expect AMOEBA+ to be more
general, transferable, and valuable for the interpretation of intermolecular forces in efficient

classical simulations.



1. INTRODUCTION

Ions are critical to the structures and functions of biomolecules such as proteins, nucleic acids,
and lipids. For example, ions participate in cellular signaling, conduction of neural impulses,
osmotic pressure balance, enzymatic reactions, and many other processes.! The monovalent
sodium and potassium ions help maintain fluid and blood volume in the human body. The divalent
magnesium is responsible for the catalytic functions of enzymes and structural stability of nucleic
acids, while calcium modulates muscle contraction. Transition metal ions such as zinc and copper
are generally considered necessary components of proteins, and their imbalance may lead to
neurodegenerative diseases.? However, computational modeling of the interaction between ions
and biomolecules is challenging. Due to the high computational cost, quantum mechanical (QM)

studies of biological systems are limited to either small model systems °

or computationally
inexpensive approximations.* Alternatively, simulations with classical molecular mechanical force
fields> can achieve reasonable accuracy and a much larger time and length scale.

A central ingredient of classical simulations is the underlying force field (FF) model that
describes the interactions of the chemical species in a system. Developing FF models for ions has
been an active research field due to their biological importance described above. The popular FF
models, such as AMBER, CHARMM, and OPLS, all use Coulomb potential with fixed-point-
charge and empirical Lennard-Jones (LJ) potential to describe the interactions between ions and
other molecules. The charges of ions in these models are set to integer numbers, which leads to
only two tunable parameters (namely, the vdW size and the depth of potential well). Developments
of classical ion models include special LJ parameters for cation-anion interactions®”’ and the LJ
12-6-4 potential (including ion-induced dispersion energy).®® Despite their simplicity and
reasonable accuracy for biomolecular simulations, the limitations of these models are recognized
in the literature. For example, these models have been shown incapable of describing the ion
distribution at the air-water interface, '° the ion aggregation at elevated temperature and pressure,'!
and the specificity of ion-protein binding.'? The explicit inclusion of polarization effect, via either
Drude oscillator or induced point dipole scheme, helps tackle some of these issues. The
polarization effect accounts for the electron response to the electrostatic field of ions and the
environment. Drude polarizable FF has been parametrized in conjunction with SWM4-NDP water
for atomic and molecular ions. "% Ton LJ parameters were tuned to reproduce QM ion-water

interaction energy and experimental hydration free energy (HFE). AMOEBA polarizable FF for



atomic ions has also been developed by using a similar approach.'>"'® These ion models have been
used to study a variety of biological problems, such as ion permeation in membrane channels,'”
ATPases,'® and ion selectivity in proteins.'?

AMOEBA+ model improves on AMOEBA by including new energy functional terms to
capture essential physics of molecular interactions. As described in the previous publication,'
AMOEBA+ maintains the atomic multipole moments (charge, dipole, and quadrupoles) to
represent the electrostatics. The original Thole damping scheme of AMOEBA direct induction has
been modified to better capture the QM many-body interaction energy.?’ Meanwhile, an improved
combining rule for vdW, namely the "W-H" rule, has been adopted due to its ability to describe
better the exchange-repulsion and dispersion interactions from QM energy decomposition analysis
(EDA).?! More importantly, AMOEBA+ incorporates new mathematical functions to describe
charge penetration (CP), charge transfer (CT), and geometry-dependent charge flux (CF) effects.
The total potential energy of a molecular system is composed of these terms described in Equation
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In the above equation, the bonded terms in AMOEBA+ are kept the same as those from the
AMOEBA model.?? The buffered-14-7 function of Halgren* together with a modified combining
rule (see ref. 2!) is used for the E, 4, term. Detailed charge flux implementation in AMOEBA+ can
be found in previous publications.?*>> We will describe the E,jectrostatics With CP correction,

E

polarization With improved damping scheme and E pgrge—transfer 10 the Method section below.

With the above improvements in functional forms, AMOEBA+ parameters for water have been
developed by targeting QM energy data, interaction energy components, and reliable experimental
data for liquid properties.>* The model has been examined on selected properties of gas, liquid,
and crystal phases. To expand the applicability of the AMOEBA+ model towards biomolecular
systems, we performed the parametrization of monovalent metal ions (Li, Na, K, Rb, and Cs) and
halogen ions (F, Cl, Br, and I) in this work. The new functional forms introduced in the
AMOEBA+ model allow us to target extensive QM data and experimental properties in
parametrization and validation. In parametrization, the extensive interaction energy of ion-ion and
ion-water clusters is computed at the MP2 or CCSD(T) level of theory. Energy components from
two energy decomposition analysis (EDA) approaches are used to parametrize the electrostatics

interaction. Together with the QM total energy and EDA data, the experimental HFE of ions and
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lattice energy of salt crystals are used in the parametrization. Finally, the optimized parameters are

validated with ionic activity coefficient and additional crystal lattice energy data.

2. METHOD

In AMOEBA+, an atomic ion is defined by charge, charge penetration (CP), polarization,
charge transfer, and vdW parameters. Same as in other models, a fixed charge of +1 or -1 e is
assigned to each cation and anion, respectively. CP refers to the deviation of the intermolecular
electrostatic interaction from a Coulomb potential between point multipoles. With the CP
correction, the electrostatic potential due to a point charge in AMOEBA+ is expressed as

Vg = [Zett — (Zegr — @)(1 — exp(—acpr))]/r (2)
where r is the distance from the atom; effective charge Z.s and exponent acp are tunable
parameters.?® The damping function 1 — exp (—acpr) is applied to the electron charge (Z — q)
part. The damping functions accounting for higher order interactions can be found in our previous
publication.?” Polarization is represented by induced dipoles, which can be separated into a direct
induction by permanent atomic multipoles and a mutual induction by other induced dipoles (the

first and second terms of the right-hand side of Equation 3, respectively),
md = q; Z TldampedM + Z Tldamped ind (3)

Frhole(r) = 1 — e~
fdlrect(r) —1— e—a*u(r)3/2
where Tj; represents multipole-multipole interaction tensor (for mutual induction, it consists of
dipoles only), M; is the atomic multipole, a; is the isotropic atomic polarizability, f'is the damping
function for either the direct induction or mutual induction, a and a" are the damping factors for
direct and mutual induction. The reason why a different damping function (other than Thole) is
used for the direct induction, as described, is to better describe QM many-body (three- and four-
body) energy.?’ Charge transfer energy between two atoms is represented by an exponential

function,



Ecrij = —Aj exp(—Byryj) 4)
where the prefactor 4 and exponent B are parameters under determination.

In total, there are nine tunable parameters for each ion. For comparison, popular fixed
charge FFs only require two vdW parameters, and AMOEBA only requires two vdW and two
polarization parameters. If the parameters for each energy component can be determined
independently, the parameter fitting will be significantly simplified. However, there is no unique
way to separate charge transfer from polarization, and currently available methods, such as
ALMO?® and regularized SAPT,? could lead to unstable or unphysical charge-transfer energy.*
In addition, force fields only need to predict accurately the total energy of a system. Although the
accuracy for each energy component is helpful for improving transferability, the total energy
should be prioritized when there is a conflict between the total energy and an energy component
or the target data for the energy component is questionable.

Here, the total energy for ion-water dimers/clusters and ion pairs/trimers (Figure 1, Table
1), energy decomposition analyses from SAPT and ALMO, and experimental lattice energy and
HFE were used to determine ion parameters. The SAPT2+ level of theory was used for all SAPT
calculations.

Ion-water dimers. The optimized structures were either taken from the literature®! or
obtained through geometry optimization at the MP2/aug-cc-pVTZ level. Then a rigid scan of the
intermolecular distance (M-O or X-H) was performed by moving the ion along the M-O or X-H
vector. A total of 13 data points for each dimer were generated with the distance ranging from
0.8xry to 3.0xrg, where ro 1s the distance in the optimized structure, or the equilibrium distance.
The interactions were calculated by MP2/CBS/aug-cc-pV[T,Q]Z + 6 CCSD(T)/aug-cc-pVTZ and
SAPT/aug-cc-pVQZ. This scheme for geometry optimization and interaction energy was used for
all other structures unless otherwise noted. The difference between CCSD(T)/CBS and
SAPT2+/aug-cc-pVQZ are smaller than 0.5 kcal/mol in most cases except for F-. Counterpoise
correction was applied for all MP2 and CCSD(T) interaction energy calculations. According to

Lao et al.,*! def2-TZVPP or def2-QZVPP instead of aug-cc-pVTZ or aug-cc-pVQZ was used for
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alkali metal and iodine. Unless otherwise noted, all the geometry optimizations were done on
Gaussian16 *? and energy calculations were done on Psi4. Frozen core was disabled for all
calculations of cations.

Ion-water clusters. The ion-water clusters contain 2 to 6 water molecules. To sample the
cluster configurations, we performed MD simulations of one ion solvated in a water box using the
NVT ensemble at 298 K. Then 10 structures for each of the cluster size were extracted from the 2-
ns MD trajectory. The structures were first optimized by MN15/aug-cc-pVDZ and then optimized
by MP2/aug-cc-pVTZ. Gaussian was used for the MN15 optimization, while ORCA 4% and Psi4**
packages were used for the MP2 optimization of Rb/Cs/I and other ions, respectively. Unique
structures were selected based on the covariance matrix of the coordinates of ion and oxygen
atoms. The interaction energy between the ion and the water molecules (rather than total
interaction energy) was calculated by MP2/CBS/aug-cc-pV[T,Q]Z.

Ion dimers. The ion dimers include both homodimers and heterodimers. The geometries of
cation-anion dimers were optimized by MP2 and the interactions were calculated by CCSD(T) and
SAPT. The intermolecular distance for homodimers was varied from 0.9x to 1.2x the optimized
distance in ion-water dimer. The distance for heterodimers was varied from 0.8%rg to 3.0xr.

Symmetric linear ion trimers. The geometries were optimized by a scan of the interatomic
distance using MP2/aug-cc-pVTZ. The total interaction energy was calculated by CCSD(T), and
the polarization energy was calculated by ALMO-EDA?2 at the ®B97X-V/def2-QZVPPD level of
theory. ALMO-EDA was used to calculate the polarization contribution, since SAPT does not
separate polarization from charge transfer and does not support trimers. The accuracy of the
ALMO polarization decomposition scheme has not been validated against other methods, so the
polarization contribution is only for semi-quantitative comparison. Since AMOEBA+ polarization
energy is negligible due to symmetry, the AMOEBA+ interaction energy was compared to the QM
non-polarization energy. The symmetric linear ion trimers were included mainly for

parameterization of charge transfer.



Salt crystals. Experimental lattice energy and lattice length were included in the target data.
However, the numerical evaluation of derivatives for lattice length can be noisy. Instead of directly
fitting to the lattice energy and lattice length, the lattice energy curve as a function of lattice length
was used as the target, which is similar to the dimer interaction energy. The target lattice energies
for off-equilibrium lattice lengths (£0.25 A, £0.5 A) were generated by scaling the experimental
lattice energy according to the AMOEBA lattice energy curve. Supercells containing 432 atoms
for pcc crystals (CsCl, CsBr and Csl) and 512 atoms for fcc crystals were constructed. Only
crystals containing Na and/or Cl were included in the target data, and other crystals were used for
validation. Ewald summation was used to calculate the long-range electrostatics interactions.

The ion HFE was calculated by using periodic boxes and the standard free energy
perturbation method as described in our previous work.>* The simulation box contained one ion
solvated in water, with a volume of (37.3 A)® and a density of 1.0 g/cm?. Previous work showed
that the ion HFE is not sensitive to system size from 500 to 4000 water molecules.* The simulations
were performed in the NVT ensemble at 298 K. The simulation time at each window was 1 ns and
the coordinates were saved every 1 ps. Tinker-OpenMM?>*¢7 was used for all MD simulations.
While the HFE of an ion pair can be measured experimentally, the HFE of a single cation/anion
depends on the HFE of proton, which does not have a unique value.® The "intrinsic" HFE accounts
for the interaction between ion and water, while the "real" HFE also includes the phase potential
which amounts to 0.2-0.5 V.*%3° MD simulation results and the Schmid value are close to the
intrinsic HFE, so the Schmid value was chosen as the target. This choice is consistent with previous
work on ion models. 3% 13-16
Ionic activity coefficient. The ionic activity coefficient was calculated by using the method

described by Wang.*® Briefly, the mean ionic activity coefficient y: is related to the ion HFE by

Eq. (5)

_ Pw NsM;
PAAsy = 2Iny; + 21n [E (1 + NWMW>] (5)



where py and py are the densities of the solution and the solvent, N and M are the number and
molar mass while the subscript s/w indicates solute/water. The HFE of the ion pair was calculated
by using the standard protocol.* 3> The simulations were performed in the NPT ensemble at 298 K
and 1 bar. Each free energy calculation contains 20 alchemical windows and 2 ns simulations at
each window. 3 to 12 independent sets of simulations at each concentration were performed to

reduce the statistical uncertainty. The box size was about (35 A)*.

Table 1: Summary of target data for the derivation of ion parameters. M/X denotes cation/anion.

System Comment Properties
Ion-water dimer M + H0, X + H20 Total interaction energy
Energy components
Ion-water cluster M + (H20),, | Total interaction energy
X+(H20)n,2§n§6
Ion pair M-X, M-M, X-X Total interaction energy
Energy components
Ion trimer M-X-M Total interaction energy
Salt crystal Salts containing Na and/or | Lattice energy/length
Cl;
face centered cubic or
primitive cubic cell

lon-water lon-water lon dimer lon trimer Crystal
dimer cluster

u"o &
o< ™0° ©0 0 o0 0 0
J <

o 0+« 0 0
o

Figure 1: Examples of structures used in AMOEBA+ energy calculations. Blue and purple spheres
represent cation and anion, respectively; red/white spheres represent O/H in water.



Parameter optimization. Because the dataset contains interactions between different ions,
the parameters for each ion cannot be determined separately. Simultaneous optimization of all ions
would be very slow and may lead to poor results since one objective function is used for a large
parameter space. Here, the parameters were optimized in two steps. First, the parameters for the
most common ions, Na+, K+, and Cl- were optimized together. Then the parameters for other ions
were optimized separately using the data for ion-water interaction and ion-pair interaction between
the target ion and Na+ or CI-. For most ions, there is no need to optimize the effective charge. For
Br- and I-, using the effective nuclear charge obtained from SCF calculations*' significantly
improves the electrostatic energy. The atomic polarizability has a relatively small effect on the
polarization energy, and it was determined from QM calculations on single atoms. When Na+, K+,
and Cl- parameters are optimized together, there could be multiple optima. So the parameter space
was explored by a scan of selected parameters, including polarization damping and charge-transfer
exponent B. For other ions, only the polarization damping parameter was scanned. As a result,
there were only 4 or 5 fitting parameters for each ion during optimization: vdW ro and ¢, charge
transfer 4 (and B for Na+, K+, Cl-), and charge penetration acp. In each optimization step, the
objective function is a sum of squared errors for each property,

o 2
LoD = ) w4 - AN +a ). <x’x;0xf> (6)
i 7 j
where A is the target value for one property and 4; is the corresponding property predicted from
the force field parameters x, w; is the weight for this property, x}p and x; are the initial and current
values for the jth parameter, and a controls the overall weight of the regularization term. By
convention, the parameters in the objective function a, w; and u; are referred to as
hyperparameters. These hyperparameters can have a large influence on the optimization results.
Any least-square optimization algorithm can efficiently minimize the objective function. Here the

Trust Region Reflective algorithm as implemented in SciPy (https://scipy.org/) was chosen.

The weights were assigned based on the accuracy and importance of the reference data.

For the QM data sets, the weights were calculated as the product of the relative weights between
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different sets (Table 2) and the weights within each data set (Table 3). [on-water interactions were
assigned larger weights than ion-ion interactions, and the ion linear trimers were assigned the
smallest weights. Within each data sets, the weights were proportional to the inverse square of the
error. The errors were calculated by
o = max{0.1, |E,rz — E.fl} (kcal/mol) (7)

where Earz is the energy calculated by either MP2 or SAPT with the aug-cc-pVTZ basis set, and
E'eris the reference energy with CBS or aug-cc-pVQZ basis set. The error in minimum interaction
energy is about 0.3~1.0 kcal/mol for ion-water dimers and 1~3 kcal/mol for ion homodimers,
heterodimers and trimers. In addition, the 3 data points with the lowest energy in the interaction
energy curve were assigned 100x weights, which effectively incorporates the importance of the
gradient near the minimum; the total interaction energy and the electrostatic energy were assigned
8x and 4x weights compared to other components, because the total interaction energy is more
important, and the electrostatic energy is more reliable than other energy components. For the
experimental data, the HFE was assigned similar weights as the ion-water interaction energies,
while the lattice energy has smaller weights. A small regularization factor & = 1.5 X (Ngaa/
np‘.j,ramete,r)2 was used so that the optimization results were not very sensitive to the initial
parameters. The initial parameters were taken from previous AMOEBA!> 22 and AMOEBA+*

force fields. The optimized parameters are listed in Table 4.

Table 2. Relative weight between different QM data sets on ionic interactions.

Dataset Relative weight

Ion-water dimer | 1

Ion homodimer 1E-2

Ion heterodimer | 1E-2

Ion linear trimer | 1E-6

Ion-water cluster | 1
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Table 3. Weights for different types of QM and experimental data. o is the estimated uncertainty.

Property

Weight

Dimer/trimer interaction energy, 3 lowest points

8E4 x (o/kcal-mol!)?

Dimer/trimer interaction energy, all except 3 lowest points

8E2 x (o/kcal'mol™!)?

Dimer electrostatic interaction energy

4E2 x (o/kcal'mol!)?

Dimer vdW/induction interaction energy

1E2 % (o/kcal'mol™!)?

lon-water cluster interaction energy

8E2 x (o/kcal'mol )2

Lattice energy 4
Hydration free energy 10*
Table 4: Optimized AMOEBA+ ion parameters.
ion | vdw polarization CT CP
€ a a* A
c (A) (kcal/mol) | o (A% | (mutual) | (direct) | (10°kcal/mol) | B(A") | acp Zer
Li+ 1.91238 0.1214 0.028 0.39 0.25 0.1362 | 8.0000 | 97.0415 3.0
Na+ 2.29371 1.1707 0.08 0.05 0.25 5.9675 | 2.8000 7.0067 | 11.0
K+ 3.23764 0.9292 0.78 0.05 0.50 13.0744 | 3.0000 7.6694 | 19.0
Rb+ 3.64298 0.6906 1.35 0.39 0.70 8.8769 | 3.0000 7.1575 | 37.0
Cs+ 3.96943 0.7275 2.26 0.39 0.70 16.0675 | 3.2000 7.3729 | 55.0
F- 4.45376 0.0116 1.35 0.39 0.70 16.9753 | 7.2432 8.2761 9.0
Cl- 4.70814 0.1757 4.00 0.39 0.55 1.4695 | 2.5000 3.0400 | 17.0
Br- 5.02935 0.2014 5.65 0.39 0.70 10.7969 | 2.8257 2.3347 9.0
I- 5.27445 0.2777 7.25 0.39 0.70 9.2620 | 2.5029 | 2.3392 | 11.6
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3. RESULTS
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Figure 2: AMOEBA+ and QM interaction energies for Li, Na, K, Rb, and Cs. QM total interaction
energy is calculated by CCSD(T)/CBS, while energy components are calculated by SAPT2+.
"Elst" denotes electrostatics; "Ind" denotes induction, which is the total induction energy in SAPT
or the sum of polarization and charge transfer energy in AMOEBA+. For ion-water dimer and
homodimer, QM energy is represented as solid lines and MM energy is represented as hollow
symbols.

ion-water dimer homodimer ion-water cluster
s0 & 200 Fo —50
F 6o Elet R
o 2 b=
40 = Vdw 150 o 8 —60
— Ind ] %\
3 20k 70 |-
E 0 Total 100 b= \_E\
K 0 § —80 I~
= ° 50 |- s
53} —20 = s —90 = /
-0 °'r ~100 |/
60 I | 1 1 I ] 1 7 1 I
1 2 3 4 1.8 2.0 2.2 —~100 —80 —60
Cl 5»E —30
200 b= /
= —40 /
_ 150 |- =
= [}
g Qo\u\‘ £ /
= 0 100 = = —50 [ /
i g g
& s b = L v
m —10 = —60 J
0 = d

—20

=30 =

—40 = /

B 100 R
v
—10
0 vd

—20

10

@
I

200

/
MM (keal /mol)
\

E (kcal/mol)

2 4 6 2.4 2.6 2.8 3.0 —60 —50 —40 —30
| 250 pg )y
10

E (kcal/mol)
5oz
X' T
< & 8
| |
MM (keal/mol)
| |
PN
o o
I 1

|
-
S
|
ot
o
T

—50 2 1 1 1 1 | 1 |
2.6 2.8 3.0 3.2 —-50 —40 —-30

r(A) r(A) QM (keal/mol)

o =
iy
D
00 fu

Figure 3: AMOEBA+ and QM interaction energies for F, Cl, Br, and I. QM total interaction
energy is calculated by CCSD(T)/CBS, while energy components are calculated by SAPT2+. See
Figure 2 caption for the description of the energy components.
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The ion-water dimer and ion homodimer interactions were examined in Figure 2 and Figure
3. Ion-water dimer interaction is the most basic interaction for ions and the only gas-phase
interaction used for the development of most ion models.'> In this work, ion-water clusters were
included to examine the many-body effect, and ion-ion homodimers were included to mainly serve
as restraints on CT and CP parameters. The results for alkali metal ions are shown in Figure 2.
Good agreement on total energy and energy components was achieved for all ion-water dimers
except Li-water dimer. For Li-water dimer, the total energy around the minimum is too low and
the equilibrium distance is underestimated. The errors are mainly due to short-range induction
energy. For ion-ion homodimers, a reasonable agreement was also achieved. The Na-Na repulsion
from AMOEBA+ is weaker than the repulsion from QM, which can be attributed to more favorable
induction energies in AMOEBA+. The errors are mainly because of the tradeoff between matching
QM energies and experimental HFEs. For ion-water cluster interaction energy, better accuracy
was achieved for larger ions K+, Rb+ and Cs+. The magnitude of these cluster interactions for
alkali metals is systematically overestimated by AMOEBA+. In general, AMOEBA+ is capable
of capturing ion-water and ion homodimer energy components and ion-water cluster interactions
for alkali metals, but the accuracy for the gas-phase interactions of some ions needs to be sacrificed
to achieve better accuracy for ion pairs and ion HFE. The accuracy in gas-phase interactions is
similar to that of the revised AMOEBA parameter (Figure. S1).

Halogen ion interactions are more complex than those of alkali metals due to the diffusive
electron cloud. For the halogen ion-water dimer, the minimum energy and the equilibrium distance
were reasonably reproduced by AMOEBA+ (Figure 3). The energy components of Cl/Br/I-water
dimer interactions were also close to the SAPT results, while errors were found in some energy
components of the F-water dimer. For the halogen ion homodimers, one interesting observation is
that the short-range electrostatics interaction is attractive. For Cl-/Br-/I-, the electrostatic energy
even becomes favorable (negative) at a short distance. The trends for Cl-/Br-/I- were captured by
AMOEBA+, while there 1s a more significant error in the electrostatic energy of F-. The favorable

electrostatic interaction between halogen anions is an example of the charge-penetration effect.
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Most fixed-charge force fields and AMOEBA represent the electrostatic interactions of anions by
point charges or multipoles, so the electrostatic energy will always be unfavorable. The data of
halogen ion homodimer is important for the charge-transfer parameters. Preliminary results
showed that if the homodimers were not included, the resulting charge-transfer parameters could
lead to artificially strong attraction between the anions at a short distance. For the ion-water cluster
interactions, larger percentage errors were found in small F-water clusters and large I-water
clusters. Again, these are tradeoffs made to reproduce ion pair interaction and HFEs. Contrary to
the case of alkali metals, the magnitude of ion-water cluster interactions for halogen ions was
systematically underestimated by AMOEBA+. Overall, AMOEBA+ accurately represents both
the total energy and energy components of the halogen-water dimer, halogen homodimer and
halogen-water clusters, except for the energy components for F- and the ion-water cluster energies
for F- and I-. Compared to AMOEBA, the accuracy for halogen ions is much improved (Figure
S2).
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Figure 4: AMOEBA+ and QM interaction energies for cation-anion pairs. QM total interaction
energy is calculated by CCSD(T)/CBS, while energy components are calculated by SAPT2+. QM
energy is represented as solid lines and MM energy is represented as hollow symbols. See Figure
2 caption for the description of the energy components.

Although gas-phase interactions of ion pairs are much stronger than the interactions in
aqueous solution, they are relevant for simulations of high ion concentrations, low dielectric
environment and ionic materials. The ion-pair interactions are compared in Figure 4. Similar to
the results for ion-water interactions, better agreement with QM was found for interactions without
Li+ or F-. AMOEBA+ has higher accuracy for K-Cl, Rb-Cl and Cs-Cl than the revised AMOEBA
parameters (Figure S3). Interestingly, the revised AMOEBA is better than the previous AMOEBA

for Rb-water and Cs-water interactions but worse for Rb-Cl and Cs-Cl interactions, while
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AMOEBA+ is accurate for both the ion-water and ion pair interactions. The interactions of ion
pairs Li-Cl and Na-F in AMOEBA+ are stronger than their QM counterpart, with lower minimum
energy and shorted equilibrium distance. Li-Cl, Na-F and Cs-Cl have a relatively large error in
electrostatics interaction, which is consistent with the large error for homodimers and ion-water
dimers of Li+, F-, and Cs+. These trends suggest that the charge-penetration model can capture

QM energies for different systems while it is challenging to reproduce both QM energy and

experimental ion HFEs.
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Figure 5: AMOEBA+ and QM interaction energies for symmetric linear ion trimers. QM energy
is represented as lines and MM energy is represented as hollow symbols. AMOEBA+ has
essentially zero polarization energy for these structures due to symmetry. AMOEBA+ total energy
is compared to QM CCSD(T) total energy as well as QM energy excluding polarization using two
decomposition schemes, CCSD(T) Total - ALMO Polarization, and ALMO (Total — Polarization).
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Symmetric linear ion trimers were included as model systems for weak polarization. Other
systems for ion-pair interactions are ion pair dimer and ionic crystals, which have strong and no
polarization in AMOEBA, respectively. Therefore, the linear ion trimer systems help prevent
overfitting to experimental lattice energies of ionic crystals. Due to symmetry, there is no induced
dipole on the anion. The induced dipole on the cations is also negligible. So, AMOEBA+
polarization energy for these trimers is essentially zero. However, there are still induced
quadrupole on the central anion in QM treatment, which is missing in AMOEBA+. To characterize
the performance of AMOEBA+ non-polarization components, we deducted the polarization
energy (beyond induced dipole) from the QM energy. The CCSD(T) total interaction energy and
the non-polarization energies calculated by CCSD(T) and/or ALMO were compared with
AMOEBA total interaction energy in Figure 5. The CCSD(T) total energy minus ALMO
polarization energy was used as the target in parameter optimization while using ALMO non-
polarization energy will produce similar results. For the trimers without Li+ or F-, AMOEBA+
total energy is either close to the QM non-polarization energy or between QM total and non-
polarization energies; compared to QM non-polarization energy, the error in minimum energy is
smaller than 5 kcal/mol or 4% and the error in equilibrium distance is smaller than 0.2 A. For
trimers with Li+ or F-, the AMOEBA+ interaction energy is lower than QM non-polarization
energy. The errors for Li+ and F- can be attributed to their soft vdW repulsion, which was
necessary for reproducing ion-water cluster interactions and HFE. The agreement between
AMOEBA+ and QM non-polarization energy for the linear trimers is similar to the results of ion
pairs. The lack of induced quadrupole in AMOEBA+ leads to weaker total interaction for some

ions and compensates for the error in dimer interaction for other ions such as F- and Li+.

Table 5: Experimental and AMOEBA+ lattice parameters and lattice energies for salt crystals at 0
K.*-4 "dev." means deviation of AMOEBA+ from the experiment.

a (A) L.E. (kcal/mol)

Expt. AMOEBA+ | dev. Expt. AMOEBA+ | dev.
LiF 3.992 | 3.731 -0.261 | -250.7 | -266.0 -15.3
LiCl 5.078 | 5.024 -0.054 | -206.5 | -207.3 -0.8
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LiBr 5426 | 5.393 -0.033 | -196.0 |-195.7 0.3
Lil 5902 | 5.846 -0.056 | -182.6 | -183.3 -0.7
NaF 4.590 |4.613 0.023 -222.3 | -219.1 3.2
NaCl 5.578 5.719 0.141 -188.8 | -187.7 1.1
NaBr 5.908 6.056 0.148 -180.2 | -179.5 0.7
Nal 6.388 6.548 0.160 |-168.5 |-168.0 0.5
KF 5.296 | 5.428 0.132 | -198.1 |-196.7 1.4
KCl 6.232 | 6.435 0.203 -172.1 | -171.6 0.5
KBr 6.524 | 6.745 0.221 -165.2 | -163.8 1.4
KI 6.978 7.152 0.174 | -1554 | -1554 0.0
RbF 5.578 5.569 -0.009 | -190.0 |-190.2 -0.2
RbCl 6.518 6.681 0.163 -166.1 | -167.7 -1.6
RbBr 6.820 | 6.991 0.171 -159.7 | -162.6 -2.9
Rbl 7.256 | 7.244 -0.012 | -151.1 |-154.6 -3.5
CsF 5964 |5.861 -0.103 | -181.4 |-182.9 -1.5
CsCl 4.068 |4.170 0.102 | -160.1 |-162.3 -2.2
CsBr 4.235 |4.203 -0.032 | -154.6 | -160.7 -6.1
Csl 4.510 | 4.445 -0.065 | -146.5 | -152.5 -6.0

The lattice energies are important for the calculation of ionic materials and high
concentration ion solutions. Previous work of Wang*® suggested that the inclusion of experimental
lattice energy in the parameter optimization helps avoid the unphysical ion aggregation in
concentrated KCl solutions. Due to the symmetry, the ionic crystals have essentially no
polarization (no induced dipole, quadrupole, or octuple), which are very different from ion-water
dimers and 1on pairs. It plays a similar role for parameter optimization as the linear ion trimer data.
The lattice parameters and lattice energies computed by the optimized parameters and the
experimental values are tabulated in Table 5. Only crystals containing Na or Cl were used in the
parameter fitting, and other crystals are for validation. The largest deviations in lattice parameters
are found for LiF, KCI, and KBr. All other lattice parameters are within 0.2 A of experimental
values. The largest deviations in lattice energies are found for LiF, CsBr, and Csl. Compared to
the revised AMOEBA ion parameters of Wang,*" lattice energies for Li/F-containing crystals and
some lattice parameters were improved, while the lattice energies for other crystals are slightly

worse. The current work does not have special pairwise vdW parameters as used in the revised
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AMOEBA parameter.*’ These results demonstrate that AMOEBA+ has good performance for both
gas-phase and crystals without using special parameters. Since there is no polarization in the
crystals, the remaining error likely comes from the functional forms or combining rules of charge

transfer and vdW.

Table 6: Experimental and AMOEBA+ ion hydration free energies (kcal/mol). "dev." means
deviation of AMOEBA+ from Schmid value. The AMOEBA+ uncertainties are 0.2~0.3 kcal/mol.

Schmid* | Marcus® | Tissandier*® | AMOEBA+ | dev.
F -119.74 | -114.96 | -104.39 -120.19 -0.45
Cl -89.15 -85.09 -74.61 -89.35 -0.20
Br -82.70 -79.11 -68.20 -82.95 -0.25
I -74.33 -69.55 -59.26 -74.48 -0.15
Li -113.77 | -117.35 |-128.43 -111.37 2.40
Na -88.67 -91.06 -103.19 -88.37 0.30
K -71.22 -74.33 -86.03 -71.15 0.07
Rb -65.97 -69.55 -80.60 -65.68 0.29
Cs -60.00 -63.58 N/A -59.72 0.28

Ion HFE is a very important property for biomolecular simulations, as it contributes to ion
binding free energies. lon hydration is frequently used to explain ion selectivity.!?> While the
relative HFE between ions with the same charge can be determined accurately, several scales for
absolute ion HFE exist.’® The Schmid values** were chosen as the target as they are in line with
the intrinsic HFE from MD simulations of periodic boxes.!®> Preliminary optimization without the
HFE resulted in 1~2 kcal/mol error for Na+, Rb+ and I- and 6 kcal/mol error for Li+. The inclusion
of HFE in the target leads to larger errors in some ion-water cluster energies and energy
components of ion-ion and ion-water interactions. The HFEs of all ions except Li were reproduced
by the optimized parameters (Table 6). For Li, the HFE is smaller than the experiment, while the
interaction energies, including Li-water and Li-Cl, and LiCl lattice energies, were all larger than
the reference QM or experimental data. This indicates a limitation of current functional forms in

describing short-range polarization, charge transfer and/or many-body effect of Li+.
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The mean ionic activity coefficients for NaCl and KCl solutions were used as validation.
Unphysical salt aggregation was observed in simulations of KCl solution using earlier AMOEBA
and fixed-charge force fields,*® which is related to ionic activity coefficient. The performance of
AMOEBA+ for the activity coefficient is similar to that of the revised AMOEBA force field
(amoebal8) with special pairwise vdW parameters (Figure 6 and Figure 7). The predicted NaCl
activity coefficient at high concentration deviates from the experimental value, which is likely due
to the polarization energy since the non-polarization energy in NaCl crystal is weaker than
experiment (Table 5). The KCl activity coefficient at high concentration predicted by AMOEBA+
is significantly better than the earlier AMOEBA force field (amoeba09), although it is still lower
than the experimental value. Therefore, MD simulations with the optimized parameters should not

suffer from the problem of salt aggregation.
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Figure 6: Mean 1onic activity coefficient in NaCl aqueous solution from MD simulations with
different force fields. "amoebal8" is the revised AMOEBA ion parameters with special pairwise
vdW;* "amoeba09" is the earlier AMOEBA parameters of Grossfield et al.!> Experimental,

amoebal8 and TIP4Pew/JC data are taken from Wang.*® Error bars represent standard error.
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Figure 7: Mean ionic activity coefficient in KCl aqueous solution from MD simulations with

different force fields. See Figure 6 caption for description.

4. DISCUSSIONS AND CONCLUSION

The AMOEBA+ force field for alkali metal and halogen ions was developed based on
various QM and experimental data. The inclusion of different types of data in the parametrization
is both made possible by AMOEBA+ and necessary. The charge penetration model allows for the
much-improved description of short-range electrostatics interaction. As a result, the electrostatics
energy from QM EDA can be used in the parameterization. Notably, the charge-penetration effect
qualitatively alters the trend of short-range electrostatics between halogen ions, which are
predicted to be repulsive by point-charge models and attractive by QM and the charge-penetration
model. The improved polarization model and the charge-transfer model provide more flexibility
for representing the induction energy. The expanded set of parameters also means that more data
need to be included in determining the parameters. In AMOEBA, the only adjustable parameters
for atomic ions are polarization damping and vdW, and the polarization damping parameters are
shared among water, organic molecules and +1/-1 charged ions. By only fitting ion-water dimer
interaction energies, AMOEBA could accurately predict HFE. However, AMOEBA ion

parameters do not accurately represent some ion-ion interactions, which leads to spurious ion
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aggregation in simulations at very high ion concentrations.*’ On the other hand, different
combinations of parameters in AMOEBA+ could reproduce ion-water dimer interactions, and HFE
is more sensitive to some parameters than the ion-water interaction is. So AMOEBA+
parameterized solely from ion-water interaction cannot be used to predict HFE. Instead, HFE needs
to be included in the parametrization. The necessity for including HFE can also be attributed to
the inaccuracy of QM EDA methods and the force field functional forms.

The ion-water cluster interaction is correlated with ion HFE. AMOEBA+ systematically
underestimates the magnitude of cation-water cluster interaction while overestimates the
magnitude of anion-water cluster interaction. If the sum of ion-pair HFEs rather than individual
ion HFEs are used as the target, the ion-water cluster interactions will be better reproduced. Since
the physical meaning of experimental ion HFEs is debatable, using the ion pair HFE seems a valid
approach. However, this will make cation HFEs smaller than the Schmid value, which is already
the smallest among experimental values. Due to uncertainties in QM methods and the force field
approximation as well as lack of other evidence supporting a new scale for ion HFE, this work
adopted the conventional approach of targeting Schmid value.

AMOEBA+ achieves reasonable accuracy for ion-water and ion-ion interactions,
especially for interactions without F-/Li+. The robustness of AMOEBA+ was verified by other
properties not included in the parameterization, such as lattice energies of salt crystals and ionic
activity coefficients. Compared to fixed-charge force fields and the AMOEBA force field,
AMOEBA+ is based on a wider range of reference data; thus it should be more robust and
transferable. AMOEBA+ also provides a decomposition of intermolecular force fields which will
be helpful for understanding molecular and materials properties.

This work lays the foundation of deriving ion parameters for the AMOEBA+ force field. The
protocols used in this work can be applied to develop parameters for other ionic species that have
significant charge penetration and charge transfer effects, including the multivalent ions of

16

biological importance,” ' molecular ions,'* ionic liquids, and electrolytes*’ and perovskite

systems.*®
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DATA AND SOFTWARE AVAILABILITY

The development version of Tinker used in this work can be found at

https://github.com/TinkerTools/tinker-openmm-archive/tree/ AMOEBA+CF.

Supporting Information Available: comparison of AMOEBA+ and AMOEBA on ion-
water and ion-ion interactions (Figure S1-S3), interaction energies in csv format, structure files in

Tinker xyz format and Tinker parameter files.
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Figure S1. Comparison between AMOEBA+ and AMOEBA interaction energies for Li, Na, K,

Rb, and Cs. “amoeba09” includes the Na, K and Cl parameters of Grossfield et al.! and preliminary

parameters for other ions. “amoebal8” is described by Wang.?
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