
Influence of Anthropogenic Warming on the Atlantic Multidecadal Variability and Its

Impact on Global Climate in the Twenty-First Century in the MPI-GE Simulations

MINHUA QIN,a,b AIGUO DAI,c AND WENJIAN HUAb

a Department of Atmospheric and Oceanic Sciences and Institute of Atmospheric Sciences, Fudan University, Shanghai, China
b Key Laboratory of Meteorological Disaster, Ministry of Education (KLME)/Joint International Research Laboratory of Climate and
Environment Change (ILCEC)/Collaborative Innovation Center on Forecast and Evaluation of Meteorological Disasters (CIC-FEMD),

Nanjing University of Information Science and Technology, Nanjing, China
c Department of Atmospheric and Environmental Sciences, University at Albany, State University of New York, Albany, New York

(Manuscript received 9 July 2021, in final form 13 December 2021)

ABSTRACT: The Atlantic multidecadal variability (AMV), a dominant mode of multidecadal variations in North Atlantic
sea surface temperatures (NASST), has major impacts on global climate. Given that both internal variability and external
forcing have contributed to the historical AMV, how future anthropogenic forcing may regulate the AMV is of concern
but remains unclear. By analyzing observations and a large ensemble of model simulations [i.e., the Max Planck Institute
Grand Ensemble (MPI-GE)], the internally generated (AMVIV) and externally forced (AMVEX) components of the
AMV and their climatic impacts during the twenty-first century are examined. Consistent with previous findings, the
AMVIV would weaken with future warming by 11%–17% in its amplitude by the end of the twenty-first century, along
with reduced warming anomaly over the midlatitude North Atlantic under future warming during the positive AMVIV

phases. In contrast, the AMVEX is projected to strengthen with reduced frequency under future warming. Furthermore,
future AMVIV-related temperature variations would weaken over Eurasia and North Africa but strengthen over the
United States, whereas AMVIV-related precipitation over parts of North America and Eurasia would weaken in a warmer
climate. The AMVEX’s impact on global precipitation would also weaken. The results provide new evidence that future
anthropogenic forcing (i.e., nonlinear changes in GHGs and aerosols) under different scenarios can generate distinct multi-
decadal variations and influence the internally generated AMV, and that multidecadal changes in anthropogenic forcing
are important for future AMV.
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1. Introduction

The Atlantic multidecadal variability (AMV) refers to the
multidecadal (60–80 yr) sea surface temperature (SST) var-
iations across the North Atlantic Ocean (Schlesinger and
Ramankutty 1994; Kushnir 1994; Kerr 2000). The AMV can
cause significant multidecadal climate fluctuations in many
regions across the globe (O’Reilly et al. 2017; Ruprich-
Robert et al. 2017; Hua et al. 2021). The positive phase of
the AMV is usually associated with warm, dry summers
over North America (Enfield et al. 2001; Sutton and Hodson
2005; Ruprich-Robert et al. 2018), wet summers over north-
ern Europe (Sutton and Dong 2012; Qasmi et al. 2017;
Ghosh et al. 2017), strong Asian summer monsoons (Lu
et al. 2006) and warming over Northeast Asia (Hua et al.
2021; Monerie et al. 2021), a wet Sahel region and dry South
America (Folland et al. 1986; Knight et al. 2006; Martin et al.
2014; Hua et al. 2019), and an increase of intense Atlantic
hurricane activity (Zhang and Delworth 2006; Wang et al.
2012). In some cases, the AMV’s influence may have domi-
nated over the anthropogenic signal so far (Chylek et al.
2014). Given the AMV’s major climatic impacts around the
world, understanding the physical processes that drive the

AMV and its future response to global warming is a key
challenge in climate research.

The AMV is generally thought to naturally arise from air–
sea interactions and ocean circulation, namely the Atlantic
meridional overturning circulation (AMOC) (Delworth and
Mann 2000; Knight et al. 2005; Zhang et al. 2019). Atmo-
spheric forcing is also considered as an important con-
tributor to the North Atlantic SST (NASST) variability
(Clement et al. 2015; Sun et al. 2015; Delworth and Zeng
2016; Delworth et al. 2017). Besides the internal variations
in the climate system, external forcing, such as decadal var-
iations in natural and anthropogenic aerosols, may also
contribute to the observed AMV since the late nineteenth
century (Mann and Emanuel 2006; Booth et al. 2012;
Murphy et al. 2017; Bellucci et al. 2017; Bellomo et al. 2018;
Hua et al. 2019; Watanabe and Tatebe 2019; Haustein et al.
2019; Qin et al. 2020a). Thus, the observed AMV should be
viewed as a combination of both internal variability and
response to external forcing (Ting et al. 2009; Otterå et al.
2010; Terray 2012; Tandon and Kushner 2015; Si and Hu
2017; Qin et al. 2020b). Booth (2015) and Steinman et al.
(2015) suggested using the term Atlantic multidecadal
oscillation (AMO) to refer to the internal component of
the NASST multidecadal variations only and the term
AMV to depict the total multidecadal variations in
NASSTs from both internal variability and external forcing
to avoid confusion. Here, we use AMVIV and AMVEX to
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explicitly represent, respectively, the internally generated
and externally forced components of the AMV.

Much attention has been given to the climatic impacts and
the underlying mechanisms of the historical AMV. Given the
significant contributions by historical external forcing to
the AMV and the possibility that future warming may alter
AMVIV and generate new AMVEX, we wonder what future
AMV may look like and how it may affect regional climates
over the globe by the end of the twenty-first century. Future
anthropogenic climate change may affect internal climate
modes, such as the interdecadal Pacific oscillation (IPO) (Xu
and Hu 2018; Wu et al. 2018; Wu and Liu 2020), El
Niño–Southern Oscillation (ENSO) (Collins et al. 2010; Cai
et al. 2015), and AMO (Wu et al. 2018; Wu and Liu 2020).
For example, the IPO is projected to have a weaker ampli-
tude, higher frequency, and a muted impact on North Ameri-
can temperature and precipitation in a warmer climate (Xu
and Hu 2018; Wu et al. 2018; Wu and Liu 2020), and the
AMV’s amplitude is also projected to decrease in future
warmer climates (Wu et al. 2018; Wu and Liu 2020). Models
also project a weakened AMOC and weak warming or slight
cooling in the subpolar North Atlantic Ocean in the twenty-
first century (Collins et al. 2013), and the AMOC’s multideca-
dal amplitude and period are also projected to decrease
(Drijfhout et al. 2008; Cheng et al. 2016). The weakened
AMOC contributes to the surface ocean cooling south of
Greenland [i.e., the North Atlantic warming hole (NAWH)]
and a reduced Arctic sea ice loss (Dai et al. 2005; Liu et al.
2020). Given that the AMOC affects NASST and is likely a
key driver of the AMV (Zhang et al. 2019), one might expect
future AMV to change due to the weakened AMOC.
Recently, Wu and Liu (2020) suggested that the intensified
warming by the twenty-third century leads to a decrease in
the AMV’s amplitude, resulting in reduced multidecadal vari-
ability in NASST, which is consistent with the reduced ampli-
tude in the AMOC’s multidecadal variability (Drijfhout et al.
2008; Cheng et al. 2016). However, the quantification of the
AMV depends on its index, which is sensitive to the detrend-
ing method used to remove the long-term nonlinear trend
(Qin et al. 2020b). This is particular true under future scenar-
ios where the internal variability and changes caused by non-
linear external forcing mix with each other. Previous studies
(Wu et al. 2018; Wu and Liu 2020) derived the future AMV
index simply by using area-weighted averaging of smoothed
NASST anomalies relative to its long-term linear trend
(Enfield et al. 2001). Clearly, this does not cleanly remove
externally forced decadal–multidecadal changes from the
internally generated variations, as the externally forced
changes are nonlinear (Qin et al. 2020b). As a result, previous
reported future AMV changes may result from both internal
variability change and externally forced signal. Thus, it is
still unclear how much of the reported future AMV change
is due to changes in internal variability or externally forced
response. Furthermore, it is unknown how the future AMVIV and
AMVEX components of the AMV may affect regional climates
over the globe in the twenty-first century under global warming.

Given the AMV’s long time scales, separating the forced
response from internal variability in NASST is challenging

(Vecchi et al. 2017; Qin et al. 2020a,b). To reduce the chance
of aliasing between AMVIV and AMVEX, an effective way is
to use the multimodel ensemble mean (MMM) as the esti-
mate of the forced signal and remove it from the observations
or individual model simulations (Dai et al. 2015; Steinman
et al. 2015; Frankcombe et al. 2015; Hua et al. 2018; Qin et al.
2020b). As the different rates of anthropogenic warming
among the models can cause their trajectories of the forced
response to diverge and differ fromMMM (Frankcombe et al.
2018), the MMM may not be the true forced signal in individ-
ual model runs. Another way is to create a large ensemble of
simulations with a single climate model (Kay et al. 2015; Dai
and Bloecker 2019) and use the single-model ensemble mean
as the forced signal. Using large ensembles from multiple
models (Deser et al. 2020) can allow us to effectively separate
the forced response from internal variability and provide a
range of the forced response at the same time.

This study aims to quantify the influence of anthropogenic
warming in the twenty-first century on the internally gener-
ated and externally forced components of the AMV and their
impacts on global climate through analyses of a single-model
large ensemble simulations from the Max Planck Institute
Grand Ensemble (MPI-GE). MPI-GE is the largest ensemble
(with 100 members) from a single climate model currently
available. We apply an improved procedure to separate the
AMVIV and AMVEX components in observations and model
simulations and examine their future changes. Moreover, we
investigate how the AMV and its influence on global climate
would evolve in a future warmer climate using revised AMV
indices that represent the internally generated multidecadal
variability and externally forced changes in NASST. Our
results should improve current understanding of the future
AMV and its impacts on global climate.

2. Data, model simulations, and methods

a. Data and model simulations

We used the observational monthly SST data from 1870 to
2018 from the Hadley Centre Sea Ice and Sea Surface Tem-
perature (HadISST) dataset on a 18 grid (Rayner et al. 2003).
We also used the monthly surface temperature data from
1870 to 2018 on a 58 grid from HadCRUT4, which combined
the observed surface air temperature over land and the SST
over oceans (Morice et al. 2012). Small data gaps in
HadCRUT4 were filled using spatial bilinear interpolation fol-
lowing Dai et al. (2015). We also used monthly precipitation
data over land on a 18 grid derived from rain gauge observa-
tions from 1901 to 2018 from the Global Precipitation Clima-
tology Centre (GPCC) Full Data Product V2018 (Schneider
et al. 2014). To represent the future evolution of external forc-
ing, we used the atmospheric CO2 and sulfate aerosol concen-
trations under future representative concentration pathway
(RCP) scenarios (https://tntcat.iiasa.ac.at/RcpDb/).

We analyzed the model simulations from the MPI-GE
(Maher et al. 2019). MPI-GE is the largest ensemble of a sin-
gle climate model (i.e., MPI-ESM1.1; Giorgetta et al. 2013)
currently available, which includes a 2000-yr preindustrial
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(PI) control run (with all forcing kept at the 1850 level), and a
100-member ensemble of simulations under the historical all-
forcing (1850–2005) and under each of the future RCP scenar-
ios (i.e., RCP2.6, RCP4.5, and RCP8.5) from 2006 to 2099,
and a 100-member ensemble of 150-yr simulations with 1%
CO2 increase per year (1pctCO2) from the preindustrial level
to an approximate quadrupling. The MPI-ESM1.1 model has
an equilibrium climate sensitivity of 2.88C and the global
mean surface temperature increases by ∼4.08C at the end of
the twenty-first century under RCP8.5 (Maher et al. 2019).
Each of the 100 ensemble simulations has the same external
forcing but starts from slightly perturbed initial conditions
that often lead to different and thus uncorrelated realizations
of the internal variability among the ensemble members.
More information on these model simulations and their evalu-
ation can be found in Maher et al. (2019). The model’s ability
to simulate the AMV is examined below.

b. Analysis methods

For our analysis, we need to first define the total nonlinear
variations in NASST and then its externally forced and inter-
nally generated components. Some previous studies (e.g.,
Trenberth and Shea 2006) combined these two steps into one
by removing the global-mean SST from NASST, with the
resultant AMV index containing both forced and unforced
components. Other studies (e.g., Deser and Phillips 2021)
focused on the spatial patterns of the AMV, rather than the
temporal variations of the AMV examined here. Because sta-
tistical methods alone cannot distinguish the physical origin of
a signal, we will have to rely on the model ensemble mean to
separate the forced and unforced components.

By definition, an oscillation is the deviation from the long-
term mean (for a stationary series) or the long-term trend (for
nonstationary series). Thus, the simplest method to derive an
AMV index is to remove the long-term linear trend from
annual NASST and temporally smooth it to remove variations
on shorter time scales (Enfield et al. 2001). Such an AMV
index includes both internally generated variations and exter-
nally forced changes. For example, nonlinear changes in his-
torical and future greenhouse gases and aerosols can produce
nonlinear multidecadal variations in NASST, and such forced
variations can be mixed up with internally generated oscilla-
tions (Qin et al. 2020b). Because of their different nature of
origin, it is important to quantify these two different compo-
nents in the AMV for both the historical (Qin et al. 2020b)
and future periods. Please note that we linearly detrended the
forced time series in order to focus on the forced nonlinear
component that can contribute to the AMV seen in individual
model runs. Tests with other detrending methods, such as the
ensemble empirical mode decomposition (EEMD; Wu and
Huang 2009), to remove the effect of the long-term trend
yield similar results. The forced multidecadal variations do
not include the changes associated with the long-term trend
and thus they should not be compared with model-projected
total SST and other changes reported elsewhere.

We use the MPI-GE ensemble mean of all-forcing simula-
tions to estimate and define the forced component in NASST,

and then remove this forced component to define the internal
variability in each ensemble simulation. The ensemble mean
of a large ensemble from a single model [i.e., a single model
ensemble mean (SMM)] can effectively remove the internal
variations and provide an estimate of the forced component
in NASST (Frankcombe et al. 2018), albeit it is based on one
single model and thus may not be representative of the
response in other models under the same forcing. On the
other hand, the SMM can help us better quantify the internal
variability than the multimodel ensemble, as the latter also
contains intermodel spreads (Kay et al. 2015; Dai and
Bloecker 2019; Deser et al. 2020).

To separate the internally generated and externally forced
variations in observed NASST from 1870 to 2018, we used the
MPI-GE ensemble mean at each grid point as the first-order
estimate of the local forced signal (which may be nonlinear)
and removed it through regression from the observed SST
time series to produce the residual SST fields that contain pri-
marily internal climate variations. We also used the global-
mean SST (GMSST) from the ensemble mean of all-forcing
historical simulations by MPI-GE as the estimate of the exter-
nally forced signal following Dai et al. (2015). The two meth-
ods produced similar results (not shown). An AMV index of
the internally generated AMV (i.e., AMVIV) is then obtained
as the low-pass filtered area-weighted average of the residual
SSTs over the North Atlantic (808–08W, 08–608N) from 1870
to 2018. For observations, we linearly detrended NASST
locally over 1870–2018 and averaged it over the North Atlantic
to derive the total AMV index (i.e., AMVdetrend), which con-
tains both the forced and unforced components. A Lanczos
low-pass filter with 19 annual data points and a 13-yr half-
response period (Hua et al. 2018) is used in the low-pass filter-
ing for both AMVdetrend and AMVIV, and the AMVdetrend

minus AMVIV difference is used as the AMVEX index, which
represents the externally forced component in the AMVdetrend

from observations. The result is similar when using the linearly
detrended, low-pass filtered NASST derived from the SMM to
define the AMVEX. For the model-simulated AMV indices
(i.e., AMVIV, AMVEX) from 1870 to 2018, we used the arith-
metic mean of the 100 members from the MPI-GE at each
grid point as the estimate of the forced signal (used to create
AMVEX) and removed it directly (i.e., without regression)
from individual members to produce the residual fields that
contain primarily internal variations and used to create the
AMVIV. Since no external forcing is included in the PI control
run, its AMV index purely represents the internal multideca-
dal variations in NASST (i.e., AMVIV). Please note that we
used linear detrending only to define the total nonlinear variations
in NASST (i.e., AMVdetrend), and its forced component AMVEX

was derived using the MPI-GE ensemble mean time series. As a
test, we also used the EEMD method to derive the long-term
trend for defining the total AMV (i.e., AMVdetrend) instead of the
linear detrending. The results are similar (not shown).

To further examine whether the AMV indices (including
the AMVIV and AMVEX) change over time under global
warming in the MPI-GE, we calculate the annual AMVEX

(same for all runs) and AMVIV (different among ensemble
members) indices for 1906–99 and 2006–99, respectively.
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Here we detrended NASST locally and separately over
1906–99 and 2006–99, as the historical and future trends differ
substantially, and averaged the detrended SST fields for the
forced signal and the residual to derive the model AMVIV.
For the historical period from 1870 to 2018, the AMVEX is
similar when detrending the principal component of the lead-
ing EOF of the forced SST fields over the North Atlantic,
which accounts for 95% of the variance and shows a spatial
pattern similar to historical AMV (figure not shown).

For the model simulations, we defined an AMOC index as
an average of the meridional overturning streamfunction over
a fixed region (208–508N and 500–2000-m depth) that contains
the maximum streamfunction. The results are similar when
using the maximum of the meridional overturning stream-
function in the Atlantic basin between 208 and 808N around
500–6000-m depth as done in Delworth and Dixon (2006) and
Cheng et al. (2016); however, the location of the maximum

may change over time so that the temporal variations of the
maximum include contributions from spatial changes. To derive
the common external component (AMOCEX, with its linear
trend removed) and the individual internal variations (AMOCIV)
of the AMOC in the historical and future RCP8.5 simulations
(MPI-GE does not provide the meridional overturning circula-
tion data under the RCP2.6 and RCP4.5 scenarios), we used
the MPI-GE ensemble mean of the streamfunction as the esti-
mate of the forced signal and removed it from individual
model runs to produce the residual fields that represent the
AMOCIV. Thus, the AMOCEX and AMOCIV indices repre-
sent, respectively, the externally forced and internally gener-
ated multidecadal variations of the AMOC.

Each of the 100 members from MPI-GE randomly samples
the internal AMO cycles (i.e., AMVIV) over a 250-yr period
(from 1850 to 2099) under one of the future RCP scenarios
from 2006 to 2099 (but with the same historical all-forcing

FIG. 1. Temporal and spatial patterns of the AMVIV and AMVEX from 1870 to 2018 in observations and models.
(a) Time series of the AMVIV indices for 1870–2018 from individual model runs (pink) from MPI-GE and their
ensemble mean (red), compared with that from observations (black) (the zero line is for the 1901–70 mean, and like-
wise for other panels in this figure). The blue line is the AMVIV index from one model run (#55, which is similar to the
observations). The data near the two ends are derived with mirrored data in the filtering and thus are less reliable;
they are represented by dashed lines. (b) Spatial regression pattern (8C per one standard deviation of the AMVIV

index) obtained by regressing the low-pass filtered local SST anomalies onto the standardized AMVIV index from
observations during 1870–2018. (c) As in (b), but for ensemble-averaged SST regression patterns from the individual
historical simulations from MPI-GE. (d) As in (c), but derived from the MPI-GE preindustrial control simulation.
(e)–(g) As in (a)–(c), but for the AMVEX index [black for observations and red for model simulations in (e)] and its
associated SST regression pattern from observations and historical simulations. The stippling in (b), (d), (f), and (g)
indicates that the anomalies are statistically significant at the 0.05 level based on a Student’s t test considering autocor-
relation, while the stippling in (c) represents 67 out of the 100 runs showing the same sign.
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from 1850 to 2005); thus, each ensemble simulation may sam-
ple about three to four AMO cycles as observed AMO typi-
cally has a time period of 60–80 years, although simulated
AMO indices have multiple spectral peaks, such as around
∼20 and at 30–50 years (discussed below). This leads to a sam-
ple of about 300–400 AMO cycles (or about ∼38% of that

over 2006–99) from the 100 ensemble simulations. Thus, MPI-
GE provides sufficient sampling of the AMO cycles for us to
characterize its response to future external forcing, despite
the small sampling by individual ensemble members.

3. Results

a. Characteristics of the model-simulated AMV

Before we examine model-projected future AMV changes,
we need to know whether the MPI-ESM1.1 model can realis-
tically simulate AMV’s spatial pattern and time periods seen
in observations. For comparison, we examine the observed
and modeled AMV during the historical period from 1870 to
2018 (Fig. 1). In general, the model captures the observed
AMVIV and AMVEX indices reasonably well, with the
observed time series largely fitting within the ensemble spread
(Fig. 1a). Different from the observed AMVIV index (black
line in Fig. 1a), the AMVIV in the 100 ensemble members
varies randomly in phase (Fig. 1a). This is expected since the
temporal evolution of the internally generated AMV is reali-
zation dependent, so that it does not repeat itself among two
different realizations (i.e., two different simulations). One
particular realization (run #55, blue line in Fig. 1a) matches
the observations remarkably well.

The SST anomaly patterns associated with the AMVIV

and AMVEX in the model are broadly comparable to the

FIG. 2. Historical and future changes in NASST from observa-
tions and models. Time series of annual SST anomalies (8C; relative
to the mean of 1901–70) averaged over the North Atlantic
(808W–08, 08–608N) from observations (from HadISST1; black line)
for 1870–2018, and model simulations from MPI-GE. The ensem-
ble spread (shading) and ensemble mean (thick lines) are shown
for the historical (1870–2005; gray) and future (2006–99) simula-
tions under the low RCP2.6 (purple), low-medium RCP4.5 (green),
and high RCP8.5 (red) emissions scenarios.

FIG. 3. Temporal variations of atmospheric CO2 and aerosols, and NASST. (a) Time series of smoothed global-
mean atmospheric CO2 (ppm; solid lines) under the RCP2.6 (blue), RCP4.5 (green), and RCP8.5 (red) scenarios. The
light lines represent the linear trend over 2006–99 for RCP2.6 (blue), RCP4.5 (green) and RCP8.5 (red). (b) As in (a),
but for the mean sulfate aerosol concentrations (1029 kg kg21) averaged over the North Atlantic (08–608N) derived
from the RCP database version 2.0 (https://tntcat.iiasa.ac.at/RcpDb). The aerosol data are 10-yr averages centered at
the middle of each decade. (c) Time series of the AMVEX index (with the linear trend removed; 8C) over 2006–99
under the RCP2.6, RCP4.5, and RCP8.5 scenarios fromMPI-GE. The black line shows the smoothed AMOCEX under
RCP8.5. The first and last 9 years, plotted using dashed lines, used mirrored data in the filtering and thus are less reli-
able. (d) As in (c), but for the historical period from 1906–99.
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observations during 1870–2018 (Fig. 1). For example, the
internally generated SST patterns in the observations and
model simulations also share similar features (spatial corre-
lation r . 0.67), including a horseshoe-like pattern in the
North Atlantic, cold anomaly (for a AMVIV warm phase) in
the South Atlantic and southern Indian Ocean and warm
anomaly in the extratropical North Pacific, although the
cold anomaly in the eastern tropical Pacific is not repro-
duced (Figs. 1b,c). The simulated AMVIV-related historical
patterns are also similar to those based on the PI control
run (spatial correlation r . 0.67; Figs. 1c,d). These results
suggest that our revised AMVIV index is more conducive to
represent the internally generated AMV. The model cap-
tures the NAWH in response to historical external forcing
(spatial correlation r . 0.86), although the North Pacific
(South Atlantic and Indian Ocean) SST response is overes-
timated (underestimated) (Figs. 1f,g). Maher et al. (2019)
also showed that the observed variations in Northern Hemi-
sphere oceans (e.g., AMOC) and over Europe were well
represented in the MPI-GE. Overall, the model can reason-
ably simulate the observed AMV in terms of its spatial and
temporal characteristics; thus MPI-GE can be used to inves-
tigate future changes over the North Atlantic Ocean.

b. Responses of the AMV to future global warming

The future greenhouse gases (GHGs) are projected to rise
rapidly, whereas anthropogenic aerosols are projected to
decrease sharply in the twenty-first century (Lamarque et al.
2011; Smith and Bond 2014). For the periods after 2030,
NASST differs substantially under the RCP2.6, RCP4.5, and
RCP8.5 scenarios, and warms by 0.438, 0.988, and 2.368C

FIG. 4. Decadal anomalies in anthropogenic aerosol loadings
under the three RCP scenarios. Annual-mean sulfate aerosol con-
centration anomalies for the decades centered at 2005, 2085, and
2095 (with high aerosol loading over the North Atlantic) relative to
the decades centered at 2025, 2035, 2045, and 2055 (with low North
Atlantic aerosol loading) under the (a) RCP2.6, (b) RCP4.5, and
(c) RCP8.5 scenarios. The decadal-mean aerosol data were linearly
detrended (i.e., with the 2005–105 linear trend removed) before cal-
culating the anomalies.

FIG. 5. Changes in the standard deviation (SD) of the AMVIV and
AMVEX indices. (a) The SD of the AMVIV index (8C) for the histor-
ical (1906–99) and three RCP (2006–99) simulations from MPI-GE.
The ensemble-averaged mean SD of the AMVIV index is shown by
the black dots. The boxplots show the SD distribution among the
ensemble members, with the inside line for the median, the box for
the 25th–75th percentile range, and the whiskers for the maximum
and minimum values. (b) Changes from the historical (Hist) simula-
tions in the ensemble-averaged RCP/Hist ratio of the SD of the
AMVIV (black dots on the left y axis) or AMVEX (red dots on the
right y-axis). (c) As in (a), but for results from the PI control and
1pctCO2 simulations. 1pctCO2_p1 (1pctCO2_p2) represents the first
(last) 100-yr simulations from the 1pctCO2 simulations. For the PI
control run, 25 overlapped 150-yr segments, similar to the length of
the 1pctCO2 runs, were used in estimating the SD. Results are simi-
lar if different overlapping is used in selecting the segments.
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under these scenarios, respectively, by the 2090s relative to
the 1990s (Fig. 2). We note that the NASST under the
RCP8.5 scenario warms faster in the twenty-first century than
that during the historical period, causing nonlinear variations
over the whole period from 1870 to 2099 (Fig. 2). This would
lead to multidecadal changes in the forced NASST relative to
a long-term linear trend.

Different RCP scenarios lead to distinct decadal to multide-
cadal NASST variations relative to the linear trend from 2006
to 2099 resulting from nonlinear changes in the GHGs and
aerosols (Figs. 3a,b and 4). For example, the AMVEX under
RCP8.5 exhibits cold phases from the mid-2020s to the 2070s
and warm phases before the early 2020s and after the late
2070s (Fig. 3c). In contrast, the AMVEX indices under
RCP2.6 and RCP4.5 are highly anticorrelated with that under
RCP8.5. In contrast, the sulfate aerosol loading over the
North Atlantic shows similar multidecadal variations among
the three scenarios, with reduced loading from about 2020 to
2070 (Fig. 3b) and high (low) loadings over North America
and Europe (South Asia and Africa) during the high-loading
decades relative to the low-loading decades (Fig. 4). Figure 4
shows that there exist substantial decadal variations in sulfate
aerosols over the North Atlantic where they can affect SSTs,

although the largest variations are over Northern Hemisphere
continents. These results indicate that different nonlinear
changes in future external forcing under different scenarios
(Figs. 3a,b) can produce different multidecadal variations in
NASST relative to the long-term linear trend. These forced
variations could be mixed up with internally generated AMV,
just like in historical observations (Qin et al. 2020b).

To quantify the future AMVIV and AMVEX under global
warming, we calculated their standard deviation (SD) and
compared it with that in the historical runs. The SD of the
AMVIV decreases with future warming, on average by 11%,
13%, and 17% under RCP2.6, RCP4.5, and RCP8.5, respec-
tively, albeit with a large spread (Figs. 5a,b). While these
changes and the differences among the three scenarios are
statistically insignificant (p . 0.10 based on F tests, except for
RCP8.5), the fact that the ensemble mean AMVIV weakens
among all three scenarios and the weakening becomes stron-
ger with larger warming suggests that the decrease is likely a
robust response. Furthermore, 68, 65, and 78 out of the 100
runs show decreases in the SD of the AMVIV under RCP2.6,
RCP4.5, and RCP8.5, respectively. Thus, there exists a large
chance (.65%) that future warming can lead to weakened
AMVIV, although large internal variability may overshadow
this weakening. We also compared the AMVIV in the 150-yr
1pctCO2 simulations with that in the PI control run. The SD
of the AMVIV decreases by about 8% on average in the
1pctCO2 runs, with larger decreases in the later 100-yr period
of the simulations (Fig. 5c). In contrast, the SD of the future
AMVEX tend to increase with global warming, approximately
by 66%, 28%, and 183% under RCP2.6, RCP4.5, and
RCP8.5, respectively (Fig. 5b). Thus, the RCP8.5 scenario
produces the largest multidecadal variations (due to its non-
linear forcing), while the strength of the internally generated
AMV decreases with the amount of future warming (thus
AMVIV decreases the most under RCP8.5).

Besides the amplitude, the AMV’s period or frequency
may also change. We calculated the power spectra of the
AMVIV index for each member from the historical and three
RCP simulations (all for a 94-yr period) and show the ensem-
ble mean of the power spectra in Fig. 6a, which indicates that
the simulated historical AMVIV have relatively high power
for periods of 30 years and longer. The simulated AMVIV

under the future warming scenarios show reduced power on
20-yr and longer time scales, especially under RCP8.5, consis-
tent with the reduction in its SD shown in Fig. 5. The lack of
clear peaks in Fig. 6a may be partly due to the short record
length of 94 years. Using a longer record of 150 years from
the PI control run, the weak peak around 37 years in the
AMVIV index becomes more evident, with reduced power on
25-yr and longer time scales in the 1pctCO2 simulations
(Fig. 6b). This further confirms the dampening effect of
GHG-induced global warming on internally generated AMV.

Figure 7 shows the SST regression patterns against the stan-
dardized future AMVIV and AMVEX indices during 2006–99
under the three RCP scenarios. The internally generated
AMV-related SST anomalies show comparable patterns
among the scenarios with a horseshoe-like pattern in the
North Atlantic and relatively weak anomalies elsewhere

FIG. 6. Power spectrum comparisons of the AMVIV index. (a)
The ensemble-averaged power spectrum of the AMVIV index from
the historical (1906–99) and three RCP (2006–99) simulations. (b)
As in (a), but from the PI control run and 1pctCO2 simulations.
For the PI control run, 25 overlapped 150-yr segments (same as the
length of the 1pctCO2 simulations) were used. Results are similar
if different overlapping is used in selecting the segments. The upper
90% confidence internal of the red noise spectrum is shown as the
thin dashed lines.
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(Figs. 7a–c), and they are broadly similar to those seen in the
historical and PI control simulations (Figs. 1i,j). This suggests
that the spatial pattern of the internal AMV is not signifi-
cantly affected by GHG-induced warming.

The imprints of the AMVEX on the global SST fields are
determined by the differences in the prescribed forcing
under the three scenarios (Figs. 3a,b and 4) and associated
responses. They exhibit considerable differences under the
three RCP scenarios (Figs. 7d–f). There exists a warming hole
in the subpolar North Atlantic under RCP2.6 and RCP4.5
(Figs. 7d,e) but enhanced warming under RCP8.5 (Fig. 7f).
The SST pattern under RCP8.5 is broadly similar to the
AMVIV-associated SST fields and enhanced response in the
northwestern North Pacific. However, if we do not linearly
detrend externally forced NASST over 2006–99, the NAWH
also exists in the regression pattern under RCP8.5. These
results suggest that the externally forced SST variations are
sensitive to the nonlinear changes in GHGs under different
RCP scenarios, as aerosol forcing exhibits similar multideca-
dal variations around the North Atlantic under three RCP
simulations (Figs. 3b and 4). That is, the nonlinear GHGs’
influence may dominate over the multidecadal variations in
future NASST, in particular in the subpolar North Atlantic.

c. Forced versus internal variations of the AMOC under
global warming

Previous studies have indicated that the AMVIV, which
arises from internal dynamics of the climate system, is linked
to changes in northward heat transport by the AMOC (Zhang

et al. 2019), and climate models project weakening in both the
mean (Collins et al. 2013; Reintges et al. 2017) and multideca-
dal variability (Cheng et al. 2016) of the AMOC under global
warming. Given these, we also examine AMOC’s multidecadal
variability here. To separate the internally generated and exter-
nally forced multidecadal variations in future AMOC, we exam-
ine the AMOCIV and AMOCEX, respectively. Figure 3c shows
the AMOCEX index under the RCP8.5 scenario. Substantial
forced AMOCEX variations up to 0.4 Sv (1 Sv ≡ 13 106 m3 s21)
exist in the model simulations. Similar to the AMVEX, the
forced AMOCEX also shows a larger amplitude under RCP8.5
than in the historical runs (Figs. 3c,d and 8b), suggesting
increased nonlinear variations in future forcing. Like the
AMVIV, the AMOCIV indices in future ensemble simulations
also exhibit different temporal evolution, and the AMVIV and
AMOCIV are significantly correlated with AMOCIV leading by
4–6 years (mean r = 0.52, p, 0.05).

Figures 8a and 8b show that the AMOCIV weakens on
average by 48% from the historical to RCP8.5 twenty-first-
century simulations, much larger than the 17% reduction in
the AMVIV (Fig. 5b) but consistent with AMOC’s amplitude
reduction reported by Cheng et al. (2016) under the extended
RCP8.5 scenario. The ensemble-averaged power spectra of
the AMOCIV (Fig. 8c) shows elevated power on 30-yr and
longer time scales in the historical simulations, but greatly
reduced power at these time scales under RCP8.5. Similar to
the AMVIV (Fig. 6), such a reduction of power on $30-yr
time scales makes the variations on shorter time scales more
important, which is qualitatively consistent with a shift toward

FIG. 7. SST regression patterns with the AMVIV and AMVEX indices. The ensemble-averaged spatial regression
pattern (8C per one standard deviation of the AMVIV index) obtained by regressing the low-pass filtered local SST
anomalies from 2006 to 2099 onto the standardized AMVIV index from individual (a) RCP2.6, (b) RCP4.5, and (c)
RCP8.5 simulations from MPI-GE. (d)–(f) As in (a)–(c), but for regressed SST pattern onto the standardized AMVEX

index from RCP2.6, RCP4.5, and RCP8.5 simulations, respectively.
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higher frequency for AMOCIV reported by Cheng et al.
(2016), who showed shortened periods for the interdecadal
variability in AMOC in five CMIP5 models under extended
RCP scenarios up to 2300. However, our results (Fig. 8c)
show that future AMOC would still be dominated by varia-
tions on time scales of 20 years and longer without a clear
peak, in contrast to a sharp peak around 17 years under
RCP8.5 in Cheng et al. (2016). Besides the time difference
(our analysis only covers the twenty-first century), we

explicitly removed the forced changes using the large ensem-
ble mean from our AMOCIV, while Cheng et al. (2016) used a
statistical decomposition to remove the long-term trend that
does not distinguish forced changes and internal variations.

Figure 9 shows the regression patterns of the Atlantic zonal-
mean streamfunction against the standardized AMOCIV

and AMOCEX indices. Consistent with Fig. 8, the internally
generated AMOC anomalies, which peak around the clima-
tological maximum near 408N and 1.5-km depth, are much
weaker in the RCP8.5 simulations for 2006–99 than in the his-
torical period from 1906 to 1999, although their patterns are
similar (Figs. 9a,b), consistent with the similar AMVIV-
related SST patterns (Figs. 7a,c). In contrast, the future
forced AMOC anomalies are much stronger than the histori-
cal forced anomalies, with the maximum located near 1.9-km
depth (Figs. 9d,e). We notice that the forced AMOC pattern
during the historical period exhibits a sharp south–
north contrast with small negative values over the South
Atlantic (Fig. 9d), which is different from that for the forced
pattern under RCP8.5 (Fig. 9e) and of the internal AMOC
(Figs. 9a,b). The unique feature of the historical AMOCEX

anomaly pattern is likely related to historical forcing changes,
such as decadal changes in volcanic and anthropogenic aero-
sols (Qin et al. 2020b).

Different mechanisms have been proposed to explain the
weakening multidecadal variability in NASST and AMOC.
Cheng et al. (2016) suggested that an enhanced upper-ocean
stratification under global warming could lead to an acceleration
of oceanic Rossby waves, which may decrease both the ampli-
tude and period of the AMOC. Wu and Liu (2020) suggested
that the weakened forcing from atmospheric heat flux variability
and the increased SST dampening rate under global warming
may be responsible for the weakened AMOC and other climate
changes over the North Atlantic. Deng and Dai (2021) showed
that Arctic sea ice–air interactions amplify multidecadal vari-
ability in the Arctic and North Atlantic and such an amplifica-
tion weakens under global warming as sea ice melts away,
leading to weakened AMV and smaller multidecadal variability
in AMOC. A detailed analysis of the processes leading to the
AMV and AMOC changes is beyond the scope of this study.

d. Climatic impacts of the future AMV

We further examine the connection between the AMV
and regional climates. For observations (Fig. 10a), the warm
phase of the AMVIV is characterized by a horseshoe-like,
warm SST anomalies in the North Atlantic with largest
amplitudes over the subpolar regions, together with warm
anomalies over the North Pacific and most of North Amer-
ica and cold anomalies over midlatitude Eurasia and the
South Atlantic (Fig. 10a). The cooling over Eurasia and the
South Atlantic is particularly strong and widespread in
boreal winter (Fig. 11a) but is weaker and less widespread
in boreal summer (Fig. 12a), even though the warming over
the North Atlantic is similar. The model reproduces the
AMVIV-related temperature patterns over the North
Atlantic and North America for both annual and seasonal
means, but the warming over the North America and the

FIG. 8. The SD and power spectra of the AMOCIV and
AMOCEX indices. (a) The SD of the AMOCIV index (Sv) from the
historical (Hist; 1906–99) and RCP8.5 (2006–99) simulations. The
ensemble-averaged SD of the AMOCIV is shown by the black dots.
The boxplots show the distribution of the AMOCIV SD among the
ensemble members, with the inside line for the median, the box for
the 25th–75th percentile range, and the whiskers for the maximum
and minimum values. (b) Ensemble-averaged percentage changes
from the historical to future RCP8.5 simulations in the SD of the
AMOCIV (black dots) and AMOCEX (red dots). (c) The ensem-
ble-averaged power spectrum of the AMOCIV indices from the his-
torical (1906–99) and RCP8.5 (2006–99) simulations. The upper
90% confidence internal of the red noise spectrum is shown as the
thin dashed lines in (c).
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Pacific is weaker in the models than in observations
(Figs. 10a,b, 11a,b, and 12a,b). The model fails to capture
the strong cold anomalies over midlatitude Eurasia and
the cooling over the South Atlantic is also too weak in the
model, consistent with previous findings using CMIP3 or
CMIP5 models (Ting et al. 2011; Lyu and Yu 2017).

The AMVIV-related temperature anomaly pattern in the
twenty-first century is comparable with that in the historical
simulations (Figs. 10b–e, 11b,c, and 12b,c), with some dif-
ferences in the magnitude. For example, the annual-mean

warming over North America under AMVIV’s warm phase
strengthens as the greenhouse gas forcing increases
(Figs. 10b,c). In contrast, the Eurasian and North African
temperature anomalies under the AMVIV’s warm phase
weakens when global warming increases (Figs. 10b,c), espe-
cially during boreal winter (Figs. 11b,c).

Figures 10–12 also show the composite anomalies of precip-
itation based on the AMVIV index in observations and model
simulations. In observations, the AMVIV’s warm phase is
associated with increased precipitation over the Sahel [mainly

FIG. 9. Spatial patterns of the AMOC streamfunctions associated with the AMOCIV and AMOCEX indices. The
ensemble-averaged spatial regression pattern (Sv per one standard deviation of the AMOCIV index) obtained by
regressing the zonal-mean Atlantic meridional overturning circulation streamfunction anomalies onto the standardized
AMOCIV index for the (a) historical (1906–99) and (b) RCP8.5 (2006–99) simulations from MPI-GE. Also shown are
the climatological AMOC streamfunction (contours; Sv) to represent the mean AMOC pattern. (c) The difference of
(b) minus (a). (d)–(f) As in (a)–(c), but for the AMOCEX.
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in June–August (JJA)], India, and the northern Amazon
[mainly during December–February (DJF)], and decreased
precipitation over the United States, central China (mainly in
JJA), eastern Brazil, Australia (mainly in DJF), southern
Africa, and eastern Europe and western Asia (Figs. 10f, 11d,
and 12d). These precipitation anomaly patterns are consistent
with previous findings (Zhang and Delworth 2006; Knight
et al. 2006; Ting et al. 2011; Sutton and Dong 2012). The dis-
crepancies between the modeled and observed precipitation
are mainly located over Eurasia where the model shows weak
wet anomalies while observations show significant drying dur-
ing the AMVIV positive phases (Fig. 10g). Similar precipita-
tion responses to the AMVIV’s warm phases also exist in the
future scenario simulations, but with some differences in the
magnitude (Figs. 10h–j).

Figure 13 shows the AMVEX-related annual tempera-
ture and precipitation anomaly patterns. As expected, the
warm phase of the AMVEX is caused by positive external
forcing anomalies that produce warming over most of the
globe (especially over land), except the midlatitude North

Atlantic, where cold anomalies exist under the RCP2.6
and RCP4.5 scenarios (Figs. 13a,b) but not the RCP8.5
(Fig. 13c). The externally forced multidecadal SST varia-
tions are determined by the nonlinear changes in GHGs
under different RCP scenarios, as the NAWH exists in the
non-detrended SST change maps under RCP8.5 (not
shown). For precipitation, the warm phase of the AMVEX is
associated with increased precipitation in the tropics but
reduced precipitation in the subtropics (Figs. 13d–f). The
tropical precipitation response is mediated by the SST
change (Figs. 13a–c), similar to the warmer-get-wetter view
(Xie et al. 2010). The AMVEX-related temperature and pre-
cipitation patterns show some seasonal differences.

To quantify how the temperature anomalies under the
warm phase of the AMV may change with anthropogenic
warming, the surface temperature anomalies for the positive
phase of the AMVIV under RCP8.5 are contrasted with
those in the historical runs (Fig. 14a). Negative temperature
anomalies are seen over the midlatitude North Atlantic
(decreased from 0.868C in the historical runs to 0.538C in

FIG. 10. Composite anomaly differences of annual temperature and precipitation between warm and cold AMVIV

phases. Composite anomaly differences of annual surface temperature (8C; SST over ocean and surface air tempera-
ture over land) between the positive and negative phases of the AMVIV for (a) observations (1906–99), and the MPI-
GE (b) historical (1906–99), (c) RCP2.6 (2006–99), (d) RCP4.5 (2006–99), and (e) RCP8.5 (2006–99) simulations from
the MPI-GE. The AMVIV warm (cold) phase is defined as the years with the AMVIV index larger (lower) than one
standard deviation, and the 100-member ensemble-averaged composite anomaly differences are used in (b)–(e).
(f)–(j) As in (a)–(e), but for annual precipitation (mm day21). The stippling in (a) and (f) indicates that the differences
are statistically significant at the 0.05 level based on a Student’s t test considering autocorrelation, while the stippling in
(b)–(e) and (g)–(j) represents 67 out of the 100 runs showing the same sign.
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RCP8.5), Eurasia, and the North Pacific under the future
warming scenario. This indicates weakened AMVIV and
AMOCIV variations under global warming with reduced SST
and ocean circulation variations around the subpolar regions.
The weakened temperature anomalies over Eurasia and
northern Africa under the warm phase of the AMVIV suggest
that a warmer climate would not only reduce the amplitude of
the AMVIV, but also dampen the regional temperature anom-
alies associated with the AMVIV. That is, when the AMVIV

amplitude decreases in a warmer climate, its associated
regional (i.e., Eurasia and Africa) and global surface tempera-
ture anomalies could weaken. However, the AMVIV-related
North American temperature would enhance under global
warming (Fig. 14a). For the impacts of the AMVEX, the
anthropogenic warming could produce stronger SST variations
under RCP8.5 in the midlatitudes of the North Atlantic and
North Pacific (Fig. 14c).

The AMVIV-related precipitation over parts of North
America and Eurasia reduces in a warmer climate (Fig. 14b).
Our results show that the impact of the AMVIV on global-
mean precipitation would weaken by roughly 22% under the
RCP8.5 simulation from 2006 to 2099 compared with the his-
torical (1906–99) simulation, from 0.009 mm day21 in the his-
torical runs to 0.007 mm day21 in the RCP8.5 simulations
(Fig. 14b). Furthermore, the precipitation anomalies associ-
ated with the AMVEX warm phase would weaken over most
of the globe (Fig. 14d), with the global-mean anomaly
decreasing from 0.012 mm day21 in the historical runs to
0.009 mm day21 in the RCP8.5 simulations.

We also repeat the same analysis for the comparison of the
AMVIV-associated temperature and precipitation anomalies
between 1pctCO2 simulations and PI run (Figs. 14e,f), which
show similar results to the changes between the historical and
RCP8.5 simulations (Figs. 14a,b).

FIG. 12. As in Fig. 11, but for Northern Hemisphere summer (JJA).

FIG. 11. As in Fig. 10, but for Northern Hemisphere winter (DJF) for (a),(d) observations, (b),(e) historical, and (c),(f)
RCP8.5 simulations.
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4. Summary and discussion

In this study, we use an improved procedure to separate the
internally generated and externally forced variations of the
AMV (i.e., AMVIV and AMVEX) in observations and model
simulations from MPI-GE during the historical period and
the twenty-first century. As the model reasonably simulates
the observed AMV in terms of its spatial and temporal

characteristics from 1870 to 2018, the model can help us
examine model-projected future AMV changes.

The future RCP scenarios show different nonlinear changes
in the GHGs and aerosols, leading to distinct multidecadal
NASST variations. These forced variations could be mixed up
with the future AMVIV in individual realizations. Compared
with the historical period, the standard deviation or amplitude
of the future AMVIV tends to decrease with intensified

FIG. 14. Future changes in the temperature and precipitation anomaly patterns associated with the positive phase of
the AMVIV and AMVEX. (a) Ensemble-averaged difference between the RCP8.5 (2006–99) and historical (1906–99)
simulations from MPI-GE in the composite anomaly of annual surface temperature (8C, SST over ocean and surface
air temperature over land) associated with the AMVIV’s positive phases. An AMVIV’s positive phase is defined as the
years with the AMVIV index larger than one standard deviation. (b) As in (a), but for annual precipitation
(mm day21). (c),(d) As in (a) and (b), but for the positive phase of the AMOEX. (e),(f) As in (a) and (b), but for the
changes between the 1pctCO2 and preindustrial control simulations. For the PI control run, 25 overlapped 150-yr seg-
ments were used.

FIG. 13. Composite anomaly differences of annual temperature and precipitation between warm and cold AMVEX

phases. Composite anomaly differences of annual surface temperature (8C, SST for ocean and air temperature for
land) between the positive and negative phases of the AMVEX for (a) RCP2.6 (2006–99), (b) RCP4.5 (2006–99), and
(c) RCP8.5 (2006–99) simulations from MPI-GE. (d)–(f) As in (a)–(c), but for annual precipitation (mm day21). The
stippling indicates that the differences are statistically significant at the 0.05 level based on Student’s t test considering
autocorrelation.
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warming, by about 11%, 13%, and 17% under the RCP2.6,
RCP4.5, and RCP8.5 scenarios, respectively. In contrast, the
amplitude of the future AMOEX is projected to increase, espe-
cially under the RCP8.5 scenario. The power spectra of the
AMVIV suggest a large reduction in the power of future
AMVIV on time scales of 30 years and longer, making the varia-
tions on 10–30 years relatively more important in the twenty-
first century. These results are consistent with previous findings
that the AMVIV would have a weaker amplitude in a warmer
climate, especially under RCP8.5. For the spatial pattern, the
AMVIV-related SST anomalies show comparable patterns
among the scenarios with a horseshoe-like pattern in the North
Atlantic and relatively weak anomalies elsewhere, indicating
that the spatial pattern of the AMVIV is not significantly
affected by GHG-induced warming. The imprints of the
AMVEX on the global ocean exhibit striking differences under
three RCP scenarios: There exists a warming hole in the subpo-
lar North Atlantic under RCP2.6 and RCP4.5 scenarios,
whereas enhanced warming is seen there under RCP8.5. Thus,
the externally forced multidecadal SST variations are deter-
mined by the nonlinear changes in GHGs under different RCP
scenarios, as the NAWH exists in the non-detrended SST
change maps under RCP8.5.

Our results also show that the internal component of the
AMOC (i.e., AMOCIV) tends to have a smaller amplitude
and reduced power on time scales of 30 years or longer under
RCP8.5, consistent with the AMVIV changes. On the other
hand, the forced AMOCEX is projected to have a stronger
amplitude. Thus, the AMOCEX and AMOCIV exhibit oppo-
site responses to global warming in the twenty-first century in
terms of their multidecadal amplitudes.

The weakening of the AMVIV in a warmer climate implies
its reduced impacts on global climate in the future. Our results
show that the temperature anomaly patterns associated with a
warm AMVIV phase are roughly comparable between the his-
torical and the future simulations, although the magnitude dif-
fer slightly. The AMVIV-related temperature anomalies over
Eurasia and North African (the United States) are weaker
(stronger) as greenhouse gas forcing increases. The AMVIV-
related precipitation anomalies over South America and the
Sahel are associated with the anomalous meridional shift of
the Atlantic ITCZ. For the AMVEX-related climatic pattern,
the warm phase of the AMVEX is caused by positive external
forcing anomalies that cause warming anomalies over land
and most oceans, except the subpolar North Atlantic where
cold anomaly is seen under RCP2.6 and RCP4.5. The
AMVEX-related global-mean land temperature and precipita-
tion variations would weaken in the twenty-first century com-
pared with the historical period from 1906 to 1999.

In this study, we adopted a revised procedure to define the
AMVIV and AMVEX. An implicit assumption is that externally
forced responses and internally generated variations are line-
arly separable. However, our results show that long-term
anthropogenic warming might affect the decadal to multideca-
dal variations of internally generated NASST (i.e., there may
be interactions between the forced responses and internal vari-
ability). A future rapid warming by the end of twenty-first cen-
tury could influence the amplitude of the AMVIV, or ENSO

and the IPO as demonstrated in previous studies (Cai et al.
2015; Xu and Hu 2018; Wu and Liu 2020; Caesar et al. 2018;
Keil et al. 2020). Thus, potential nonlinear interactions
between the anthropogenic warming and decadal NASST var-
iations may be significant. Further, the model does not capture
some of the observed features associated with the AMV (e.g.,
the model shows a consistent warm anomaly over Eurasia
while observations show a cold anomaly over central Eurasia
during a positive AMV phase). Given the relative short sam-
pling from observations, it is unclear whether the cold anomaly
over central Eurasia, the Atlantic sector of the Southern
Ocean, and Africa in JJA is a robust feather of the AMVIV or
it is related to something else (e.g., the IPO; Dai et al. 2015)
that may be aliased into the limited sampling of the AMVIV

positive and negative phases. Thus, there is still some uncer-
tainty regarding whether the discrepancy is due to model defi-
ciencies or sampling errors. Furthermore, we should also note
that our results are based on one model only. Further efforts to
explore the influence of anthropogenic warming on the AMV
using other state-of-the-art climate models (Deser et al. 2020)
are needed. Thus, one needs to interpret our results with these
caveats in mind. Nevertheless, we think that our MPI-GE
based results provide a first-order estimate of the likely
changes in the internally generated and externally forced com-
ponents of the AMV in the twenty-first century.
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