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VARIATIONAL ASYMPTOTIC PRESERVING SCHEME FOR THE
VLASOV-POISSON-FOKKER-PLANCK SYSTEM*
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Abstract. We design a variational asymptotic preserving scheme for the Vlasov—Poisson—
Fokker—Planck system with the high field scaling, which describes the Brownian motion of a large
system of particles in a surrounding bath. Our scheme builds on an implicit-explicit framework,
wherein the stiff terms coming from the collision and field effects are solved implicitly while the
convection terms are solved explicitly. To treat the implicit part, we propose a variational approach
by viewing it as a Wasserstein gradient flow of the relative entropy, and solve it via a proximal quasi-
Newton method. In so doing we get positivity and asymptotic preservation for free. The method
is also massively parallelizable and thus suitable for high dimensional problems. We further show
that the convergence of our implicit solver is uniform across different scales. A suite of numerical
examples are presented at the end to validate the performance of the proposed scheme.
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1. Introduction. The kinetic description of a gas of charged particles interact-
ing through a mean electrostatic field created by their spatial distribution can be
described by the Vlasov—Poisson-Fokker—Planck (VPFP) system:

(1L12)  Bf o Vel = V6 Vaf = 2, (0f V),
(1.1b) ~Dg¢ =L (p—h).
€0

Here f(t,z,v) is the distribution function of particles at t € R, position z € R, and
with velocity v € R%. p(t,z) is the density of electrons

(1.2) p(t,z) = f(t,z,v)dv,
Rd

and ¢(t,z) is the potential of electrostatic field obtained self-consistently through
the Poisson equation (1.1b). h(z) is the density of positive background charges that
satisfies global neutrality relation

/ f(0,z,v)dxdv = h(z)dx.
R4 JRd Rd
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The constants g, me, €y, and 7, represent the elementary charge, electron mass, vac-
uum permittivity, and relaxation time, respectively. ./t = 4/ k’fni is the thermal

velocity, with kg being the Boltzmann constant and 73, the temperature of the bath.
The Fokker—Planck term on the right-hand side of (1.1) represents the interaction of
particles with background as a thermal bath.

There has been a vast literature on the analytical aspect of the VPFP system.
Existence and uniqueness results have been obtained in several frameworks: the ex-
istence of classical solutions was obtained by Victory and O’Dwyer in [36] locally in
time and Rein and Weckler [32] globally in time. Bouchut [3, 4] also gave an existence
and uniqueness result in three dimensions for strong and global in time solution. In
the more general setting of weak solutions, Carrillo and Soler allowed initial data
in LP space [10] and Morrey space [11] and proved the existence of locally in time
weak solution. Zheng and Majda obtained the existence of global measure solutions
in one dimension [38]. The investigation of the quantitative properties of this system,
especially its long time behavior, has also been adequate. Among works, we refer to
the paper by Bouchut and Dolbeault [5] and references therein for the strong conver-
gence to the unique stationary solution of the Cauchy problem via the compactness
argument, the one by Carrillo, Soler, and Vazquez [12] on the asymptotic behavior of
the frictionless case by the similarity argument, and the one by Bonilla, Carrillo, and
Soler [35] for the initial boundary value problem.

To study the physical behavior of the VPFP system, two important quantities
are considered. One is the mean free path I, = /e, which is the average distance
traveled by a particle between two successive collisions, and the other is the Debye

length A =,/ %, where N denotes the concentration of the particles. When the

mean free path of the electrons is much smaller than the Debye length, (1.1) can be
rewritten in the following dimensionless form:

(1.3a) Ouf +0-Vaf = 2Vap Vol = 2V (0f + V0],
(1.3b) Neb=p—h,

where e = (%)2. See [1] for more details about the asymptotic limits. Sending ¢ — 0,

we arrive at the so-called high field limit
(1.4) hp— V.- (pV.20) =0,

which is a nonlinear convection equation for mass density p. Indeed, one can first
integrate (1.1a) w.r.t. v to get

(1.5) Op+Vy-J =0,

where J = [, vf(t,x,v)dv. Then multiplying (1.1a) by v and integrating w.r.t. v,
one obtains

(1.6) (00T +Vy - Q)+ pVad+ J =0,

where Q = [p.v @ vf(t,x,v)dv. In the limit of & — 0, (1.6) leads to J = —pV,¢.
Then (1.4) comes from plugging the above relation into (1.5). See [13, 29, 17, 31] for
a physical and rigorous derivation of this limit, as well as the well-posedness of the
limiting system.
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Numerically solving the VPFP system (1.1) shares the same difficulty as most of
the kinetic equation: high dimensionality. Several methods have been developed, such
as [19, 20, 37, 15], to name a few. These methods are either deterministic or stochastic,
with an effort to capture some physical phenomena associated with the Vlasov—Poisson
system such as Landau damping when the diffusion effect is rather weak. However, in
the high field scaling we consider here, additional challenge comes from the stiffness of
the field and collision terms, which generally calls for a resolved spatial and temporal
discretization that can be very expensive. The asymptotic preserving method, which
aims at treating the stiff system and preserving its corresponding asymptotic limit
at the discrete level, provides a unified solver to mutiscale problems. See [23, 22]
for a review. In the specific context of a VPFP system with high field scaling, we
mention two particular methods. One was developed by Jin and Wang [24] based on
an implicit-explicit time discretization with a finite difference method in space and
velocity, and the other is a quadrature-based moment closure method by Cheng and
Rossmanith [14].

In this paper, we intend to design a new asymptotic preserving method for the
VPFP system in the same vein as [24] but with a marked difference. In particular,
similar to [24], we group the stiff field and collision terms into one spatially depen-
dent Fokker—Planck type operator and solve it implicitly, while treating the rest of the
nonstiff terms explicitly. However, unlike the direct iterative solver (e.g., conjugate
gradient or GMRES) employed in [24] for the implicit part, here we propose a varia-
tional approach. This is hinted at by the fact that the stiff term can be viewed as a
Wasserstein gradient flow of the relative entropy with respect to the local Maxwellian
and therefore can be solved with the Jordan-Kinderlehrer-Otto (JKO) scheme [25].
It then remains to solve the resulting optimization problem, for which we propose a
proximal quasi-Newton method. The reason is that, when ¢ is small or the magnitude
of f varies significantly, the gradient type optimization methods experience a deteri-
orative convergence. Therefore, we design a preconditioner that uses partial second
order information. As a result, not only is our method asymptotic preserving in the
sense that we allow for unresolved spatial, temporal, and velocity discretization to
capture the correct high field limit, but also the resulting implicit system solver en-
joys a uniform convergence. This is an important issue that has not been emphasized
in the literature. We also point out that the variational formulation together with
the JKO scheme offers a natural implicit treatment for the collision term that also
mimics the real physical process (i.e., entropy decrease) and therefore provides a de-
sirable addition to the current family of asymptotic preserving schemes for the kinetic
equation. Moreover, its parallelizability makes it very appealing for high dimensional
problems.

The rest of the paper is organized as follows. In the next section, we recall the
implicit-explicit treatment for (1.3), which can be split into three steps: an explicit
convection step, a Poisson solver, and an implicit collision step. We then empha-
size the implicit collision solver by first introducing the variational formulation and
then proposing the corresponding Newton type optimization solver. In section 3,
we examine the properties of the proposed method, including positivity, asymptotic
preservation, and uniform convergence. Section 4 is devoted to numerous numerical
examples, which validate the efficiency of our method as well as the aforementioned
properties. The paper is concluded in section 5.

2. Numerical method. In this section, we provide a detailed derivation of
our numerical scheme, including temporal and spatial discretization, along with the
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optimization algorithm for inverting the implicit algebraic system. Throughout the
paper, we consider one dimension in space and d-dimension (d = 1,2, 3) in velocity.
We also restrict ourselves to the periodic boundary condition in x, and the Fourier
spectral method is adopted in solving the Poisson equation. As will be explained
below, the spatial and velocity treatments are decoupled in the Vlasov—Fokker—Planck
equation, therefore extending to higher dimension in space is straightforward and will
not introduce substantial additional computational cost if the algorithm is parallelized.

To be more specific, let Q, = [—L,, L] be the spatial domain, and we partition it
into N, uniform cells with Az = 2]\% and denote each grid point by x; = —L, +iAx,
1 <i < N,. Likewise, we denote Q,, = [— Ly, Lv]d as the velocity domain and evenly

partition it into IV,, pieces in each dimension with Av = 2]\L,: Then the velocity grid
point is denoted as v;, = —L, + (jx — l)Av with 1 < jp <N, ,1<k<d Letr
be the time step; then t" = n7, n > 0. Hence f"j represents the approximation of
f(tn,z;i,v5), where j = {j1,... ,jd} We always use the zero flux boundary condition
inv,ie, (v+Vgd)f+ V,f) v =0, where v is the outer normal direction for €2,.

2.1. Implicit-explicit scheme. As is done in [24], we group the stiff terms
in (1.3) into one spatially dependent Fokker—Planck type operator, treat it implicitly,
and solve the rest of the nonstiff parts explicitly. Therefore, we have the following
semi-discrete scheme:

n+1l _ fn
Pl v =t (@ vaors + v

7Am¢n+1 _ pn+1 —h.

To implement, we note that the above semidiscretization scheme can be split into
three steps without introducing the splitting error.

Step 1: Explicit transport step. We first get an intermediate stage f* from
the transport step f* = f* —7v -V, f", where the spatial discretization is conducted
via the MUSCL scheme:

.
fiig =1+ vaj(fﬂr%,j —fic1j)-

* 2

Here the flux is taken as
1
fiv 3.5 =max(vj,0) (fz',j +59 (%g,j) (fir14 — fm'))
. 1
+ min(v;, 0) (fiJrl,j + §¢ <9i+%’j> (fixr1.5 — fi,j)) ,

where 0, , 14 = }‘leiffu is the smoothness indicator function, and we choose the

»J (3 J i,3
minmod slope limiter ¢(f) = max{0, min{1,6}}.

Step 2: Poisson step. After obtaining f*, we get p* by integrating f* over v,

for which we can use a simple midpoint rule: pj =, f; (Av)?. We then solve for
¢* via the Fourier based spectral method, and then get V, ¢*.

Step 3: Implicit collision step. First note that the mass is conserved in the
collision step, thus p"*! = p* and ¢"*! = ¢*. Then for each z;, we have

fn+1 f*

T

(2.1) = 1V, (04 Ve T,

which will be solved by the variational method described blow.
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2.2. Variational formulation. This section is devoted to the development of
a variational numerical scheme for the implicit collision step. First, we would like
to mention that there exist quite a few methods for discretizing the Fokker—Planck
operator, such as the Chang—Cooper scheme [7], Scharfetter-Gummel discretization
[34], and square root approximation [21]. Among them, some are known to preserve
positivity and dissipate entropy, two properties for the continuum equation that are
desirable to be preserved at the discrete level. Here we intend to provide a different
approach to address the stiffness issue. In particular, when ¢ is small, a generic time
implicit scheme would lead to a linear system that is ill-conditioned. Our variational
scheme induces a natural way of building preconditioners arising from an optimization
method and efficiently resolves the ill-conditioning issue. As a result, our method
not only enjoys positivity preserving and entropy dissipating, but also is asymptotic
preserving and uniformly efficient. Other smart preconditioners can also be devised
for classical methods to avoid stiffness.

Let

p; _\v+<vgv¢»>f|2

(2.2) M; =

be the local Maxwellian; then (2.1) can be rewritten as
(2:3)

n+1 * n+1 5 n+1 %
Bt (o (5t (o ),

where E(f|M) = fRd fIn(57)dv is the relative entropy of f with respect to M, and

%: denotes the first Varlatlon of E in f. In view of (2.3), it can be considered as the
gradient flow of the relative entropy in the Wasserstein metric, i.e.,

1
e

T

1 n *
_gvdwE(fz +1|Mi ) ’

which can be solved via the celebrated JKO scheme [25]. That is, f**' is obtained
to minimize the functional

(2.4) fi*! € eargmin {1dW(fia Fi?+ TE(fi|Mi*)} ’

Fi€Puc() 2 €
where dw (f;, fi) is the Wasserstein distance between f; and [, and Pu.(Q,) is the
set of probability measures on (2, that are absolutely continuous with respect to
Lebesgue measure. The formulation (2.4) has attracted a lot of attention on the
analytical level as it provides a natural choice for f"*! that decreases the relative
entropy, i.e., E(ff+1|Mi*) < E(fI'|M}). However, when it comes to numerical imple-
mentation, the computation of the Wasserstein distance constitutes a major obstacle.
Only recent advances in this regard have helped to make this formulation numerically
accessible; see [30] and reference therein. In this paper, we will adopt the dynamic
formulation by Benamou and Brenier [2] and its fully discrete version [9]. In partic-
ular, we can reframe the Wasserstein distance into a convex optimization subject to
linear constraints:

(2.5) dw(fo, f1)> = min / / ), [lm(t, v)||)dvdt,

(fym)eCy
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where
Imi® i £ > o,
®(f, [Iml) = 0 if (f,m)=(0,0),

400 otherwise,
and the constraint set C; consists of

Of+Vy - m=0onQ, x[0,1], m-v=0ondQ, x|0,1],
f(',O):fo, f(al):fl OnQva

where v is the outer normal direction of €2,.
Plugging (2.5) into (2.4), we arrive at the following constrained optimization
problem: given M*(v) and f*(v), one obtains f"*1(v) = f(1,v) with f(¢,v) solving

(2.6) min {5]€1/£v®(ﬁ|ndevdt+27£Xf(LvﬂA4@0)},

(fym)ecC

where the constraint set C is

(2.7)
Of+Vy-m=0o0nQ, x[0,1], m-v=0o0n 9N, x [0,1], f(0,v) = f*(v) on Q,.

Here the subscript ¢ is omitted as this step is independent of x. Note the difference
between constraints C and C; is that in C;, we do not know f(1,v) a priori, and it
is in fact coming from solving the optimization (2.6), which is similar to an optimal
control problem.

We further write down the fully discrete form for (2.6) and (2.7). Denote f =
[f5]T € R¥™Ne and m = [my;...;ma) € RN X4 where my = [my;]T € R, Then

[mll3 = PO m7 ;. The fully discrete JKO scheme now reads

(2.8) [+t earg min Z <€<I>(fj, [mll;) + 27 f; In <_,\fj>> Av?
J

J

d
(29) s.t. fj — f; + Z Dv,lml’j =0, my - V‘(')Q =0,
=1

where D, ; is a discrete representation of the divergence that will be detailed later.
Note that the PDE constraint in (2.9) is discretized in one time step, and it has been
pointed out in [27, Theorem 3] that it will significantly reduce the dimension of the
problem while maintaining the first order accuracy in 7. Indeed, if we discretize the
auxiliary inner time derivative in (2.7) with N; nodes, then the unknown f would be
of size dN, x Ny, and m is of size dN, x N; x d. Here we choose N; = 1 and thus
keep the size of f and m to a minimum.

To facilitate the explanation later, we let u = [f;m] and rewrite (2.8)—(2.9) into

(2.10)  min F(u):= Z (8@(]%, lmll;) +27f;1In (AJ;;)) Av? st Au=1b,

u
J
where A := (lgn,xan, Am) and b := f*. Note that all the operations here are
elementwise. Here A,, gives a discretized divergence D, ;m; j, which satisfies the zero
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flux boundary condition. For instance, we use the center difference here. Then in

one dimension, the boundary grid points are v = —L, and vy 1= L,, and the
boundary condition becomes 0 = mi = %, which implies mg = —my. Then
Dymy = M3 = m;zj’“. Extension to higher dimensions is straightforward. As an

example, we give A for d = 3. We denote
A= (I A Ay Ag,) ,

where A;, Ag, As represent the discritizations of D,,, D,, ,D,,, respectively. Define

Denote the Kronecker tensor product as ®; then we have
A =ly:®@D,, Ar=In,®(D,®1y,), Az=D,®Ily:.

2.3. Proximal quasi-Newton method. In this subsection, we introduce the
proximal quasi-Newton type method. First of all, we rewrite (2.10) as an uncon-
strained problem by using the following indicator function:

{0 ifAu=b
XW'=1Y 400 otherwise.

Then (2.10) becomes

(2.11) muin F(u) + x(u),

where F'(u) is defined in (2.10). As written, F'(u) is a convex but nonsmooth function
of u, and therefore a proximal type of algorithm is needed, as stated in [9]. However,
in our specific case considered here, a simplification can be made. In fact, as shown
in [25, Theorem 5.1], the minimizer of (2.10) converges to the unique positive solution
of the equation

(2.12) of = %VU (v + V) f + Vo f)

when 7 — 0. Moreover, thanks to Lemma 8.6 in [33] and mass conservation, the strict
positivity of fjfl can be established as long as initially f° is nonnegative fg(-) > 0 and
has strictly positive initial mass, i.e., >, fJQ > 0. Therefore, we can simplify F(u) as

F(u) = Z (5'73?”2 +27f;In (ﬁ)) Av?,
; J J

which is now a smooth function in u, and hence gives access to the second order
information that could significantly accelerate the convergence.

Below we first state our algorithm, and then we explain the reasons for this choice.
Here the step size v > 0 is chosen such that f* = 0 for every iteration.
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Algorithm 2.1 Proximal quasi-Newton algorithm for (2.4).

Require: u(9) = [f*;m*] with m* = 0, the maximum iteration number (Nyax), step
size v > 0
while k < N .x do
repeat

(V2F(u®),; ifi=j
0 otherwise.
2. Update ulF+1) = PYOX (U(k) Y(HR) IV F (uR)).

until stopping criteria achleved
w(®) = ¢ (k+1)

end while
return u"t = y(o°) = [f(); ()],

1. Compute (H*); ; =

There are two reasons for choosing this algorithm. One reason is due to the
appearance of € and small values of f';. When ¢ is small or the magnitude of f}';
varies largely, the convergence of any optlmlzatlon algorithm that only uses first order
information will converge very slowly. This is because the Hessian of F'(u) becomes
ill-conditioned in these scenarios. Therefore, using the second order information as in
our algorithm would significantly improve the convergence rate (see Theorem 3.2 and
Remarks 3.3 and 3.4). More importantly, although the stiffness introduced by small e
has been handled by the implicit JKO scheme and therefore enjoys the AP property—
it allows for underresolved mesh sizes and captures the correct asymptotic limit—it
still comes with another difficulty which renders a direct implicit solver converging
nonuniformly. The proximal quasi-Newton method we proposed here overcomes this
difficulty. Another reason is that it is well-known that computing the Hessian is ex-
pensive and often results in a dense matrix, which poses additional computational cost
especially when the dimension is high. Instead, we only use the diagonal information
of the Hessian as a surrogate, which is shown to still serve the purpose of accelerating
the convergence while maintaining the sparsity of the matrix.

Next we show how to compute the scaled proximal operator z = pron (u), which
can be obtained from a closed-form formula in our specific case. First, the definition
of the scaled proximal operator is

1
Iz = ul[f = argmin ||z — ul|#.

p— H i By
z = prox, (u) € arginln x(2) + 2 Zihz=b 2

Its corresponding Lagrangian is L(z, \) = 1||z—ul|3 +AT(b—Az). Then the optimality

condition gives ‘g—g =H(z —u) — ATA = 0. Hence

(2.13) z=u+HATA.
By the primal feasibility, i.e., Az = b, and (2.13), we get
A= (AHTIAT)"1(b — Aw),
which gives the closed-form formula for proxi:
(2.14) z :prOX;'(u) =u+HTAT(AHTIAT)"LH(b — Auw).

In practice, computing the inverse of a matrix can be expensive. In our formula (2.14),
there are two inverse matrices H™1 and (AH"'AT)~1. Computing H™! is trivial as
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it is diagonal, whereas computing (AH7!AT)~! might be time-consuming. However,
due to the special structure of A and H, there exist fast methods. Indeed, to clearly
illustrate the idea, consider the one-dimensional case and the diagonal matrix H of

the form
_(Hy 0
=" )

By definition of A = [I D], we get AH"'AT = H; ' +-DH; 'DT. Note that Hs is diagonal
and hence DHsDT is just a weighted Laplacian, which can be efficiently inverted by
fast algorithms such as the multigrid method; see, for instance, [8].

Alternately, instead of fixing the step size v in Algorithm 2.1, we can also use a
line search technique, and the algorithm is summarized in Algorithm 2.2.

Algorithm 2.2 Proximal quasi-Newton algorithm with line search for (2.4).

Require: u(9) = [f*;m*] with m* = 0,0 < 6 < 1, the maximum iteration number
(Nmax)
Let k=0
while k£ < N .x do
repeat

2F (k) y if = i
1. Compute (H*); ; = (VEF(u™))ii it d J
' 0 otherwise.
2. Line search: let t! = 1,0% = prox?k(u(k) — (H))7IVFE(uk)) — uk),
while F(u®) 4 %) > F(u®) + t0(VF (u®))Tv* and min; fj(k) < 0do
th =1t

st
end while
wktD = (k) 4 glyk,

until stopping criteria achieved
w(®) = ¢ (k+1)

end while

return u"t! =y (%) = [f(>); ()],

The advantages of the line search are obvious. First, the search step automatically
preserves the positivity of f](k). Second, it often needs fewer steps to converge; see the
numerical examples in section 4. In addition, Algorithm 2.2 falls into the category
of proximal Newton type methods in [26], for which it is proven that if {H*} are
uniformly positive definite, i.e., sl < H* uniformly for s > 0, then for a closed, convex
objective function whose infimum can be attained, {u(®)} generated by Algorithm
2.2 is guaranteed to converge to the optimal point. In our numerical examples, we
observe that t! = 1 after sufficiently many iterations, and therefore we see superlinear
convergence at the neighborhood of the optimal point (see Figure 1).

3. Properties. In this section, we study some properties of the numerical scheme.
We first focus on the convergence behavior of the Newton type method, and then
examine the properties of the entire solver, including positivity and asymptotic pre-
serving property.

3.1. Convergence of the proximal Newton type method. We mainly focus
on the convergence behavior of Algorithm 2.1 in this subsection. We first examine
the convexity of F' in the following lemma.
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LEMMA 3.1. F(u) is strictly convex, i.e., V2F(u) = 0 if f = 0 for anyd = 1,2, 3.

Proof. We only prove the d = 3 case as the other two cases can be easily reduced
from the d = 3 case. Recall u = [f;m]; then the Hessian V2F € R*No*4Nv reads

M G C Cs
.. [c B 0 0
ViE=1lc, 0 B o)

Cs 0 0O B

where M, B, C; € RN»*Nv are all diagonal matrices defined as

Z?—1 m; 21 3
e ==+ — | Aw if p=gq,
(M)p,q = < f? f q
0 otherwise,
2e .
=) AV ifp=y,
(B)p,q = < f >q
0 otherwise,
2€ml) 3 .
— Av if p=gq,
(Ci)pg = ( f? q
0 otherwise.

To obtain the eigenvalues ¢ of V2F, note that each entry in V2F is a diagonal matrix,
and thus they are pairwise multiplication commutative; we then have

G C: G M—¢l G Cz
|V2F —¢lj=—|C3||[B—¢l 0 0|+[B=¢ll| && B-l 0
0 B-¢l 0 Cz 0 B-l

= —|Cs]|(B — ¢1)*Cs| + B — CI[|(M = ¢1)(B — ¢1)* — (B — ¢1)C3 — (B — ¢1)CF|
=[B—Cl’|(M—¢l)(B—¢l)—Ci — C5—C3].

After calculation, eigenvalues of V2F are

(3.1)
2
o (3)
(3.2)
e miP r+4e e?  m? 2632 m2(r4¢e) r—¢
Cz,q—< ’f; Ly 7 +\/( lf; Lyz2 4 Hf4l +( 7 2] A®;
q
(3.3)
eS® m? r+4e Y% m? 2522 m2(r +¢) T—¢
C3,q_( lf31 l+ f \/( }31 l)2+ l1f4l +( f )2 AU3,
q
which can be easily shown to be positive given f > 0. ]

This lemma ensures that V2F (u(k)) are positive definite provided f*) > 0. More-
over, we can easily see that H* which only ensures the diagonal elements of V2F (u(k))
are positive definite as well, and therefore guarantees the executability of our algo-
rithm.

Similar to the result in [27], we have the following local convergence estimate,
which indicates the role of H*.
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THEOREM 3.2. Denote u* the unique minimizer of (2.11). Let GF = fol V2F(u*+
s(u® —u*))ds and suppose that there exists 0 < o < 8 such that al < (H¥)~1G* < gI;
then for Algorithm 2.1 we have |[u*+tV) — u*||gx < Cllu® — w*||qx, where C =
max(|1 — val, |[v8 — 1]). In particular, if we choose v = we have the optimal

_ B-a
Bt+a-

Proof. First notice that u* = prox{!(u* —yH 'V F(u*)) for H = H*; then we have

2
atpB’
convergence rate with C' =

D — e

M@ = A(HY) TV ) = proxt] (u” — y(H) 7'V E ("))
< (™ —u*) =y (H) LV (F(u®) — F(u*))|
= |1 = y(H*) 71 G*) (™) — )

= [|(HF)2 (1 = y(HF) 1 GR) (™) — u)]|

= (1 —y(H*)":G :

= || prox

GE(HE)=2)(HF) 2 (u®) — ")
< U= ~(H") 2GR (HR) 2 | [u® — e

Here the first inequality uses the fact that pI“OX,Y is a nonexpansive operator un-

X
der the H* norm, i.e., ||proxvx(u) prox!! ( e < |lu — v||yx (see, for instance,
[26] for a proof), and the second equatlon uses the fact that F(u®) — F(u*) =
G*(u® — u*). Now since (H*)~2 Gk(Hk) z is similar to (H*)"1G*, we have C' =
I =~ (H*)=2 G*(H¥) =2 || = max(|1 — yal, |y8 - 1]). O

Remark 3.3. Adapting Theorem 3.2 to our case, we know that the convergence
rate highly depends on the structure of (H¥)~!G*. Note that when H* = I, our method
reduces to the projected gradient method. According to (3.1), (3.2), and (3.3), the
eigenvalue (1 4 — 0 when & — 0, which implies that o in the above theorem goes to
zero, hence C' — 1. This explains why the gradient type methods converge slowly
when ¢ is close to 0. On the contrary, with the preconditioner (H*¥)~! the diagonal
entries of (H*)~1G* all approximately equal to 1 in the neighborhood of optimal point
u*; thus we can approximate the eigenvalues o of (H*)~!G* by solving (here we adopt
the notation in Lemma 1):

| — ol M‘1C1 M_1C2 M_1C3

B~1C; |—ol 0 0 | _,
B1C, 0 | — ol o |~
B1Cs 0 0 | — ol

This implies
(1-0)21-|1=0))I=M7'B7H(C?+C3+C2)|=0.

Thus

2: 370 m2
(3.4) s=lorl+ ‘;Zl:l b Av?,
2y mip +21f? ).

which indicates that ¢ — 1 when € — 0. Therefore the condition number is close to
1 and hence gives much faster linear convergence (C' < 1).
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Remark 3.4. Another case that may render the condition number of G* big is
when the magnitude of f varies largely. We will see in the following that the precon-
ditioner H* also helps in this case. Let ji,j2 be two indexes such that fi» = O(n)
where n < 1and f;, = O(1 ) In the gradient type rnethod When HE =1, according

to (3.1), we have max ( > f

number x of G¥ has k > f:“ = O(n) Imrnedlately according to Theorem 3.2, the
convergence rate C' — 1 when k — oo.

On the other hand, from the expression of the eigenvalues (3.4) for (H¥)~!G*,
one sees

3 m2
\/ 2e Z?:l le _ 2e Zl:l l

252?:1ml2+27'f2 B El + X mf + 927

Therefore, if the speed @ to the continuity equation (2.7) is bounded above by C

and below by Cs, then the above quantity is bounded between sgfj’rT and EaciT,

which readily gives a uniform bound on the condition number. Here we do not have a

rigorous proof to show the existence of C; and C5, but from the numerical examples,
Imll

we do observe a uniform bound on

Similarly, we have the local convergence estimate for Algorithm 2.2 with line
search as follows.

THEOREM 3.5. Suppose that there exists r, v/, R' >0, such that '] < H* < R'I
and rI < V2F(u®) for all k > 0. Assume also that V2F is Lipschitz continuous with
constant Lo. Let {u(k)} be the sequence generated by Algorithm 2.2 after a sufficiently
large number of iterations; then

[0 = e < Ol — [+ (1= (1= @t = s

where C' = L2YI2(2 — ¢! 4 qt') and q = |[I — (H*)"V/2V2 P (u®)(HE)=1/2)|.

See the proof in Appendix A.

Remark 3.6. As with Algorithm 2.1, the convergence behavior of Algorithm 2.2
depends on the structure of (H*)"'V2F(u(®)) (note that here we have V2F(u(*))
instead of G* in Theorem 3.2). From Remark 3.3, we see that eigenvalues o of
(H")~IW2F (u®)) satisfy o € (0,2) when Av < 1, thus ¢ € (0,1), which ensures the
local linear convergence. In the case of € — 0, from (3.4) we have ¢ — 0, and therefore

™ — g < Ollu™ =+ (1= )™ —

Moreover, when ¢ < 1, [|[H* — V2F(u*)|| — 0 as k — oo, thus {H*};, satisfies the
Dennis-Moré criterion, i.e., ||[(Hy — V2F(u*))(ug+1 — w)||/||uk+1 — uk|| — 0, and Al-
gorithm 2.2 accepts unit step length after a sufficiently large number of iterations, i.e.,
t! =1 (See Lemma 3.5 in [26]). Therefore, a superlinear convergence is obtained after
a sufficiently large number of iterations, which agrees with our numerical experiments
(see Figure 3).

We state the following global sublinear convergence of Algorithm 2.2.

THEOREM 3.7. Let {u<k>};;’j’ be a sequence generated by Algorithm 2.2; then

0
. (k1) _ 2 v « Y 10, (0)
k;:or,?,l,nK 1{||u u ||} < KF(U )
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Proof. According to the search direction property (Proposition 2.4 in [26]), we
have
(VF))Tok + o2, < 0.
Thus by the sufficient descent requirement in the line search and the above inequality,
we have

)

u®) - tenvknm
) = ) —u B2,
=

2
9||u(k+1) _ u(k)|||2_|k~

Summing up all the inequalities for k =0,..., K — 1, we get
K—1
Fi) < F@®) -0 3 [ut+) —u®Z,

which readily implies the result. a

3.2. Positivity. Note first that the MUSCL scheme we used in the transport
step preserves the positivity. Also, the proximal quasi-Newton method for the collision
step is positivity preserving as long as the iteration step size v is properly chosen (in
practice, this is done either by line search as explained in Algorithm 2.2 or by trial and
error as used in Algorithm 2.1). Therefore, the full scheme is positivity preserving.
It then remains to show that the step v can indeed be chosen properly, that is, its
magnitude does not go to zero when ¢ vanishes. For simplicity, we consider d =1 in
the rest of this subsection.

To start, we write the update rule explicitly, using Algorithm 2.1 or 2.2 with
(2.14):

w1 = u(k) —AHT'WF(u®) + HPAT(AHTPAT) b — A(u®) — yH IV F(u?))]
=u® — [l = H'AT(AH'AT) TAJH IV F (),
Here we omit the superscript (k) in H for notational simplicity. Recall that A =1l D],
H=IVFE = [e(f,m) m]T, where

—e 4+ 27(log +1
f2 ( M) and H :— (Hl 0)

e(fvm) 27}%24_277 0 H,

with Hq, Hy € RVoXNo and

2
(H1)i,; = (28?@; —&-?—:)Av ifi=j,
7 0 otherwise,

()Av  ifi=j
Hs); = fi ’
(H2)is { 0 otherwise.

Then we have
H*IAT(AH*IAT) A = (P PD),

where P = H{*(H;' + DH;'DT)~! = (I + DH;'DTH,;)~!. Thus
FED = 1B —yle(f®,m®) — (Pe(f&,m™) + PDM™)].
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Since Dm®) = £ — () — f* _ £(¥) from the constraint, one sees
FED = FO = o [e(£8,m®) = (Pe(f™),m®)) + P(f* = fE))]
=[O =1 = P)e(fP,m") + PFI] 4 4P f*
(3.5) = (L= P)f®) 4P f* =y (1= P)e(f®),m®).

To proceed, we study the ¢ dependence of matrix P when e vanishes in the following
proposition. Note that when ¢ < 0, (Hy);; ~ %Av and (Hy 1), ~ %Av.

PROPOSITION 3.8. For P = (I + DH;*DTH;)~', there exists an invertible matriz
U and a diagonal matriz A, both of which are independent of €, such that P = U(%AqL
h—-tu-1i.

Proof. First, we note that D has exactly one zero eigenvalue, where D is

D= .. .. .. ERNUXNU.
-1 0 1
-1 -1
Next we define the diagonal matrix (Izlg)” = ﬁ%’ then H2_1 = %IZIQ_1 and DHQ_IDTHl
= %DH; IDTH;. Consequently, along with the fact that both H; and Hy are invertible,
Rank(DH; 'DTH,) = Rank((DI:iQ_I/2)(DI:|2_1/2)TH1) = N, — 1. Also note that since
DHS IDT is symmetric and H; is positive definite, we have
H?DF;'DTH H, 2 = H7DH; 'DTH? |

and therefore DI:IZ_ I!DTH; is similar to a symmetric matrix and thus diagonalizable.
Moreover, since both DI:IQ_ DT and H; are positive semidefinite, we conclude that
DI:IQ_ 'DTH; has exactly one zero eigenvalue and all the rest are positive. So there
exists invertible matrix U independent of ¢, s.t.

DH;'DTH, = UAU !,
where A is a diagonal matrix with nonnegative entries and likewise
DH,'DTH; = éUAU*l.
As a result,
K =1+DHy'DTH, =U (i/w |> Ut
is invertible. Thus

|

From the above proposition, we see that when ¢ — 0, the matrix P — 0, and (3.5)
becomes

-1
P=K'=U <iA+I) UL

FORD — ) o8 (R,

Therefore the selection of step size v that guarantees positivity doesn’t vanish with
e; instead its magnitude only depends on the initial data f(©).
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3.3. Asymptotic property. First we look at the implicit collision step. Con-
sider (2.8)—(2.9) for any fixed z;, and let ¢ — 0; we have the following constrained
optimization:

(3.6) f;}“ € arg}rcnin ij In (J\?*) Av? s.t. ij = ZMJ*,
J J J J

where the constraint is obtained by summing over j in (2.9). To make this limit of the
variational problems (2.8)—(2.9) toward (3.6) as € — 0 fully rigorous, one can make a
direct use of the theory of I'-convergence; see [6]. Let us denote by F(u) the functional
defining the variational problems (2.8)—(2.9) and Fy(u) the functional for (3.6). In
fact, it is very easy to check that in this finite dimensional setting, the sequence of
functionals F(u) is monotone with respect to € and thus the I'-convergence of the
e-regularized problems (2.8)—(2.9) to (3.6) follows from [6, Chapter 2]. This shows
that the infimum value of the functional F,(u) converges to the infimum value of the
functional Fy(u) as e — 0. Moreover, any cluster point of approximating sequences
in € will converge to a point where the infimum of Fy(u) is achieved. Therefore,
this shows our claim above on the right limiting optimization problem. Since further
discussion of this point is not needed for the purposes of this work, we leave to the
reader to check that we have e-equicoercivity of the minimizing sequences in the f
variables and in the scaled /e m variables, this together with the previous statement
of convergence of the infimum values and the constraint (2.9) lead to the convergence
of the minimizers of F, to the minimizer of Fj.

Coming back to limiting collisional step (3.6), the corresponding Lagrangian reads

L(f,\)=>_ filn (ﬁ) AN Y=Y My,
J J J

*
J

which leads to the following optimality condition:

oL —ln(fj )Avd—I—()\—i—Avd)l:O.

5f; M;
Therefore, one sees that f; differs from M} by one constant multiplier exp(— )‘Zfd” d)
for all 5. Along with mass conservation, we then have f"*! = M*. Recall the

definition of M* in (2.2), and since p* = p"*!, we have

pntt - \vj+vzz¢"“|2
(V2m)

This allows us now to connect to the transport step in order to obtain the limiting
scheme and check for consistency with the limiting equation (1.4), i.e., showing the
asymptotic property of the scheme. Plugging it into the transport step and summing
over j, we have

f;.”l — forall n>0.

pn+1

(3.7) P =P 5 v vafp =0,
J

T
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where

lugtvaen2  pn
S Vet = Ve |3 (0 + Ve — Vgt e 2 P

J J (

roeenl® o

= -V, vane— 3
J

= Vo (0"Vad") )
J

2

vi+Vae™ ) )
3 approximates one with at least second or-

ter . . 1
It is obvious that >, anat
der accuracy in v. Therefore (3.7) gives a consistent semidiscretization for the limit
equation (1.4), which concludes the asymptotic property of our scheme.

4. Numerical examples. In this section, we provide several examples demon-
strating the efficiency and accuracy of our algorithms. The examples are presented in
the order of increasing dimensions in v. The stopping criteria is chosen as

Ft) - Fa®) o ut - a®y
[F(u®) | [y |

where 6 = 1077 for all examples. Throughout the examples, we use Algorithm 2.2
with 8 = 0.01 unless otherwise specified.

4.1. One dimension in velocity.

4.1.1. Convergence. We first show that the convergence of our optimization
algorithm is uniform in €. As this step matters only in the v direction, we consider
the spatially homogeneous case:

8tf = évv . (Uf + vvf)a
(4.1) _ (v—1.5)2 1 _ (w+1.5)2
f(0,v) = 2e T fgeT 15 .

The computational domain is chosen as v € [—5, 5], and time step 7 = 0.05. For the
one-step JKO scheme, we show convergence behavior with varying € by computing
the relative error

ut®) — u*l;

(4.2) errory, =
Kl

in Figure 1 for both fixed step size and adaptive step size with line search. Here u* is
obtained by using Algorithm 1 with 160 iterations. It is seen that with fixed step size,
a linear convergence is observed, while with line search, an initial linear convergence is
followed by a superlinear convergence, which happens when the step size approaches
one.

We also record the real simulation time of two methods in one outer time step
when 6 = le — 7 and 7 = 0.05. Results are shown in Table 1, where one sees that
these two approaches are comparable in terms of efficiency.

Next, we check the dependence of convergence on the mesh size Av and time
step 7 with the same setting as above. Two cases with ¢ = 1 and ¢ = le — 5 are
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1D convergence rate 1D convergence rate

#e=1
—~e=1e-1
[—e=1e-2
e=1e-3
e =Te-4|
e =1e-5

EI'I'()I'K
errork

201

10°

0 50 100 150 0 10 20 30 40 50
lterations Iterations

Fic. 1. Convergence of one-step JKO scheme with respect to €. Left: Proximal quasi-Newton
with fixed step size: v = 0.5,0.5,0.5,0.4,0.4,0.4 for e = 1,1le — 1,1e — 2,1e — 3,1le — 4,1e — 5,
respectively. Right: Prozimal quasi-Newton with line search. In both cases, Av =10/64, 7 = 0.05.

TABLE 1
Run time of one outer time step. For the fixed step size method, we use v = 0.5,0.5,0.5,0.4,
0.4,04 fore =1,1e—1,1e—2,1e—3,1le—4,le—5, respectively. In both cases, Av = 10/64, T = 0.05.

Method Fixed step size  Line search

e=1 0.017s 0.008s
e=1le—-1 0.011s 0.008s
e=1le—2 0.013s 0.015s
e=1le—3 0.02s 0.007s
e=1le—4 0.013s 0.011s
e=1le—5 0.013s 0.030s

considered. u* is again obtained by running Algorithm 1 with 160 iterations. The
results are collected in Figures 2 and 3, where an almost uniform convergence behavior
is observed with different Awv, which indicates the independency of our algorithm on
the mesh size.

We also show convergence behavior at different time steps. In Figure 4, in the case
when ¢ is large, it converges more slowly at the beginning for both the fixed step size
method and the line search method. As f approaches the equilibrium, fewer iterations
are required to converge. And in the case when ¢ is small, it reaches equilibrium in
merely one time step, thus we see a flat curve after first several time steps, which
implies it stays at equilibrium.

4.1.2. Accuracy. In this subsection, we test the order of accuracy of our vari-
ational scheme with distinct €. For accuracy in v, we consider the spatially homoge-
neous case (4.1) with fixed 7 = 0.0063 and compute the following relative error with
decreasing Awv:

Ny
eau = 1fau(0,T) = faur 0, )11 = S |(fau)s () = (F42),(T)|Av.
j=1
The results are gathered in Figure 5, where a uniform second order accuracy is ob-
served.
To check the accuracy in = and ¢, we consider the spatially inhomogeneous VPFP
system (1.3) with the initial condition

(4.3)  p°(z) = V21 (2 + cos(2m2)), fO(z,v) = gi/(% <e'“*§'52 +e“§'52)7

~5.0132
T 1.2661

cos(2mx)

h(z)
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1D convergence rate with ¢ =1

error,

1020

50 100 150
lterations
1D convergence rate with € =1

10°

10710

error,

1020

50 100 150
lterations

errork

errork

1020

1D convergence rate with e -10°

[N, =64
=N =128
y
LN, =256
\
N =512
y

50 100 150
Iterations

1D convergence rate with ¢ =10

10°

10710

1020

50 100 150
Iterations

495

Fic. 2. Convergence of Algorithm 1 with different Av (top) or different T (bottom). Top left:
e =1, step size y = 0.5 and 7 = 0.05. Top right: € = le—5, step size v = 0.4 and 7 = 0.05. Bottom
left: € = 1, step size v = 0.5 and Av = 10/64. Bottom right: € = le — 5, step size v = 0.4 and

Av = 10/64.

1D convergence rate with e =1

10°F,

1010k

error,

1020

-

10 20 30 40 50
lterations

1D convergence rate with € =1

10° i

10710k

error,

1020

[~7=0.4
~7=0.2
[—7=0.1
7=0.05
7=0.025
[-7=0.0125]

Iterations

EffOfk

errork

100F=

10-10

1020

1D convergence rate with e -10°

10 20 30 40 50
Iterations

1D convergence rate with ¢ =10°

10°

10710

102

Iterations

Fic. 3. Convergence of Algorithm 2 with different Av (top) or different T (bottom). Top left:
e =1, 7 = 0.05. Top right: ¢ = le — 5, 7 = 0.05. Bottom left: ¢ = 1, N, = 64. Bottom right:
e=1le—5, N, = 64.

and compute the relative error:

N

er = ||fz(T,z,v) — fz(T,z,0)|1 == ZZ |(f7)ig(T) — (fz)is(T)|AvAz

i=1 j=1

N,
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2 Convergence behavior at different t 20 C g ior at di t
' =t
e =te-1
—c=te2
1 e =1e-3
@ @ 5 e =te-4
2 S [ c=1e5
S s
2 210
ks ks
] ]
o o
5 Es
z P4
ol ' t n t n t t n t ol . | . . . : | . :
0.05 0.25 0.45 0.65 0.85 1.05 1.25 1.45 165 1.85 0.05 0.25 0.45 0.65 0.85 1.05 1.25 145 165 1.85
Time Time

Fic. 4. Convergence behavior at different time steps with 7 = 0.05, Av = 10/64 and stopping
criterion 6 = le — 7. Left figure is generated by Algorithm 1 with v = 0.5,0.5,0.5,0.4,0.4,0.4 for
e=1,le—1,le—2,1e — 3,1le — 4, le — 5, respectively. Right figure is generated by Algorithm 2.

Second Order Accuracy in v

=1

e=1e3

—e=1e-5

10'2 E |—slope = 25

203

1107 3

104 3
1080 .
102 107"

Av

Fic. 5. Relative error ea, with Av = 10/64,10/128,10/256,10/512,10/1024 and fized 7 =
0.0063, T'= 0.1, and Nmaz = 1000. The black line indicates second order accuracy.

First Order Accuracy in Time Second Order Accuracy in space

10°
[—e=1

e=1e-3

—c=1e5
103 |—slope = 1
102

Fic. 6. Left: Relative error er with fited Av = 12/64, Az = 1/16, and varying 7 =
Az /8, Ax/16, Ax/32, Ax /64, Ax/128. The black line indicates first order accuracy. Right: Relative
error eny with fized Av = 10/64, and varying Az = 1/16,1/32,1/64,1/128,1/256 and 7 = Az/8.
The black line indicates second order accuracy. In both cases, T'= 0.1, Npmaz = 1000.

and

Ny N,
ear = [|fae(T,2,0) = fau (Ty2,0) |1 i= DY [(Fan)ig(T) = (fae )i, (T)|AvAz.

i=1 j=1

As expected, we observe first order accuracy in time and second order accuracy in
space, both uniformly in €. The results are shown in Figure 6.

4.1.3. The asymptotic preserving property. This section is devoted to
checking the asymptotic property of our scheme. For this purpose, consider the spa-
tially inhomogeneous VPFP system (1.3) with the following initial condition (4.3).
The computational domain is chosen as x € [0,1] and v € [—6,6]. At every time
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1D VPFP: asymptotic behavior

e=1e-3
L e=le-4
10°
* e=1e-5
= 107
=
S
= | 7 MhsssssssnsansrAsssssAAAAAAAAAAAAAAALAMAMAL
2 102
o
10°
’* g *x L A S S %

-4 Ly . . . . . . . . .
1
0 0.002 0.013 0.023 0.033 0.044 0.054 0.065 0.075 0.085 0.096

Time

Fi1G. 7. Ewvolution of distance between our solution f and the local equilibrium M and with
decreasing €. Here Npmas = 1000, Az = 1/64, Av = 12/64, and 7 = Az/16.

t, = n -7, we consider the [; distance between our solution f™ with the local equilib-
rium M™ as
1f = M= 1™ (@i, v5) = MP (v5)| Az Aw.
4,J
Figure 7 shows that this distance decreases at the order of O(g) with decreasing ¢,
which confirms the asymptotic property.

4.1.4. Entropy decay. In this section, we first consider the Vlasov—Fokker—
Planck system

atf + 'vaf - vw¢0 ' vvf = Vv : (’Uf + vvf)

with a fix external potential ¢(x) and check the entropy decay property. The initial
condition is taken to be

= _ Px) ~lotls? e—‘v’éﬁ'z
P(x) = V21(2 + cos(2mz)),  fO(x,v) = L (e N > |

¢o(x) = %sin(ch).

According to [5, 16, 18], f converges exponentially fast to the global equilibrium

f 2v2m eigié sin(2mrx)
oo . .
fol e~ssnedy

To see this, we compute the evolution of the relative entropy

(4.4) E(f|foo)://flogf%odvdx

and display the results in Figure 8. As shown, the relative entropy decays in time
with an exponential rate at the beginning. This decay, however, is flattened at around
102, which indicates a discrepancy between f and f... On the right of Figure 8, we
see that this discrepancy decays with finer grids, which implies that our scheme does
not preserve the global equilibrium exactly, but only up to some numerical error.

Next we consider VPFP system (1.3) with ¢ = 1 and check the entropy decay.
The initial data is taken the same as that in section 4.1.3, and the computational
domain is chosen as z € [0, 1] and v € [—6, 6]. In this case, we do not have an explicit
formula for f,, so we compute it numerically by running our scheme for a long enough
time until it converges to a steady state. Figure 9 then displays the exponential decay
of the relative entropy (4.4), as partially predicted in [28].
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Entropy Decay Rate Entropy Decay Rate

“N,=16

1 2 3 4 5 1 2 3 4 5
Time Time

Fic. 8. Left: Exponential decay of entropy with Ny = 32. Right: Entropy decay with different
Ng. Here z € [0,1], v € [—6,6], Nmaz = 1000, Az = 1/N,, Av =12/64, and T = Az/15.

10 Entropy Decay

100,

= 105F

log E(f[f

10'10,

10'15,

1020

Time
Fic. 9. Ezxponential decay of the relative entropy E(f|foc) with Nmas = 1000, Az = 1/32,
Av =12/64, and T = Az /16. foo is computed at t = 5.

4.1.5. Mixing regime. In this section, we test the performance of our scheme
when ¢ has a mixing magnitude:

ey = { 0 + 3(tanh(5 — 10z) + tanh(5 + 10z)), = < 0.3,
€0, x> 0.3,

with eg = 1073. The initial condition is chosen as

2
0\ V2w _ 0 _ pla) et ~L6T1L i
p (x) - 6 (2 + Sln(ﬂ—x))7 f (LE,’U) - me 2 9 h(x) - 25321 .

In Figure 10, we plot the shape of the solution at two different times, ¢t = 0.2 and
t = 0.3, and compare our solution with the reference solution obtained by an ex-
plicit solver, which uses the second order Runge-Kutta discretization in time and
the MUSCL scheme for space discretization. Here a good agreement between two
solutions is observed, which confirms the efficiency of our method.

4.2. Two dimensions in velocity.

4.2.1. Convergence rate. For the two-dimensional case, we start again by
checking the convergence of our proximal quasi-Newton method to the spatially ho-
mogeneous case with varying . Here we consider the initial condition with four
bumps:

o) = @D ==D* 4 Lot @r1)? | 2 a1t | 4 o1 — a2
T 0 T

Y

where v € [—5,5] x [=5,5]. In Figure 11, we compute the relative error (4.2) with
respect to k, where u* is obtained by running the same algorithm with 110 iterations.
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t=0.2 t=0.3
-- Reference p(t) ' ' -- Reference p(t, '
2|l=p0) ] 2 ett

Fic. 10. Comparison of our solution with the reference solution obtained by explicit solver. Here
we use x € [0,1], v € [-6,6], Ny = 100, Az = 2/N, Av = 12/64, and 7 = Az /15 for our method.
We use Ny = 2000, Az = 2/N,, Av=12/64, 7 = min{ﬁm,eoAz,soAﬁ}ﬁ = 7.0313e — 6 for
the explicit reference solver.

2D Convergence rate of PN line search

—e=1e-5
—e=1e-4

20 40 60 80 100
Iterations

Fic. 11. Convergence of Algorithm 2.2 with varying €. Here N, = 40, 7 = 0.05.

4.2.2. Evolution of two semitorus-like initial condition. In this section,
we plot the evolution of VPFP system using Algorithm 2.2 with the initial condition

fo(v) = 1.5 (1 4 (\/(01 T (02 2)2> ~10

+2 (1 + (\/(vl +2)2 + (vy +2)2 — 2)2>_10

in Figure 12. An evolving to the equilibrium and exponential convergence in entropy
is observed.

4.2.3. The asymptotic preserving property. Consider a 1d, x 2d, VPFP
system with initial condition
Jo@) = 28 (02270127 | (042~ 014D? 022~ (014D)? (0242~ (02-2)7)
4m ’
where v € [-5,5] x [-5,5] and
V2 5.0132
P(z) = TW(Q +cos(2ma)),  he) = T o e,

As in the one-dimensional case, we compute the [; distance between our solution and
the local equilibrium at each time t,, as

17 = MM =D 1™, v5,v8) — MP (v, 08) | AzAv®.
ik

z € (0,1).

In Figure 13, we again observe an order O(e) distance with decreasing e, which indi-
cates the asymptotic preserving property of our scheme.
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Initial condition Bird's eye view of initial

1=0.3 t=0.5

Entropy decay in time

0 0.25 0.5 0.75 1 125 15
Time

Fic. 12. Evolution of f(t,v). Top row is initial states in different viewpoints; second and third
rows are the evolution along time; bottom row is equilibrium and evolution of entropy in time. Here
we use v € [—5,5] X [=5,5], T = 0.05, Nymaz = 1000, Av =0.25, § =107, and ¢ = 0.2.

2D VPFP: Error of f and equilibrium M

[e=1e-2
[~e=1e-3
—e=1e-4
[+e=1e-5

6 1 1 1 L L
0 0.0312 0.0625 0.938 0.125 0.156 0.1875
Time

F1c. 13. Evolution of the distance between our solution f and local equilibrium M with decreas-
ing . Here Ax =1/16, Av =10/40, Nymae = 1000, and 7 = 0.0078.

4.3. Three dimensions in velocity. At last, we’d like to emphasize that our
scheme can be easily extended to higher dimensions due to its passive parallelizability.
To this end, we consider one example in three dimensions. The initial data is taken
to be
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fslice of v, =-2 t=0 f slice of v,=-21=0

Fi1G. 14. Initial state of f(0,v1,—2,v3) and f(0,v1,v2,—2).

f slice of v,=-2 1=0.05 1 slice of v,=-2 1=0.05

f slice of v,=-2 t=0.15 f slice of v,=-21=0.15

fslice of v,=-2 1=2.1 Entropy decay in time

Time

Fic. 15. Ewvolution of f(t,v1,—2,v3) and f(t,v1,v2,—2). Top two are t = 0.05, middle two are
t = 0.15, bottom left is f(2.1,v1,—2,v3), and bottom right is entropy decay in time.

Fo(vr,va,v3) = (2m) /2 (em (7D (et )P0 /2 g o (i) (2 =) o0 /2y

as displayed in Figure 14. The computational domain is v € [—L, L] X [-L, L] x [ L, L]
with L = 4 and it is partitioned into 16 cells in each direction, i.e., Av = 0.5. We take
e = 0.2, At = 0.05, and N4, = 1000. Figure 15 gives the evolution of the initial
profile toward the equilibrium and also the decay of entropy.

5. Conclusion and discussion. In this paper, we propose an asymptotic pre-
serving scheme for the VPFP system with high field scaling. The scheme falls into the
category of implicit-explicit methods, which is often adopted in designing asymptotic
preserving schemes. The major contribution, however, is the treatment of the im-
plicit part, for which we use a variational formulation. Therefore, instead of directly
inverting the implicit system, we solve a minimization problem. The minimizer then
automatically conserves mass and preserves positivity, both of which are desirable fea-
tures of numerical schemes. More importantly, the implicit system is stiff and often
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suffers from ill-conditioning, a problem that has been overlooked in the literature.
The optimization algorithm we developed, on the contrary, includes a preconditioner
that comes from the Hessian of the objective function and therefore enjoys uniform
convergence across different scales. Numerical examples also show that this conver-
gence is insensitive to the dimension of the problem, an important property that is
desired for high dimensional problems. Furthermore, the massive parallelizability of
our scheme also makes it amenable in high dimensions. Although the implicit part
of the VPFP system may be solved efficiently with a more sophisticated algorithm
such as a multigrid method, our method has much better generalizability. In fact,
the variational formulation offers a natural implicit treatment that also mimics the
real physical process (i.e., entropy decrease) for the collision term in many kinetic
equations. And we hope that the variational framework we put forward in this paper,
together with the advanced optimization solver, can provide a new class of asymptotic
preserving schemes for kinetic equations applicable to high dimensions efficiently.

Appendix A. Proof of Theorem 3.5.

LEMMA A.1. Suppose Hi and Ho are positive definite matrices with bounded ei-
genvalues: miI < Hy X MyI and mol =< Hy <X Msl. Let Auy and Aus be the search
directions generated using H1 and Ha, respectively:

Auy = proxtt (u — H'VF(u)) —u,
Aug = prox{? (u — Hy 'VF(u) —u.

Then these two search directions satisfy
—1/2 —-1/2
| Aur — Auzln, < 17— Hy " 2HoHT 2 )] A,
Proof. The main part of the proof is similar to that in [26, proof of Proposition
3.6] with a little alteration except the very last estimate. But we still include the

details for completeness. By the definition of search direction

Au = proxg (u—H'VE(u)) —u,

we have
HH 'VF(u) — Au) € dx(u+ Au),
thus
HAu € —=VF(u) — Ox(u + Au).
Then

Auy = argmin(VEF(u))Td + (1/2)d"Hid + x(u + d),
d
Aug = argmin(VF (u))Td + (1/2)d"Had + x(u + d),
d
which leads to

(VF(u))TAuy + (1/2)AulHi Aug + x (v + Aug)
< (VF(u)TAus + (1/2)AulHi Aug + x (u 4+ Aug)
— (1/2)(AU1 — A’LLQ)THl(Aul — AL@),
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which is equivalent to

(VE(u))TAug + AulHiAug + x (u + Aug)
< (VF(u))TAus + AuTH; Aug + x (u+ Aug) .

Similarly, we have

(VF(u))TAug + AulHaAug + x (u + Aug)
< (VF(w)? Aup + AuTHoAug + x (u+ Auy) .

Summing up these two inequalities gets
(Aul)THlAul — (Aul)T (Hl -+ HQ) AUQ + (AUQ)THQAUQ S 0.
By completing the square, we have

(Aup)THiAug — 2(Aug)TH1 Aug + (Aug) TH1 Aug
S (Aul)T (H2 — Hl) AUQ —+ (AUQ)T (H1 — H2) AUQ.

Consequently,

HAul—AUQHQ < (Auy — Aug)T(He — Hy)Aus
= (H2(Auy — Aug))T(Hy Y2 HoH Y2 — DHY 2 Aug
< [|Aur — Aug |, [IHy /2 HaHT Y2 — 1| Aus i,

which leads to the result. a

LEMMA A.2. Suppose that there exist constants v, ', R', Lo > 0 such that r'[ <
HF < R'I, rI < VQF(U(k)), and V2F s Lipschitz continuous with constant Ly. Let
u(l;+1) = u® + Ay (k)

where Au,,, is the search direction by the proximal Newton
method. Then

nt7

[

RV R
A fnu“ﬂ e
Proof.

[uli™ —w* e < VR ||u<’f+” |

v ” (k+1)
\[

VI L2 ) g2
- T2\f

L2V || (k) _
QT\F

U2 pru)

u” [

The third inequality comes from the quadratic convergence of the proximal Newton
method (Theorem 3.4 in [26]). O

Proof of Theorem 3.5.

Proof. Let Au(k) be the search direction generated by the proximal Newton
method and Au® generated by Algorithm 2.2. Then we have
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[u+D — u[le = [[u® + £ Au®) — u* |y

Here C = L2YE ¢/ = L"“ﬁ(

= |lu® + Au(k) —u" - Aufﬁ) + ' Au®| i

= [u® + Auly) —u* — ' Aul) + ' Au®) — (1 — ) Auly [l

< Ju® + Aull) — [l + 2 Au® — Aul) e+ (1= )] Al e
< Olfu® — | + ' Aul) e + (1 — )] Aul fle

= Ollu®™ — w2 + (1 =t + gt | Al e

= CHu(k) — u*||,%,k +(1- th+ qtl)Hu(k) + Augﬁ) —u®) 4oy — u*||yr

(k+1)

< Ollu™ — | + (1=t + gt ) (g™ — s+ ™ =)

< Ofu® =P+ (1=t + ) [u® = e

—t! + qt!), and the second and third inequalities use

2ry/r!? 2rv/'r

Lemmas A.1 and A.2. 0

[11]
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