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Abstract—Age of Information (Aol) is a new metric for measuring the freshness of sensory data in wireless sensor networks. The
Battery-Free Wireless Sensor Network (BF-WSN) is proposed to break through the lifetime limitation of battery-powered wireless
sensor networks. However, the emerging BF-WSN also brings challenges to the minimization of Aol, on account of its energy
characteristics. In this paper, we investigate the Aol minimization data collection scheduling problem for BF-WSNs. The off-the-shelf
works for the Aol minimization data collection scheduling problem either focus on simple networks with no more than three nodes or
assume that battery-free sensor nodes have specific energy harvesting process, such as Bernoulli process and Poisson process.
Different from these works, we first consider the Aol minimization data collection scheduling for one-hop BF-WSNs with multiple
battery-free sensor nodes transmitting their sensory data to the sink node, where the energy harvesting processes of battery-free
sensor nodes are non-specific. We propose the optimal offline algorithm and the online algorithm for the problem, respectively. The
optimality of the offline algorithm and the competitive ratio of the online algorithm are theoretical proved and analyzed. Numerical
results are provided to verify the performances of the proposed algorithms.

Index Terms—Age of information, battery-free wireless sensor networks, data collection scheduling.

1 INTRODUCTION

Age of Information (Aol) is a new metric for measuring
the freshness of sensory data in wireless sensor networks.
Aol was first proposed in [1] [2] and has been receiving
increasing attention since. Aol characterizes the freshness
of sensory data from the destination’s perspective and is
defined as the time that elapsed since the last received sen-
sory data was generated. Different from traditional packet-
centric metrics, such as delay and throughput, Aol is a
destination-centric metric. An increasing number of appli-
cations in wireless sensor networks require time-sensitive
sensory data to improve the quality of service. What’s more,
stale sensory data is of little value to these applications.
Therefore, plenty of works have been devoted to inves-
tigating the Aol minimization data collection scheduling
problem in wireless sensor networks.

Energy supply is the major limitation in wireless sensor
networks and restricts its wide applications to a certain
extend. The energy supply in wireless sensor networks
mainly relies on batteries equipped in sensors, which have
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limited battery capacity. Replacing batteries is necessary
for network sustainability. However, it is difficult or even
infeasible to replace batteries in many applications. To break
through this limitation, the Battery-Free Wireless Sensor
Network (BF-WSN) emerges in recent years. BFE-WSNs are
composed of battery-free sensor nodes, which can harvest
energy from the sustainable power sources in their ambient
environments instead of batteries, such as solar power [3]
[4], wind power [5], and Radio Frequency (RF) signal power
[6] [7], etc. To store the harvested energy, battery-free sensor
nodes are equipped with capacitors which can be recharged
infinitely.

Despite the sustainable energy supply from power
sources in the ambient environments, the energy supply in
BF-WSNss is uncontrollable and insufficient for continuous
working. Therefore, the energy constraint is a major concern
for the Aol minimization data collection scheduling prob-
lem in BF-WSNss. A few recent works start to investigate the
Aol minimization data collection scheduling problem under
an energy harvesting setting [8]-[17]. Most of the works
only consider the simple scenario, where the network only
consists of one battery-free sensor node transmitting its sen-
sory data to one sink node. However, the methods proposed
by these works are inapplicable to networks with multiple
battery-free sensor nodes transmitting their sensory data
to one sink node since the inevitable interference among
transmissions is not considered in these methods. Besides,
some existing works are proposed based on the assumption
that the energy harvesting process of a battery-free sensor
node follows a Bernoulli process [8] [9] or a Poisson process
[10]-[13]. However, the scheduling algorithms proposed by
these works may be infeasible for BF-WSNs with other
energy harvesting processes.

In this paper, we solve the above problems and in-
vestigate the Aol minimization data collection scheduling
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problem in one-hop BF-WSNs. Transmission interference
among multiple battery-free sensor nodes is considered in
the data collection scheduling. We propose data collection
scheduling algorithms for BF-WSNs with non-specific en-
ergy harvesting processes. The main contributions of this
paper are as follows.

1) The problem of Aol Minimization Scheduling (AMS)
to generate data collection schedules with minimum
weighted sum of average peak ages for one-hop BF-
WSNSs, is formally defined.

2) An optimal offline algorithm is proposed for the offline
version of the AMS problem, provided that the sink
node has the global knowledge of the future energy
profiles of all battery-free sensor nodes. The optimality
of the offline algorithm is proved.

3) An online algorithm is proposed for the online version
of the AMS problem, provided that the network has
no knowledge of the future energy profiles of battery-
free sensor nodes. The competitive ratio of the online
algorithm is theoretically analyzed.

4) Numerical results are provided to evaluate the perfor-
mances of the proposed algorithms.

The organization of this paper is as follows. In Section 2,
we discuss the related works. Section 3 provides the formal
definition of the Aol Minimization Scheduling (AMS) prob-
lem. The optimal offline algorithm and the online algorithm
are proposed and analyzed in Section 4 and 5, respectively.
In Section 6, numerical results are presented to verify the
performances of the proposed algorithms. Finally, Section 7
concludes the paper.

2 RELATED WORKS

Age of Information (Aol) was first proposed in [1] [2],
and has been receiving increasing attention since [18]-[20].
Plenty of works have been proposed to optimize Aol for
data collection scheduling in wireless sensor networks [8]-
[12], [14]-[17], [21]-[26], including battery-powered wireless
sensor networks and battery-free wireless sensor networks.

2.1 Battery-Powered Wireless Sensor Networks

The works in [21]-[26] investigated the Aol optimization da-
ta collection scheduling problem in battery-powered wire-
less sensor networks. The work in [21] investigated to min-
imize the average age penalty of the status update packets
transmitted by a single source node. It formulated the av-
erage age penalty minimization problem as a constrained
semi-Markov decision process with an uncountable state
space and proposed algorithms for the problem to find the
optimal status update policy. The works in [22] and [23]
investigated to optimize Aol in single-hop wireless sensor
networks, where a number of sources transmitting their
packets to one destination. The work in [22] considered
the unreliable wireless channel, and proposed algorithms
to minimize the expected weighted sum Aol of the net-
work while satisfying both interference and throughput
constraints. The work in [23] considered two optimization
objectives, i.e., minimizing the total average peak age and
the total average age of the sources. The work in [24] consid-
ered the scheduling for a mobile agent collecting data from
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multiple sources. It designed the trajectory for the mobile
agent to minimize peak Aol and average Aol of the network.
The work in [25] studied the minimum age transmission
scheduling problem for multiple sender-receiver pairs. The
authors proposed a randomized 2.733-approximation algo-
rithm and a dynamic-programming-based exact algorithm
to minimize the total age of all receivers at all time indices.
The work in [26] investigated to minimize the peak age
and average age in wireless sensor networks with multi-
ple source-destination links. The authors considered two
types of sources, i.e., active sources and buffered sources,
and proposed scheduling policies for them. However, these
works are not applicable to battery-free wireless sensor
networks any more, on account of the energy characteristics
of battery-free sensor nodes.

2.2 Battery-Free Wireless Sensor Networks

A few recent works have been proposed to investigate the
Aol minimization data collection scheduling problem under
an energy harvesting setting [8]-[12], [14]-[17]. These works
considered the Aol minimization data collection scheduling
problem in simple networks, which consists no more than
three nodes. Most of the works assume that battery-free
sensor nodes have specific energy harvesting process, such
as the Bernoulli process and the Poisson process. Therefore,
these works can be divided into two categories according to
the energy harvesting process applied in these works.

The first category of works considered the BF-WSNs
with battery-free sensor nodes having specific energy har-
vesting process. The work in [8] considered the transmission
between one battery-free sensor node and one sink node and
assumed that the energy harvesting process of the battery-
free sensor node followed a Bernoulli process. The authors
studied the Aol minimization scheduling problem for net-
works with an erasure channel. The work in [9] considered
a more complex network with two source nodes and one
common destination, where one source node is battery-free
and the other one is battery-powered. The energy harvesting
process of the battery-free sensor node is also assumed to
follow the Bernoulli process. The authors investigated to
minimize the delay and Aol in a multiple access channel.
The following works considered the transmission between
one battery-free sensor node and one sink node and as-
sumed that the energy harvesting process of the battery-
free sensor node followed a Poisson process. The authors
in [17] considered the optimal online policies to minimize
the long-term average Aol under three scenarios, i.e., the
battery size of the source node is infinite, finite, and one
unit only, respectively. The work in [10] studied to minimize
the long term average Aol at the destination. It proved that
the optimal policy was a renewal policy. The works in [11]
[12] investigated to minimize the long-term average Aol
for networks with noisy channel. An average-cost reinforce-
ment learning algorithm was proposed in [14] to minimize
the expected average Aol. Although assuming the specific
energy harvesting process of battery-free sensor nodes can
help to get better theoretical results. The assumption of
battery-free sensor nodes with specific energy harvesting
process may be invalid in most cases.

The second category of works considered the BF-WSNs
with battery-free sensor nodes having non-specific energy
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harvesting process. The work in [15] first proposed an offline
policy to minimize both the average Aol and the peak
Aol for a simple network with one pair of transmitter-
receiver. Then, it proposed a threshold policy to minimize
the average Aol for the online problem, which achieved
performance close to the offline policy. The work in [16] also
considered the transmission between one battery-free sensor
node and one sink node. The authors studied to minimize
the average Aol for networks where the transmission delay
was the function of the energy consumption for transmis-
sion. They formulated the problem under different scenarios
and characterized the corresponding optimal solutions.

However, the networks in practice are more complex. In
networks with multiple battery-free sensor nodes transmit-
ting their sensory data to one sink node, the interference
among these transmissions are inevitable. Since the above
works did not consider interference among the simultane-
ous transmissions of multiple sensor nodes, they are not
applicable for complex networks any more. Therefore, in
this paper, we investigate the Aol minimization data collec-
tion scheduling problem in BF-WSNs with multiple battery-
free sensor nodes having non-specific energy harvesting
processes.

3 PROBLEM DEFINITION

3.1 System Model

In this paper, we consider a one-hop Battery-Free Wire-
less Sensor Network (BF-WSN) with one sink node, vy,
collecting time-sensitive sensory data from n battery-free
sensor nodes, V' = {vy,v2,-+- ,v,}. We adopt a discrete-
time system in this paper, where time is slotted into equal
time slots and the length of each time slot is the time
consumption for a battery-free sensor node generating and
transmitting one sensory data packet to the sink node. We
consider the scheduling for the network in 7' time slots
and index the time slots by 1,2,---,T. Without loss of
generality, we assume that T' = mn + 1, where m € N and
m > n in general. In each time slot, the sink node can only
receive one data packet from a single battery-free sensor
node for transmission interference. We use an indicator s;(t)
(z=1,2,---,n) to denote the wireless channel assignment
in time slot ¢. When s;(t) = 1, the wireless channel is
assigned to battery-free sensor node v; in time slot ¢ for
transmitting its sensory data packet to the sink node, and
si(t) = 0 otherwise. Due to the transmission interference,
the indicators in time slot ¢ satisfy that

si(t) <1,
i=1

vte{1,2,--- T} Q)

Besides, we assume that the wireless channel in the BF-
WSN is reliable [13] [17] [25], thus each sensory data packet
transmitted by a battery-free sensor node v; in time slot ¢
can be successfully received by the sink node if s;(t) = 1
and 2?21 5j(t) < 1. In the future works, we will consider a
more realistic wireless channel setting, i.e., erasure wireless
channel [8] [15] [18] [22], where each transmission in the
wireless channel may fail with a certain probability.
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3.2 Energy Model

Battery-free sensor nodes harvest energy from power
sources in their ambient environment, such as solar power,
wind power, and RF signal power, etc. The amount of
energy harvested by an individual battery-free sensor node
varies with time. Besides, the amount of energy harvested
by different battery-free sensor nodes in the same time slot
may be different. We use EX (t) to denote the energy har-
vested by battery-free sensor node v; in time slot ¢. Without
loss of generality, we assume that E(0) = 0. Plenty of
works have been devoted to constructing energy prediction
models for battery-free sensor nodes harvesting energy from
different power sources [27]-[35]. However, the accuracy of
these energy prediction models cannot be guaranteed. In
general, E (t) cannot be estimated precisely before time
slot .

We use EY (t) to denote the amount of energy consumed
by battery-free sensor node v; in time slot . We say that a
battery-free sensor node v; is in active state in time slot ¢ if v;
generates a sensory data packet and transmits it to the sink
node in time slot ¢. Otherwise, we say that v; is in idle state
in time slot ¢. All battery-free sensor nodes have the uniform
energy consumption for generating and transmitting a sen-
sory data packet, denoted by e;. We assume that the energy
consumption of a battery-free sensor node in idle state is
negligible. Therefore, the energy consumption of v; € V' in
time slot ¢ is,

EC(t) = es, if v; is in active state, @
10, otherwise.

Then, we use E;(t) to denote the energy stored in v; at
the beginning of time slot ¢, where

Ei(t)=E;j(t—1)+Ef(t—-1)—ES(t-1). (3)

We use an indicator f;(t) to denote whether v; € V has
enough energy for generating and transmitting a sensory
data packet at the beginning of time slot ¢, i.e.,

A6 = {é if Bi(t) > e,

3.3 Problem Statement

(4)

otherwise.

Age of Information (Aol) is a destination-centric measure-
ment for the freshness of information that received by the
sink node. We use a;(t) to denote the Aol with respect to
battery-free sensor node v; in time slot ¢, which is the time
that elapsed since the generation of the sensory data packet
that was most recently transmitted from v; to the sink node,
ie.,

a;(t) =t — u;(t), (5)

where u;(t) is the generation time of the freshest sensory
data packet received by the sink node from battery-free
sensor node v;. We consider the generate-at-will model
similar to [11] [21]. That is, each battery-free sensor node
can generate its sensory data packet at any time by its own
will and transmit the generated sensory data packet to the
sink node instantly. As Fig.1 shows, the Aol a;(t) drops to
1 if a new sensory data packet is transmitted from v; to the
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sink node in time slot (¢ — 1), and increases linearly in time
otherwise. That is,

ailt+1) = {1, if 5:(0)fi(8) = 1,

6
a;(t) +1, otherwise. (©)

For simplicity, and without loss of generality, we assume
tl

Aol a;(t)

o = B W B u oo

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Timet

(slotted)

Fig. 1: The Aol for a battery-free sensor node.

In this paper, we consider the weighted sum of average
peak ages as the age metric, which is a common age metric
in wireless sensor networks [24] [26] [36]. Different from the
delay metric and the throughput metric, the age metric has
higher demands. Specifically, the minimum delay problem
only cares for the delay of data packets transmitted from
the source to the destination and the minimum throughput
problem only cares for the times of successful transmissions
from the source to the destination. But the minimum Aol
problem also cares for how regularly the successful trans-
missions with low delay happen. To achieve a good age
performance for data collection in wireless sensor networks,
it requires to collect data with low delay regularly [18].

From Fig.1, we can see that the peak age with respect
to battery-free sensor node v; is achieved just before a new
sensory data packet is successfully received by the sink node
from v;. Besides, the last peak age with respect to battery-
free sensor node v; in T time slots is achieved in the last time
slot T'. A battery-free sensor node v; can generate a sensory
data packet and transmit it to the sink node in time slot ¢
only when the wireless channel is assigned to v; in time slot
t and the energy stored in v; at the beginning of time slot ¢
is no less than e, i.e., s;(t) f;(t) = 1. Otherwise, battery-free
sensor node v; keeps idle in time slot ¢.

Therefore, the average peak age with respect to v; in T'
time slots is defined as,

AP _ Lz s fi(Bai(t) -
' ey si(6)i(t)
For simplicity of exposition, we set s;(T) f;(T) = 1,Vv; € V.
Therefore, the weighted sum of average peak ages in the BF-
WOSN is defined as,

AP =Y AP, ®)
i=1

where w; > 0 is the weight of battery-free sensor node
v; and Y. ; w; = 1. The weights of battery-free sensor
nodes represent their different demands for the information
of freshness.

A data collection scheduling policy for the one-hop

BF-WSN in T time slots can be denoted as a sequence
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w = {r(1),7(2),--- ,7(T)}, where n(t) € {0,1,---,n}.
7(t) = 0 means that no battery-free sensor node transmits
its sensory data packet to the sink node in time slot ¢,
otherwise, battery-free sensor node vy (;) generates a sensory
data packet and transmits it to the sink node in time slot ¢. In
this paper, we study the data collection scheduling problem
in one-hop BF-WSNs to minimize the weighted sum of
average peak ages, called Aol Minimization Scheduling
(AMS) problem. The AMS problem can be formulated as
follows.

Input:

1)V = {v,v9, -+ ,v,}, the set of battery-free sensor
nodes in a one-hop BE-WSN,

2) T, the number of time slots, where T' = mn + 1 and
m > n in general,

3) Ei(1) i =1,--- ,n), the initial energy stored in battery-
free sensor node v;,

4) EF@#) (@ =1,---,nand t = 1,---,T), the amount of
energy harvested by v; in time slot ¢,

5) es, the amount of energy consumed by each battery-free
sensor node to generate and transmit one sensory data
packet.

Output: # = {n(1),7(2),---,7(T)}, where n(t) €
{0,1,--- ,n}, the data collection schedule for battery-free
sensor nodes of the one-hop BE-WSN in T' time slots to
minimize the weighted sum of average peak ages, A”.

4 THE OFFLINE ALGORITHM

In this section, we first consider the offline version of the Aol
Minimization Scheduling (OFF-AMS) problem, provided
that the sink node has the global knowledge of the energy
profiles of all battery-free sensor nodes in the following T'
time slots. A large number of works have been devoted to
building energy prediction models for battery-free sensor
nodes harvesting energy from solar power [27]-[29], wind
power [30] [31], and RF signal power [32]-[35]. When the
accuracy of these energy prediction models is guaranteed, it
is possible for the sink node to get the global knowledge of
the energy profiles of all battery-free sensor nodes in the fol-
lowing T" time slots. We devise an optimal offline algorithm,
called the Large Age Revenue First (LARF) algorithm, for
the OFF-AMS problem.

4.1 The LARF Algorithm

Before the description of the offline algorithm, we first
introduce the following definitions.

Definition 1 (Maximum number of transmissions). The

maximum number of transmissions for a battery-free sensor node
o defi _ | B+ B (@) ;

v; is defined as H; = | =—~——=t=1—i-=|. That is, battery-free

sensor node v; can transmit at most H; data packets to the sink

node in the following T' time slots for energy constraint.

Definition 2 (Energy profile). The energy profile for a battery-
free sensor node v; in the following T time slots is defined as
a sequence of H; time slots, P; = {1;(1),7:(2),--- ,7(H;)},
where 7;,(3) (j = 1,- -+, H;) is the earliest time slot that v; can
transmit its j-th data packet for energy constraint. And 7;(j) is
defined as

73(j) = min{r + 1|E;(1) + > E[(t) > je,,0 < 7 < T}.
t=0
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Definition 3 (Number of successful transmissions). The
number of successful transmissions for a battery-free sensor
node v; in schedule w = {n(1),---,w(T)} is defined as
Ci =S s fit) = S 1 (1)=i, Where the indicator
Ly equals to 1 if n(t) = i holds, and O otherwise. By
definition, C; < Hj. Besides, 3;_, s;(t) fi(t) = C; + 1, since
si(T)f:i(T) =1

According to the property of the peak age, we have the
following lemma.

Lemma 1. For any schedule w = {m(1),--- ,n(T)}, the sum of
peak ages for battery-free sensor node v; in T' time slots is T, i.e.,
S si(t) fit)ai(t) = T, wherei =1,--- ,n.

Proof. We assume that s;(¢) f;(t) = 1 whent = t1,t9,--- , 1§
in schedule 7r, where 1 < t; < --- < t; = T. Therefore, we
have that Zthl si(t) fi(t)a(t) = Z?Zl a;(t;). According to
the definition of Aol in (6), we have a;(t; + 1) = 1, and
ai(tj+1) = ai(t; +1) + (tj41 — (t; +1)) = tj11 — t;, for any
j=1,---,k—1.Besides, a;(t;) = a;(0) +t; = t1. Asa con-
sequence, we have Zthl si(t) fi(t)ai(t) = Z§=1 a;(t;) =
t +Z§;11(tj+1 —t;) =t = T. This completes the proof. O

Therefore, the average peak age with respect to battery-

free sensor node v; in T time slots is rewritten as AP =
L _ Then, the mathematical formulation of the OFF-AMS

C;+1°
problem is as follows.
min AP = w; AP = Wi 9
™ 1:21 ¢ FZI C;+1 ( )

st si(t) € {0, 1},

Y osit)y<1, t=1,--- T,
(7)1

> Lewei<j =1 Hyi=1-n,
t=1

where 7 = {7(1),7(2),--- ,7(T)} and 7(t) = > i -
si(t) fi(t). According to (9), the objective function of the
OFF-AMS problem only depends on the number of suc-
cessful transmissions of battery-free sensor nodes in 7' time
slots, C; (i = 1, - -+ , n). Therefore, we define the age revenues
with respect to the successful transmissions of battery-free
sensor nodes as follows.

t=1,- ,Ti=1,,n,

S

1
J

3

Definition 4 (Age revenue). The age revenue with respect to
the j-th successful transmission of battery-free sensor node v; is
defined as the reduction of the weighted sum of average peak ages
AP after the j-th (j = 1,--- | H;) successful transmission of v;,
ie.,
wiT wiT - ’LUZ*T

G-D+1 j+1 GG+
Theorem 1. For a battery-free sensor node v;, its age revenues
satisfy that R;(1) > R;(2) > --- > R;(H;).

Ri(j) = (10)

Proof. According to the definition of age revenue, V1 < j <
k < Hi, Ri(j) — Ri(k) = 5505 — gty > 0- This finishes
our proof. O

By virtue of the age revenues of successful transmissions
of all battery-free sensor nodes, we propose a greedy al-
gorithm, the Large Age Revenue First (LARF) algorithm,
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for the OFF-AMS problem. In the LARF algorithm, the
wireless channel assignment is initialized as s;(t) = 0 for
t=1,---,n,andt =1,--- ,T. Accordingly, the data collec-
tion schedule is initialized as w(t) =0 fort = 1,--- ,T. The
LAREF algorithm is presented in Algorithm 1, which consists
of the following three steps.

Step 1. Calculate the age revenue with respect to each
successful transmission of each battery-free sensor node by
(10). There are at most H; age revenues for battery-free
sensor node v; (i = 1,--- ,n), ie, R;(1),R;(2),---, R;(H;).

Step 2. Sort all K = )" | H; age revenues in non-
ascending order. Without loss of generality, we place the
ordered age revenues into a queue Q.

Step 3. The age revenues are extracted from queue Q
one by one to calculate the data collection schedule for
the network in T time slots. Without loss of generality, we
assume that the k-th age revenue extracted from queue Q
is R;(j). As a consequence, we assign the wireless channel
to the j-th transmission of battery-free sensor node v; as
follows. There are two cases.

1) If {tn() <t < Tyn(t) = 0} # 0, we set 7 =
min{¢|7;(j) < t < T,w(t) = 0}. Then, the wireless
channel is assigned to the j-th transmission of battery-
free sensor node v; in time slot 7, i.e., s;(7) = 1. Since
Ei(1) + 510 B (1) > Bi(1) + 219 B (1) > jes
and Y2720 ES(t) = (j — 1)es, we have that E;(7) > e,
i.e., fi(r) = 1. Therefore, v; is scheduled to generate
and transmit its j-th data packet to the sink node in
time slot 7, i.e., w(7) = i.

2) Otherwise, no interference-free wireless channel is
available for the j-th transmission of v;.

After the above three steps, the data collection schedule
for the network in the following T time slots is generated,
ie, m={n(1),n(2),---,7(T)}.

In the LARF algorithm, the j-th transmission of battery-
free sensor node wv; is scheduled in time slot 7 =
min{t|7;(j) <t < T,w(t) = 0}, if {t|m(j) <t < T,w(t) =
0} # 0. That means the j-th transmission of battery-free
sensor node v; is scheduled in the earliest possible time
slot which satisfies both energy constraint and interference
constraint, i.e., battery-free sensor node v; is scheduled to
transmit its data packet as regular and timely as possible
subjecting to its weight.

Algorithm 1: LARF Algorithm

Input: V, energy profiles P; = {;(1),--- ,7:(H;)}
i=1,---,n), weightsw; (i =1,--- ,n), T, es.
Output: Data collection schedule, = = {n(1),7(2),--- ,w(T)}.

1 fori=1tondo

2 for j = 1to H; do

3 ‘ Caculate age revenue by R;(j) = % ;

4 Sort age revenues in non-ascending order and push them in
queue Q;

5 while Q # () do

6 Extract the maximum age revenue from queue Q, which is

assumed as R;(j);
7 if {t|m(j) <t < T,7w(t) =0} # 0 then
8 ‘ 7 = min{t|7;(j) <t < T,nw(t) = 0};
si(r)=1; fi(r) =L (1) =4
10 return w = {w(1),7(2), - ,7(T)}.
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4.2 The Optimality of the LARF Algorithm

In this section, we prove that the OFF-AMS problem can be
formulated in terms of finding a maximum-weight indepen-
dent subset in a weighted matroid. Since matroids exhibit
the greedy-choice property and the optimal-substructure
property [37], the optimal solution of the OFF-AMS problem
can be produced by a greedy algorithm. Therefore, we can
prove the optimality of the proposed greedy algorithm, the
LAREF algorithm.

The OFF-AMS problem can be formulated as follows.
There are totally K = Y. | H; possible transmissions
corresponding to n battery-free sensor nodes in 7" time slots.
The set of all transmissions are denoted by S = {a; ;|i =
1,---,n,and j = 1,---, H;}, where a;; denotes the j-th
transmission of battery-free sensor node v;. Transmission
a;,; has an earliest start time 7;(j) according to the energy
profile of v; in Definition 2. Transmission a; ; in a schedule
is valid if it is scheduled after its earliest start time 7;(7).
Otherwise, this transmission is fake since it violates the
energy constraint. And a valid transmission a; ; can bring
an age revenue R;(j). The OFF-AMS problem is equivalent
to find a schedule for all transmissions that maximize the
total age revenues brought by valid transmissions.

We say that a set of transmissions A is independent if
there exists a schedule for these transmissions such that
all transmissions are valid. Let 7 denote the set of all in-
dependent sets of transmissions. Besides, for ¢t = 1,---,T,
we apply N;(A) to denote the number of transmissions in
independent set A whose earliest start time is later than or
equal to ¢. Note that Np(A) = 0 for any independent set A.
Then, we have the following lemma.

Lemma 2. For any set of transmissions, denoted by A, the
following statements are equivalent.

(1) A is an independent set.

(2) Foranyt=1,---,T, we have N;(A) < T —t.

(3) If the transmissions in A are sorted in monotonically decreas-
ing order of their earliest start times, and can be scheduled in
time slot T — 1,T — 2,--- | T — | A|, respectively, then all
transmissions in A are valid.

Proof. The proof consists of three steps.

e We prove that (1) implies (2) with its contrapositive.
If Ny(A) > T —t for some t, then there is no way to
schedule more than 7" — ¢ transmissions in 7' — ¢ time
slots. Therefore, A is not independent.

e (2) implies that there are at most I" — ¢ transmissions,
which should be scheduled in the last 7' —¢ time slots
for any t. Therefore, (3) claims.

e (3) trivially implies (1).

This completes the proof. O
Based on Lemma 2, we prove the following theorem.

Theorem 2. If S is a set of K = > | H; transmissions with
earliest start times, and 1L is the set of all independent sets of
transmissions, then the corresponding system (S, I) is a matroid.

Proof. We have to prove that (S, Z) satisfies the three prop-
erties of matroid.

1) By definition, transmission set .S is a finite set.
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2) We will prove that 7 is nonempty and hereditary. It
is clear that Z is nonempty. Next, we prove that Z is
hereditary, i.e., if A € Z and B C A, then B € Z. Since
B C A, we have Ny(B) < Ny(A) forany t =1,---,T.
Based on Lemma 2, we have Ny(B) < Ny(4) < T —t
fort =1,---,T, then B is independent and B € T.

3) We will prove that (S, 7) satisfies the exchange proper-
ty ie., if A€ Z, B € Z,and |A| < |B|, then there exists
a transmission x € B — A such that AU {z} € Z. Since
|B| > |A|, there must exist a time slot k satisfying that
Ni(B) > Ni(A), V1 <t < k. Therefore, we have that
there is at least one transmission z € B — A whose
earliest start time is time slot k. We will prove that
AU {z} € Z. According to Lemma 2, we have that
Ny(A) <T —tand Ny(B) <T —tfor1l <t <T since
A €T and B € 7. There are two cases.

N(B)<T—t.
o Fork<t<T N (AU{zx})=N(A)<T—1t.

That is, for any ¢t = 1,---, T, Ny(AU {z}) < T — ¢,
then A U {z} is independent based on Lemma 2 and
AUu{z} e

In consequence, (5, Z) is a matroid. O

Theorem 3. The LARF algorithm is an optimal solution for the
OFF-AMS problem.

Proof. Based on Theorem 2, we have proved that the OFF-
AMS problem can be formulated as finding a maximum-
weighted independent subset in a weighted matroid. There-
fore, the greedy algorithm can produce the optimal solution
for the OFF-AMS problem. In the LARF algorithm, line 7
checks whether the j-th transmission of battery-free sensor
node v; with maximum age revenue is valid. If so, the
wireless channel is assigned to this transmission in time
slot 7, i.e., transmission a; ; is added to the independent set
A. Otherwise, this transmission is discarded. Therefore, the
independence of set A is always maintained in the while
loop (line 5 to line 9 in the LARF algorithm). Therefore,
each transmission in the independent set A with maximum
sum of age revenues are allowed to occupy the wireless
channel in a unique time slot. As a consequence, the LARF
algorithm produces an optimal schedule for the OFF-AMS
problem. O

5 THE ONLINE ALGORITHM

In this section, we consider the online version of the Aol
Minimization Scheduling (ON-AMS) problem, provided
that the network has no knowledge of the energy profiles
of battery-free sensor nodes in the following 7" time slots.
Furthermore, even the battery-free sensor node itself has
no knowledge of its own future energy profile. As a con-
sequence, an online data collection scheduling algorithm is
required to adjust the data collection scheduling in time
adapting to the current energy status of each battery-free
sensor node. Each battery-free sensor node has to transmit
an update packet containing its current energy status to the
sink node at the beginning of a time slot so that the sink
node can generate the data collection scheduling in this time

ermission. See htt; ‘//www.ieeeor%/f;ublicationsﬁstandards/publications/rights/index4html for more information.

:30 UTC from IEEE Xplore. Restrictions apply.



1536-1233 (c) 2021 IEEE. Personal use is permitted, but re :
Authorized licensed use limited fo: Georgia State University. Downﬁ)aded on May 18,2022 at 01

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMC.2021.3106013, IEEE

Transactions on Mobile Computing

JOURNAL OF IATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015

slot according to the current energy status of each battery-
free sensor node. However, the frequent transmissions of
update packets will introduce extra energy consumption
and channel occupancy, which will affect the performance
of data collection in BF-WSNs. Therefore, we devise an
online data collection scheduling algorithm for the ON-
AMS problem, which can generate data collection schedules
cooperatively by the sink node and all battery-free sensor
nodes in a BF-WSN.

5.1 The ORR Algorithm

The proposed online algorithm is named as the Opportunis-
tic Round-Robin (ORR) algorithm. As its name indicates, the
wireless channel is assigned to battery-free sensor nodes in
a round robin manner. Round robin is a common method
applied in scheduling of battery-powered wireless sensor
networks [18] [38] [39]. Meanwhile, each battery-free sensor
node decides whether to generate and transmit its data
packet to the sink node in the time slot based on its energy
status. The ORR algorithm is presented in Algorithm 2.

Initially, the wireless channel assignment and energy
indicators are initialized as s;(t) = 0 and f;(¢) = 0 for
t=1---,nand ¢t = 1,---,T (line 3). Accordingly, the
data collection schedule is initialized as w(t) = 0, for
t = 1,---,T (line 4). For any battery-free sensor node
v; € V, it will generate and transmit its sensory data
packet in time slot ¢, if and only if the wireless channel
is assigned to v; in time slot ¢ and the energy stored in
v; at the beginning of time slot ¢ is no less than e, ie.,
si(t) = 1 and f;(t) = 1. Therefore, the ORR algorithm
consists of three steps. In the first step, the sink node decides
the wireless channel assignment s;(f) in a round robin
manner, wherei = 1,--- ;nandt =1,--- ,7. In the second
step, each battery-free sensor node v; € V decides the
energy indicator f;(t) according to its stored energy, where
t=1,---,T. In the third step, the data collection schedule
is generated based on s;(t) and f;(t), where i = 1,--- | n
andt = 1,---,T. In this way, the data collection schedule is
cooperatively derived by the sink node and all battery-free
sensor nodes.

Step 1. Assign the wireless channel to battery-free sen-
sor nodes in a round robin manner (line 7-8). For all
t=1,---,T, the wireless channel is assigned to the battery-
free sensor node v; in time slot ¢, where ¢ = ¢ (mod n). That
is, s;(t) = 1if i =t (mod n).

Step 2. Calculate the energy indicator of each battery-
free sensor node based on its energy status (line 9-10). In
time slot ¢, each battery-free sensor node v; € V checks its
stored energy E;(t). According to (4), fi(t) = 1if E;(t) > es.

Step 3. Generate the online data collection schedule
cooperatively by s;(t) and f;(t) (line 11-15). Each battery-
free sensor node v; € V' generates and transmits its sensory
data packet in time slot ¢ if the wireless channel is assigned
to v; in time slot ¢ and the energy stored in wv; at the
beginning of time slot ¢ is no less than e, ie., 7(t) = i if

After the above three steps, the online data collection
schedule for the network in T' time slots is generated coop-
eratively by the sink node and all battery-free sensor nodes.

In the ORR algorithm, the wireless channel is assigned
to all battery-free sensor nodes in a round robin manner.

ublication/redistribution requires IEEE

7

That means if battery-free sensor node v; has accumulated
enough energy for its j-th transmission in time slot ¢, then
the j-th transmission of battery-free sensor node v; is sched-
uled no latter than time slot ¢ + n, i.e., battery-free sensor
node v; is scheduled to transmit its sensory data packet as
regular and timely as possible.

Algorithm 2: ORR Algorithm

Input: V, the harvested energy ElH ®@E=1,---,n,
t= 17 7T)res~
Output: Data collection schedule, # = {n(1),w(2), - ,7(T)}.

1 fort=1toT do

2 fori=1tondo

3 | si(t) =0; fi(t) =0;

4 7(t) = 0;

5 fort =1toT do

6 fori=1tondo

7 if i =t (mod n) then

8 | s:(t)=1;

9 if E;(t) > es then

10 | fi(t) =1,

1 if s;(t) = 1and f;(t) = 1 then
12 w(t) =1

13 Ei(t+1)=E;(t)+ EF (t) —es;
14 else

15 | Ei(t+1)=E;(t)+ Ef(t);

16 return w = {w(1),7(2), - ,7(T)}.

5.2 The Competitive Ratio of the ORR Algorithm

In this section, we analyze the competitive ratio of the ORR
algorithm. Given a BF-WSN with n battery-free sensor n-
odes, the energy profiles of them in T" time slots are denoted
by Py, -+, Pn, where P; = {7;(1),- -+, 7;(H;)} is defined in
Definition 2. We use 7,55 = {mofs(1), - ,mops(T)} to de-
note the optimal schedule for the OFF-AMS problem. Then,
the weighted sum of average peak ages of schedule 7,
is Alry = YLy ity where CFFF = 500 e e
Due to the energy constraint of battery-free sensor node
v;, we have that C’fff < H; fori = 1,---,n. We use
Ton = {Ton(1), -, Ton(T')} to denote the schedule derived
by the proposed ORR algorithm. Then, the weighted sum of
average peak ages of schedule m,, is AP =" th,izl,
where C9" = tT:_ll 1., (t)=i- Therefore, the competitive
ratio of the ORR algorithm is denoted as R, satisfying that
Al <R-AP,. (11)
Before analyzing the competitive ratio of the ORR algo-
rithm, we first introduce the following definitions.

Definition 5 (Minimum/Maximum Blanking Period). The
minimum/maximum blanking period for n battery-free sensor
nodes with energy profiles P; = {r;(1),---,m(H;)} (i =
1,---,n) in T time slots is defined as A7y, = min{7;(j) —
(G- <1 < nl < j < H + 1} or Atpae =
max{7;(j)—7(j—-1)|1 <i<n,1<j < H;+1}, where 7;(j)
is the earliest time slot for battery-free sensor node v; to transmit
its j-th data packet for j = 1,--- , H;, and we define 7;(0) = 0
and 7,(H; +1) =T.

Based on the definitions of the minimum blanking pe-
riod A7,y and the maximum blanking period A7,4,, we
analyze the competitive ratio of the ORR algorithm in the
following cases.
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Theorem 4. When the maximum blanking period for n battery-
free sensor nodes in T time slots satisfies that ATpe, < n,
the competitive ratio of the ORR algorithm is R = Wyae(n +
(n+1)/m),ie, AP, < (Winaz(n + (n+1)/m))AL ;, where
Winae = Mmax{w;|1 <i<n} <land T =mn+ 1.

Proof. By Definition 1 and Definition 2, the energy profile
of battery-free sensor node v; is P; = {r;(1),--- ,7(H;)},
where 7;(j) is the earliest time slot that v; can transmit
its j-th data packet and H; is the maximum number of
transmissions for v;. Since 7;(§) — 7 (j — 1) < ATppe. < n for
any¢=1,---,nand j = 1,--- , H; + 1, we have that each
battery-free sensor node can harvest at least e, energy every
n time slots based on Definition 2. Then, by the description
of the ORR algorithm, we have that for k = 1,--- ,m — 1,
si(kn +14) = 1 and E;(kn + i) > e, ie, s;(kn+1i) = 1
and f;(kn + i) = 1. Therefore, we have 7, (kn + i) = i, for

k=1,---,m— 1. Therefore, we have that C{" > m —1 and
— & wT i w; T T

AP = ! ! = — 12

on iZle”‘Fl_;(m*l)‘Fl m (12)

Due to the transmission interference, it is known that
S, €27 < T. Therefore, the following inequation holds

P _
AOff -

zn: ’LUZT (;) T
i=1 C:ff +1 7 XL, wi(C;)ff +1)
T T
" Wmaz Z?Zl(cioff +1) Winaz (T + ”)7

where step (a) follows from the weighted Jensen’s inequality
and Wyae = max{w;|1 <i<n} <1
Combine (12) and (13), we have that

(13)

AP Wmaz (T +n
on. < ( ) = Wnaz (N + (n+1)/m).  (14)
AP m
of f
This completes the proof. O

Theorem 5. When the minimum blanking period for n battery-
free sensor nodes in T time slots satisfies that AT, > n, the
competitive ratio of the ORR algorithm is R = 1.

Proof. By Definition 1 and Definition 2, the energy profile
of battery-free sensor node v; is P; = {r;(1),--- ,7(H;)},
where 7;(j) is the earliest time slot that v; can transmit its
j-th data packet and H; is the maximum number of trans-
missions for v;. Since 7;(j) — 7 (j — 1) > ATyin > n for any
i=1,---,nandj =1, .-, H;+1, we have that it consumes
at least n time slots for each battery-free sensor node to
harvest e, energy. According to the description of the ORR
algorithm, for any j = 2,-.-, H; + 1, there must exist a
time slot t = z;n +1i (z; € {1,---,m — 1}) in time interval
[7.(j — 1), 7(j)), where E;(z;n+1i) > es and s;(z;n+i) =1,
ie, fi(zjn+1i) = 1and s;(zjn + i) = 1. Therefore, we have
Ton(zjn+1i) = 4. Thatis, in the ORR algorithm, each battery-
free sensor node v; must be scheduled once in time interval
[1:(j = 1),7(j)) for j = 2,--- , H; + 1. Therefore, we have
that C:) " =H, e

Since C} T < H; for the energy constraint of each
battery-free sensor node v;, we have that

P n w; T n  w,T

AP Yici oo < sl T 1 15

8L, Thigin ek W
of f i=1 Cfff+1 i=1 H;+1
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This finishes our proof. O

Theorem 6. When the minimum blanking period and the maxi-
mum blanking period for n battery-free sensor nodes in I time s-
lots satisfy that ATyin <1 < ATmaz and 7 < ATpin < 177,
the competitive ratio of the ORR algorithm is R = k, ie.,

Afn S kAfff’ where k = 2’ cee M.

Proof. By Definition 1 and Definition 2, the energy profile
of battery-free sensor node v; is P; = {r;(1),--- ,7(H;)},
where 7;(j) is the earliest time slot that v; can transmit
its j-th data packet and H; is the maximum number of
transmissions for v;. For any & = 2,--- ,n, we prove that
the competitive ratio of the ORR algorithm is & = k if
% < ATpmin < 527 There are two cases.

1) If H; < k, there must exista 1 < j < H; + 1 satisfying
that 7;(j) — 7:(j — 1) > n. According to the description
of the ORR algorithm, there must exist a time slot ¢ =
zn+i(z € {1,--- ,m—1}) in time interval [1, T'), where
E;(zn+1i) > es and s;(zn+14) = 1, ie., fi(zn+1i) =1
and s;(zn + i) = 1. Therefore, we have 7y, (zn +14) = i.
That is, each battery-free sensor node is scheduled at
least once in time interval [1,7'). Therefore, we have
that Cy™ > 1. Since Cfff < H; < k for the energy
constraint of each battery-free sensor node v;, we have

that
—_— n w,iT iT
AR, _Timcha _TLO,
AT - Zn w; T — Zn w, T — ( )
of f i=1 Cfff+1 i=1 k+1

where step (b) is true since k£ > 2.

2) If H; > k, we have that L%J > 1. Since 7;(j) —
() —1) > ATpin > % forany i = 1,---,n and
j=1,---,H; + 1, we have that 7;(lk + 1) — 7;((l —
Dk+1) > k- (%) =nforany | = 1,---, %]
According to the description of the ORR algorithm,
for any [ = 1,---, %], there must exist a time slot
t = zm+i(z = {l,---,m — 1}) in time interval
[r:((I — 1)k +1),7(k + 1)), where E;(zin + i) > e
and s;(zin + 1) = 1, ie, fi(zn +i) = 1 and
si(zyn+1) = 1. Therefore, we have that 7., (zjn+14) = 1.
That is, in the ORR algorithm, each battery-free sensor
node v; is scheduled at least once in time interval
[r;((1— D)k +1),7(lk + 1)) forl = 1,--- , | 2+ ]. There-
fore, we have that C{" > LHTJ Since Cfff < H; for
the energy constraint of each battery-free sensor node
v;, we have that

P nooowT S
éﬁ:%*%fs Lk )
AP Y [CREEE] dlim1 g1

where the step (c) is true since
H; H;— (k-1
ORI L R A
This finishes our proof. O

6 NUMERICAL RESULTS

In this section, we evaluate the performances of the pro-
posed LARF algorithm and ORR algorithm. In the experi-
ments, the sink node directly collects sensory data packets
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from all n battery-free sensor nodes in a one-hop BF-WSN,
where the network size varies from n = 5 to n = 55 with a
step of 5. The total number of time slots for data collection
scheduling is set as T = 2101. We compare the proposed
LAREF algorithm and ORR algorithm with the following two
algorithms.

e The MAX FIRST algorithm: In the MAX_FIRST
algorithm, the wireless channel is always assigned to
the battery-free sensor node with the maximum Aol
in any time slot ¢, i.e., if a;(t) > a;(t), Vv; € V, then
si(t) = 1. If more than one battery-free sensor node
have the maximum Aol, the algorithm can break
the tie with their IDs. The MAX_FIRST algorithm
assumes that all battery-free sensor nodes have the
knowledge of the maximum Aol of all battery-free
sensor nodes. However, the truth is that only the
sink node has the knowledge of the maximum Aol
of all battery-free sensor nodes. It requires more
time consumption for the sink node to broadcast the
wireless channel assignment s;(t) = 1 in each time
slot ¢, which is counterproductive to minimize Aol

e The RANDOM algorithm: In the RANDOM algo-
rithm, each battery-free sensor node v; satisfying
E;i(t) > e, competes for the wireless channel in
time slot ¢ with a probability of % That is, if a
battery-free sensor node has accumulated enough
energy to transmit its sensory data packet to the sink
node, it will transmit its sensory data packet with
a probability of % However, if there are more than
one battery-free sensor node competing the wireless
channel in the same time slot, all transmissions will
fail due to transmission interference.

According to the analysis in Section 5.2, the energy
profiles of battery-free sensor nodes will affect the perfor-
mance of algorithms in minimizing Aol of data collection
in BF-WSNs. In the experiments, we consider two general
energy harvesting processes for battery-free sensor nodes in
BF-WSNs, ie., the Poisson energy harvesting process [17]
[13] and the constant-rate energy harvesting process [40]
[32]. It is worth noting that the proposed algorithms also
apply to the data collection scheduling in BE-WSNs with
other energy harvesting processes. In the experiments, the
variation of rate A in Poisson energy harvesting process and
mean p and standard deviation ¢ in Normal distribution
that the constant energy harvesting rate follows in constant-
rate energy harvesting process can only affect the aver-
age blanking period instead of the minimum/maximum
blanking period in Definition 5. Therefore, the numerical
results are not segregated into scenarios stated in Theorem
4, Theorem 5 and Theorem 6. However, both the parameter
Ain Poisson energy harvesting process and the parameters
and o in constant-rate energy harvesting process are chosen
according to the well known cases [17] [13] [40] [32]. There-
fore, the numerical results presented in this section reveals
the results for the well known cases. It is worth noting that
the proposed algorithms also apply to other parameters in
Poisson energy harvesting process or constant-rate energy
harvesting process.

We evaluate the performances of the LARF algorithm,
the ORR algorithm, the MAX_FIRST algorithm and the
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RANDOM algorithm in terms of the weighted sum of
average peak ages and the average age of data collection
in BEEWSNSs, ie., AP and A, where A is calculated by (8)
and A =Y, wgz‘;éﬂ. The weights of all battery-free
sensor nodes are chosen as follows. We randomly divide
the battery-free sensor nodes into 5 groups. The battery-
free sensor nodes in the same group have the same weight.
And the difference of the sum weights of battery-free sensor
nodes in two adjacent group is 0.05. It is worth noting that
the proposed algorithms also apply to other diverse weights
chosen methods.

6.1 Algorithm Performance in BF-WSNs with Poisson
Energy Harvesting Process

We first evaluate the performances of algorithms in BEF-
WSNs with Poisson energy harvesting process [17] [13].
That is, the energy harvested by a battery-free senor node in
a time slot arrive in units according to a Poisson process
with rate A. The impact of the network size n and the
energy profiles of battery-free sensor nodes, represented by
A, on the performances of the LARF algorithm, the ORR
algorithm, the MAX_FIRST algorithm and the RANDOM
algorithm are evaluated, respectively.

6.1.1 The Impact of Network Size

First, we evaluate the weighted sum of average peak ages
and average age of data collection in BF-WSNs as network
size n increases from 5 to 55. The energy harvested by
a battery-free sensor node in a time slot arrive in units
according to a Poisson process with rate A = 0.05 x e,,
where e, is the energy consumption for a battery-free sensor
node to generate and transmit one sensory data packet.
Fig.2 presents the numerical results, where each data point
in the figures is the average result produced by running
algorithms on 100 BE-WSNs.
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(a) The impact of n on AP, (b) The impact of n on A.
Fig. 2: The impact of n on the performances of algorithms in
BF-WSNs with Poisson energy harvesting process.

Fig.2 (a) shows the weighted sum of average peak ages
AP achieved by the LARF algorithm, the ORR algorithm,
the MAX_FIRST algorithm and the RANDOM algorithm,
respectively. The numerical results reveal the following fact-
s. First, the weighted sum of average peak ages A increases
with the increase of n. Second, the performance of the pro-
posed online ORR algorithm is close to the optimal offline
LAREF algorithm regardless of the network size. Third, the
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proposed LARF algorithm and ORR algorithm can signifi-
cantly increase the freshness of sensory data packets collect-
ed by the sink node. Although the MAX_FIRST algorithm
has similar performance with the proposed algorithms, the
MAX_FIRST algorithm is not feasible in fact since battery-
free sensor nodes can not have the knowledge of real-
time maximum Aol of the network. Fourth, the weighted
sum of average peak ages A¥ produced by the proposed
LAREF algorithm and ORR algorithm increases sharply after
n > eg/A = 20. The reasons are as follows. When n < e/,
the expectation of the energy harvested by a battery-free
sensor node in n time slots is nA < e,. Therefore, the
energy constraint is the major constraint for reducing A¥.
However, after n > €./, the expectation of the energy
harvested by a battery-free sensor node in n time slots is
larger than e,. That means the probability of a battery-free
sensor node to harvest at least e, energy in n time slots
increases with the increase of n. Meanwhile, the increase
of n leads the increased competitions among battery-free
sensor nodes for the common wireless channel and the
transmission interference becomes the main constraint in
reducing AP when n > e, /). Therefore, when n > €./,
AP increases sharply with the increase of n.

Fig.2 (b) shows the average age A achieved by the LARF
algorithm, the ORR algorithm, the MAX_FIRST algorithm
and the RANDOM algorithm, respectively. Surprisingly, the
proposed LARF algorithm and ORR algorithm also have
good performance in reducing the average age of data
collection in BF-WSNs.

6.1.2 The Impact of Energy Profile

Next, we evaluate the weighted sum of average peak ages
and average age of data collection in BF-WSNs as the
Poisson parameter ) increases from 0.01 x e, to 0.08 x e,
where e, is the energy consumption for a battery-free sensor
node to generate and transmit one sensory data packet. We
set the network size as n = 20. Fig.3 shows the numerical
results, where each data point in the figures is the average
result produced by running algorithms on 100 BE-WSNs.
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(a) The impact of A on AP, (b) The impact of A on A.
Fig. 3: The impact of A on the performances of algorithms in
BF-WSNs with Poisson energy harvesting process.

Fig.3 (a) shows the weighted sum of average peak ages
AP achieved by the LARF algorithm, the ORR algorithm,
the MAX_FIRST algorithm and the RANDOM algorithm,
respectively. It can be observed from the figure that the
weighted sum of average peak ages AP produced by all
algorithms decreases with the increase of A. It reveals the
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fact that the energy harvesting ability of battery-free sensor
nodes has a powerful influence on the freshness of sensory
data collected by the sink node in BF-WSNs. But the pro-
posed LAREF algorithm and ORR algorithm can significantly
increase the data freshness of data collection in BF-WSNs no
matter what the energy profiles of battery-free sensor nodes
are. In the experiments, the MAX_FIRST algorithm has sim-
ilar performance with the proposed algorithms, but it is not
feasible in fact since the assumption that all battery-free sen-
sor nodes have the knowledge of real-time maximum Aol of
the network is invalid in BF-WSNs. What's more, the figure
presents that the performance of the online ORR algorithm
is similar to the offline optimal LARF algorithm, which
verifies that the online ORR algorithm has a low competitive
ratio. Specifically, the weighted sum of average peak ages
AP produced by the proposed LARF algorithm and ORR
algorithm decreases sharply before A < e;/n = 0.05 X e,.
The reason is that the expectation of the energy harvested
by a battery-free sensor node in n time slots is nA < e,
before A < eg;/n. Therefore, the energy constraint is the
major constraint for the transmissions of battery-free sensor
nodes when A < eg/n while the transmission interference
constraint is the major constraint when A > e, /n.

Fig.3 (b) presents the average age A achieved by the
LAREF algorithm, the ORR algorithm, the MAX_FIRST algo-
rithm and the RANDOM algorithm, respectively. The figure
reveals the fact that the proposed LARF algorithm and ORR
algorithm can also reduce the average age of data collection
in BE-WSNSs.

6.2 Algorithm Performance in BF-WSNs with Constant-
Rate Energy Harvesting Process

We then evaluate the performances of algorithms in BEF-
WSNs with constant-rate energy harvesting process. Each
battery-free sensor node v; has a constant energy harvesting
rate r; in T time slots. We assume that r; follows the Normal
distribution with mean p and standard deviation o, ie.,
ri ~ N(p,0?), Yv; € V. The impact of network size n
and energy profiles of battery-free sensor nodes, represented
by p and o, on the performances of the LARF algorithm,
the ORR algorithm, the MAX_FIRST algorithm and the
RANDOM algorithm are evaluated, respectively.

6.2.1 The Impact of Network Size

First, we evaluate the weighted sum of average peak ages
and average age of data collection in BF-WSNs as the
network size n increases from 5 to 40. The energy harvesting
rate of each battery-free sensor node follows the Normal
distribution with mean p = 0.05x e; and standard deviation
o = 0.01 x e,, where e, is the energy consumption for
a battery-free sensor node to generate and transmit one
sensory data packet. Fig.4 presents the numerical results,
where each data point in the figures is the average result
produced by running algorithms on 100 BE-WSNs.

__ Fig.4 (a) presents the weighted sum of average peak ages
AP achieved by the LARF algorithm, the ORR algorithm,
the MAX_FIRST algorithm, and the RANDOM algorithm,
respectively. We can observe from Fig.4 (a) that the impact
of n on the performances of these algorithms running in
BF-WSNs with constant-rate energy harvesting process is

2022 at 01:07:30 UTC from IEE

mission.Seehﬂf:waw,ieee.or ublications_standards/publications/rights/index.htm] for more information.
B, firs = estrict

Xplore. Restrictions apply.



1536-1233 (c) 2021 IEEE. Personal use is permitted, but re
Authonzed licensed use limited ¥0: Georgia State University. Downﬁ:aded on May

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMC.2021.3106013, IEEE

Transactions on Mobile Computing

JOURNAL OF ITEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015

11

120 . . . &0 200 . T . T
& 100 4| LARF £
. —=—LARF a 50 e e - e .- == LARF .— ORR
100 o 1604 —— ORR f—
. MAX FIRST] |—— MAX_FIRST]| 80 -~ MAXF
a0 . RANDOM i 40 F=—LARF — RANDOM — RANDOM
-—ORR 120 80
(- I [ MAXFIRS & I @ o @ & l
o0 & a0 [—--— RANDOM
@ & & & & @ an 40
a0 20 B
N a g b o o o —a—"0 i
= 2 & 0 & o
a0 B & & o &
20 8- 10 Bl & & @ a & @
T T T T T T . T 0 T T
0.02 0.04 0.08 o.08 o.10 0.02 0.04 0.08 o.08 0.10 0.00 0.0 0.02 0.03 0.00 0.01 0.02 0.03
* ey LY *tes) . (eg)

(a) The impact of 4 on AP, (b) The impact of p on A.

C e impact o G"Ol"l_. 1[11 act o O'OI'I_.
(c) The impact of AF d) The impact of o on A

Fig. 5: The impact of energy profile on the performances of algorithms in BE-WSNs with constant-rate energy harvesting

process.
180 T T T r r
1a0] [ LARF Pl i YT P
|-—ORR @ 120]- |+~ orr &
1201 ——MAX_FIRST, ol |-— MAX_FIRST| &
[=:—RANDOM o 100 < RANDOM =
100 & . A~
e an ¢ . F
80 i)
60 ,P( el
w0 L - & 40 T
P
R i pw 20 = 88
sl &8 o o 8§ 580
T : . : T o T : : . :
0 M 20 33 40 s 60 O 10 20 30 40 50 60
n n

(a) The impact of n on AP, (b) The impact of n on A.
Fig. 4: The impact of n on the performances of algorithms in
BF-WSNs with constant-rate energy harvesting process.

similar to that in BE-WSNs with Poisson energy harvest-
ing process. First, the weighted sum of average peak ages
AP increases with the growth of n. Second, the proposed
online ORR algorithm has similar performance with the
proposed optimal offline algorithm no matter what the
network size is, which verifies that the proposed online ORR
algorithm has a low competitive ratio. Third, the proposed
ORR algorithm and LARF algorithm can produce lower
AP than the RANDOM algorithm and the MAX FIRST
algorithm. Although the MAX_FIRST algorithm has similar
performance with the proposed algorithms, it is not feasible
in fact since the assumption that all battery-free sensor
nodes have the knowledge of real-time maximum Aol of the
network fails in BEEWSNSs. Finally, the AP produced by the
LAREF algorithm and the ORR algorithm increases sharply
after n > eg/u = 20. The reasons are as follows. When
n < eg/p, it indicates that the expectation E(r;) = p < e, /n.
Therefore, the energy constraint is the major constraint for
reducing A¥ and there is little transmission interference
among battery-free sensor nodes. When n > e, /p, however,
since the probability of a battery-free sensor node to harvest
at least e¢ energy in n time slots increases with the increase
of n, the energy constraint is no longer the major constraint
for reducing AP. Instead, the transmission interference con-
straint becomes the major constraint for reducing A¥ since
the increase of n incurs the increased competitions among
battery-free sensor nodes for the common wireless channel.
Therefore, AP increases sharply after n > e, /p = 20.

Fig.4 (b) presents the average age A achieved by the
LARF algorithm, the ORR algorithm, the MAX_FIRST al-

ublication/redistribution requires IEEE

gorithm and the RANDOM algorithm, respectively. The
figure reveals that the proposed LARF algorithm and ORR
algorithm can also reduce the average age of data collection
in BF-WSNs, which verifies the good performance of the
proposed algorithms in increasing data freshness for data
collection in BF-WSNs.

6.2.2 The Impact of Energy Profile

Next, we evaluate the impact of energy profiles of battery-
free sensor nodes on the weighted sum of average peak ages
and average age of data collection in BF-WSNs. We set the
network size as n = 20. Since the energy harvesting rates
of battery-free sensor nodes follow the Normal distribution
with mean p and standard deviation o, we evaluate the
impact of ¢ and o, respectively. Fig.5 shows the numerical
results, where each data point in the figures is the average
result produced by running algorithms on 100 BE-WSNs.

We first evaluate the weighted sum of average peak ages
and average age of data collection in BE-WSNs as mean p
increases from 0.03 x e to 0.09 x e,, where e is the energy
consumption for a battery-free sensor node to generate and
transmit one sensory data packet. We set standard deviation
as 0 = 0.01 x e,. The experiment results are presented in
Fig.5 (a) and (b). Fig.5 (a) shows that the weighted sum of
average peak ages A produced by all algorithms decreases
with the increase of . It can also be observed from the figure
that the proposed LARF algorithm and ORR algorithm has
better performance than the other two algorithms. Besides,
the performance of the proposed online ORR algorithm is
close to the performance of the optimal offline LARF algo-
rithm. Specifically, the weighted sum of average peak ages
AP produced by the proposed algorithms decreases sharply
after u < eg/n = 0.05 x e;. As mentioned before, energy
is the major constraint for reducing A when p < eg/n.
Therefore, the increase of the expectation E(r;) = p will
reduce AF sharply when p < eg/n. Fig.5 (b) presents the
average age ‘A achieved by the LARF algorithm, the ORR
algorithm, the MAX_FIRST algorithm and the RANDOM
algorithm, respectively. It reveals the fact that the proposed
LARF algorithm and ORR algorithm can also reduce the
average age of data collection in BE-WSNs.

We also evaluate the weighted sum of average peak ages
and average age of data collection in BE-WSNs as standard
deviation ¢ increases from 0.005 x e, to 0.025 x e, where
e, is the energy consumption for a battery-free sensor node
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to generate and transmit one sensory data packet. We set
mean as ¢t = 0.05 X e,. The experiment results are presented
in Fig.5 (c) and (d). Intuitively, both the weighted sum of
average peak ages A” and the average age A increase with
the increase of o. The standard deviation o represents the
differences among the energy harvesting rates of battery-
free sensor nodes in a BE-WSN. Therefore, the figures reveal
that the larger differences among energy harvesting rates
of battery-free sensor nodes in a BF-WSN will reduce the
data freshness of data collection in the network. Similar to
the above experiment results, the proposed LARF algorithm
and ORR algorithm can always increase the data freshness
of data collection in BF-WSNs.

7 CONCLUSION

In this paper, we investigate the Aol minimization data
collection scheduling problem in one-hop BF-WSNs with
multiple battery-free sensor nodes having non-specific en-
ergy harvesting processes. We propose the optimal offline
LAEF algorithm and the online ORR algorithm, where the
optimality of the offline algorithm and the competitive ratio
of the online algorithm are theoretically proved and ana-
lyzed. Finally, numerical results are provided to verify the
performances of the proposed algorithms. The numerical
results reveal that the proposed LARF algorithm and ORR
algorithm can significantly improve the data freshness of
data collection in BF-WSNSs.
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