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Abstract

The instability of mixing in the Kuramoto model of coupled phase oscillators is the key to
understanding a range of spatiotemporal patterns, which feature prominently in collective
dynamics of systems ranging from neuronal networks, to coupled lasers, to power grids. In
this paper, we describe a codimension-2 bifurcation of mixing whose unfolding, in addition to
the classical scenario of the onset of synchronization, also explains the formation of clusters
and chimeras. We use a combination of linear stability analysis and Penrose diagrams to
identify and analyze a variety of spatiotemporal patterns including stationary and traveling
coherent clusters and twisted states, as well as their combinations with regions of incoherent
behavior called chimera states. Penrose diagrams are used to locate the bifurcation of mixing
and to determine its type. The linear stability analysis, on the other hand, yields the velocity
distribution of the pattern emerging from the bifurcation. Furthermore, we show that network
topology can endow chimera states with nontrivial spatial organization. In particular, we
present twisted chimera states, whose coherent regions are organized as stationary or traveling
twisted states. The analytical results are illustrated with numerical bifurcation diagrams
computed for the Kuramoto model with uni-, bi-, and trimodal frequency distributions and
all-to-all and nonlocal nearest-neighbor connectivity.

1 Introduction

The Kuramoto model (KM) on a graph sequence (I'"*) describes collective dynamics in
coupled networks. It is given by the following system of ordinary differential equations

n
6; = wi +2Kn~! Za?j sin(@; —6; +a), ielnl:={1,2,...,n} (1.1
j=l1
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Here, 6, : Rt — T := R/2n7Z, stands for the phase of oscillator i; w;’s are independent
random intrinsic frequencies drawn from a distribution with density g(w), and K is the
strength of coupling. (aflj) is the n x n symmetric (weighted) adjacency matrix of I'”, a graph
on n nodes, which defines the connectivity of the network. The phase lag o controls the type
of coupling and can play a role in pattern formation [1, 28]. It will not be used in the main
part of this work and, thus, « is set to O until Sect. 5.

Remark 1.1 The factor 2 in front of the coupling term in the formulation of the model (1.1)
saves from using 2’s in multiple formulae throughout the paper. This factor is not used in the
classical formulation of the KM [18].

Despite its analytical simplicity, the KM provides important insights into general prin-
ciples underlying network dynamics. It is best known for revealing a universal scenario of
transition to synchronization, identified in a variety of systems from neuronal networks, to
coupled lasers, to power grids [36, 39]. More recently, the KM became the main framework
for studying chimera states, counterintuitive patterns combining regions of coherent and inco-
herent dynamics [1, 19, 20, 27, 28, 30, 34]. For a long time, coherence and incoherence were
viewed as distinct regimes in network dynamics. Computational and experimental studies
of chimeras clearly demonstrate that coexistence of coherence and incoherence is ubiqui-
tous in diverse physical and biochemical systems [13, 26, 28, 34, 37]. Since the discovery
of chimera states by Kuramoto and Battogtokh in 2002 [19], there has been a continuous
stream of papers suggesting different dynamical mechanisms for their generation. Many
such studies rely heavily on numerical simulations. The most complete analytical informa-
tion about chimera states was derived using the Ott-Antonsen Ansatz [2, 20, 23, 27, 28,
33], which exploits the symmetries of the KM. When applicable, the Ott-Antonsen Ansatz
provides a powerful tool for studying chimera states. However, not all chimera states lie in
the Ott-Antonsen manifold (see [28] for a discussion of the benefits and limitations of the
Ott-Antonsen Ansatz).

In the present paper, we describe a bifurcation scenario which connects mixing to clus-
ters to chimeras. At the heart of this scenario lies a codimension-two bifurcation of mixing,
whose unfolding contains clusters and chimeras. We use the linear stability analysis of mixing
[6] and Penrose diagrams [11, 35] to locate different bifurcations and to describe statistical
properties of the patterns emerging from them. We relate pitchfork (PF) and Andronov-Hopf
(AH) bifurcations to the appearance of synchronized stationary and traveling clusters. The
eigenfunctions of the linearized operator corresponding to bifurcating eigenvalues capture
the velocity distributions within partially locked states (PLS) and chimera states emerging
when mixing loses stability. Furthermore, Penrose diagrams provide a crisp picture of the
bifurcation scenarios in the KM and suggest the domain of existence of chimera states. A
rigorous center manifold reduction at bifurcations of mixing in the KM is a very technical
problem [3, 5, 7, 11]. As was pointed out in [10], a good deal of information about spa-
tiotemporal patterns emerging at the loss of stability of mixing can be learned from the linear
stability analysis. In the present paper, we develop this idea further paying closer attention
to the bifurcation scenarios connecting mixing to chimera states in the KM with multimodal
frequency distributions.

After a brief review of the linear stability analysis of mixing following [6, 9] in Sect.2,
we turn to the analysis of bifurcations in the KM with uni-, bi- and tri- modal frequency
distribution in Sect. 3. We start with the unimodal distribution to explain how to use Penrose
diagrams to locate the bifurcations in the KM (cf. [11]) and how to use linearization to
determine patterns born at this bifurcation. Then we apply this method to study bifurcations
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in the KM with bimodal frequency distributions. Here, we identify the codimension-2 PF-
AH bifurcation which is responsible for the emergence of clusters in the KM model. By
breaking symmetry of the bimodal frequency distribution, we locate chimeras and clusters
bifurcating from mixing. To illustrate bifurcations in the KM with multimodal distributions
more fully we also discuss bifurcations in the KM with trimodal frequency distributions.
Here, as in the bimodal case, we identify a master bifurcation of mixing, whose unfolding
contains bifurcation scenarios connecting mixing to chimeras and three-cluster states. In
Sect. 4, we address the effects of the network connectivity on spatial organization of patterns
emerging from the bifurcations of mixing. To this end, we show that nonlocal nearest-neighbor
connectivity transforms the clusters of synchronized behavior into clusters of twisted states.
In particular, we demonstrate various patterns involving stationary and traveling twisted
states, as well as twisted chimera states. We conclude with a brief discussion of the results
of this work in Sect. 5.

2 Stability of Mixing

A starting point in virtually any approach to the analysis of chimera states is the thermody-
namic limit as the size of the system n tends to co. Clearly, to expect a common limiting
behavior of solutions of the discrete problems (1.1), the corresponding graphs (I'") need to
have a well defined asymptotic behavior as n — oo as well. To this end, we assume that (I'")
is a convergent sequence of dense graphs, whose limit is given by a symmetric measurable
function W : [0, 11> — [0, 1]. Functions representing graphs and graph limits are called
graphons [22]. Many common types of network connectivity, including random connectiv-
ity, used in the models of coupled dynamical systems can be defined by simple graphons
(cf. [6, 15]).

In this paper, we consider connectivity of two types: all-to—all and nonlocal nearest—
neighbor. To describe the former we need W (x, y) = 1. The latter is assigned by W (x, y) =
V(x —y), where

Vx) =1, (x) on (=1/2,1/2) (2.1)

and is extended to R by periodicity. Here, 1,4 stands for the indicator function of A and r €
(0, 1/2) a fixed parameter describing the range of connectivity. Then the nearest-neighbor

connectivity in (1.1) is assigned by setting a?j = 1 when [%, r’l—) X []n;l, ﬁ) , 1, ] € [n],
has a nonempty intersection with the support of W, and a}'; = 0 otherwise.
For the KM on a convergent family of graphs defined by W, the thermodynamic limit has

the following form [15]
0 f(t,0,0,x) + 0 {V(t,0,w,x)f(t,0,w,x)} =0, (2.2)

where f (¢, 6, w, x)d6dw is the probability that the state of the oscillator at point x € [ :=
[0, 1]attimes € RTisin (0, 0+d6) x (w, w+dw). The unitinterval I represents a continuum
of oscillators in the limit n — oco. The velocity field is derived from the right—hand side of
(1.1):

V.6, 0. x) =w—Ki <K(t, e — x)e_i9> , (2.3)
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where

Kk (t, x) =/ei9/ (Wf(t,0, w, ) (x)dwods, (2.4)
T R

(Wo) (x) = /1 W(x, ) (dy. 2.5)

The function « (¢, x) is called a local order parameter. Here, we use a modified order parameter
adapted to the analysis of the KM on graphs [6] (see [18] for the original definition). The
order parameter « (¢, x) provides a convenient measure of coherence in network dynamics
at x € [ at time ¢. The self—adjoint operator W is determined by W, which in turn reflects
the asymptotic connectivity of the network. A rigorous justification of the mean field limit
(2.2) in the context of the KM with all-to—all coupling was given in [21]. For the KM on
convergent graph sequences, the use of the Vlasov equation as a mean field limit was further
justified in [6, 17].
Equation (2.2) has a steady state solution
g(®)

Smix = E (2.6)

which is called mixing. It corresponds to the uniform distribution of the phases over T.
Stability of mixing for the KM on graphs was analyzed in [6]. For completeness, we outline
the main steps of the linear stability analysis below.

It is convenient to study stability of f,;, in the Fourier space. To this end, we introduce

w(t, w, x) = /Te”gf(t, 0,w,x)do, €. (2.7)
Note that
uop(t, w, x) = .[Jr f(t,0,0,x)d0 = g(w). (2.8)
By applying the Fourier transform to (2.2) and keeping only the linear terms, we have
ou1(t,w,-) =iou(t,w, ) + Kglw)W [/ ui(t, w, ~)da)] , (2.9)
hui(t,w, ) =ilou(t,w,-), [ >1. ’ (2.10)

It was sufficient to restrict to/ > 1 in (2.10) because f is real and thus u_; = u;.

Further, the steady state f,;, is mapped to u;,;x» = (g(w), 0,0, ...) in the Fourier space.
Equations in (2.10) describe pure transport. Thus, the stability of u,,;, is decided by (2.9),
which we rewrite as

ov = T[v], (2.11)

where
Tvl(w, ) =iowv+ Kg(w)W [/ v(§, -)df;‘i| , veEH= L? (R x [0,1]). (2.12)
R

As an operator on H, T has continuous spectrum on i R (cf. [6]). To locate the eigenvalues
of T, we consider the following spectral problem

T[v]=Xxv, veWH. (2.13)
Using (2.12), we rewrite (2.13) as follows
k5@ W U u(E, -)dg] — v(w, ). (2.14)
A—iw R
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By integrating both parts of (2.14) over R, we arrive at
KGLWlw] = w, (2.15)
where w = fR v(€, )d& € L?([0, 1]) and

GO\ = / g)dw (2.16)
e A

—iw

As a compact self-adjoint operator on L2([0, 1]), W has a countable sequence of real
eigenvalues with a single accumulation point at O [14]. Let © be an arbitrary fixed nonzero
eigenvalue of W and let w, be a corresponding eigenfunction. From (2.15), we find the
following equation for the eigenvalues of T':

G(L) = KLM (2.17)

A root of (2.17) is an eigenvalue of T. The corresponding eigenfunction is then found from
(2.14)

g(w)
A—iw

Vi (w,x) = Th(@w,(x), Ti(w) = (2.18)

For A ¢ iR, Y, is a holomorphic function. Since we are interested in bifurcations of
mixing, we need to resolve the meaning of Y, for A € iR. To this end, we impose the
following assumptions on the class of admissible probability density functions g € L' ([0, 1]).
Following [11], we assume that the Fourier transform of g, ¢ € C(R) and

supe |g(1)| < o0 (2.19)
teR
for some a > 0. Under these assumptions, Y;, can be viewed as a tempered distribution

[9]. Specifically, for any ¢ from the Schwartz class S(R), by the Sokhotski—Plemelj formula
(cf. [38]), we have

(Yiy.¢) = lim /oo de

A—iy+0 ) _sqo A +Hiy —iw
. * glo+y)p(w+y)
= lim - dw
=0+ J _o A—iw
oo
. glw+y)p(w+y)
=mg(y)p(y) —i pV/ do.

oo w

Thus, Y;, € S'(R) and
Yiy =mg(y)dy —iPylgl, (2.20)

where J, stands for the Dirac delta function centered at y and

Pl ) _pV/O" gt ypl@+y
y s - .

oo w

In particular,
Yo =mg(0)do —iPolgl, (2.21)

The eigenfunctions (2.18), (2.20) corresponding to bifurcating eigenvalues will be used to
explain spatiotemporal patterns arising at the loss of stability of mixing.
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3 Bifurcations: From Mixing to Chimeras

In this section, we describe a sequence of bifurcations from mixing to clusters to chimeras. We
will show that all these structures belong to the unfolding of a codimension-2 bifurcation of
mixing, the central object of our study. For the KM forced by small noise, this bifurcation was
studied by Crawford [16]. In the following section, we will discuss the role of W in shaping
chimera states. Until then, we restrict to W = 1. This corresponds to all-to-all connectivity.
The bifurcation scenarios discussed below will also hold for the KM on any graph sequence
with a constant graph limit, e.g., Erd6s-Rényi or Paley graphs [8]. For W = 1, the only
nonzero eigenvalue of W is u = 1. Thus, the equation for the eigenvalues of T (2.17) takes
the following form

Giz)=K !, (3.1)

where G is defined in (2.16).

A rigorous analysis of bifurcations in this model requires generalized spectral theory
[4]. This is related to the fact that as an operator on L2(R x [0, 1]), T has a continuous
spectrum filling the imaginary axis. Thus, to be able to trace the eigenvalues crossing the
imaginary axis under the variation of K, T has to be given a more general interpretation.
For the KM on graphs this was done in [6] extending the analysis of the classical KM in [4].
In the present paper, to avoid the technicalities of generalized spectral theory, we take the
following approach. We locate the eigenvalues of T in H" = {z € C : Rez > 0}, where the
corresponding eigenfunctions are still in L?(R x [0, 1]). Then we trace these eigenvalues until
they hit the imaginary axis and identify the corresponding bifurcations. As soon as the spectral
parameter A hits the imaginary axis, the corresponding eigenfunctions leave L?(R x [0, 1]).
From this point, they are interpreted as tempered distributions (cf. (2.20)). We relate these
eigenfunctions to the patterns emerging at bifurcations of mixing. In particular, we show that
a PF bifurcation results in a PLS with stationary coherent cluster, whereas an AH bifurcation
leads to the creation of two moving clusters.

Following [11, 12], we employ the method used by Penrose in [35] to locate the roots of
(3.1) in Ht. To this end, let C denote an oriented curve G(it), ¢t € R. First, we establish
certain qualitative properties of C. To this end, we note that G is a holomorphic function on
H™ (cf. (2.16)). By the Paley-Wiener theorem, using (2.19), G can be extended analytically
to the region Im z > —a. Further, we use the Sokhotski-Plemelj formula [38] to obtain

Cg(t+s)—gl(t _S)ds.

G@t+0) :ng(t)+i/ (3.2)
0 S
This yields the following parametric equations for C:
Rez =mg(1),
X gt+s)—g(t—ys) (3.3)
Imz = ds,
0 N

for ¢ € R. It follows from (3.3) that C lies in ' andC asymptotes onto the origin. Thus, C
is a bounded closed curve in " (see Fig. 1b).

3.1 Unimodal g

We are now prepared to discuss the bifurcations in the KM. We start with the case of an
even unimodal g (see Fig. 1a). Although the bifurcation of mixing leading to the transition
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g(o)
lLt — 0 Imz
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>
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S 051 mixing 0.2
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0 g;w.;;-.-wgp 5 ‘ | 0 ,rl—m e "

0 0.25 0.5 -2 0 2
C K d g

Fig. 1 a Graph of an even, unimodal probability density function g (Gaussian distribution with standard
deviation o = 0.3). b The corresponding critical curve C intersects the positive real semiaxis at a unique point
Pp. The preimage of Py under G is indicated by the green star in a. Py corresponds to the PF bifurcation of
mixing resulting in a PLS at the critical value K, = Py ! (see (3.1)), which is then gradually transformed into
synchronous state (see (c)). ¢ The bifurcation diagram for (1.1) with unimodal intrinsic frequency distribution
and all-to-all coupling. [« (50, -)[|; 2 is the the L2-norm of the order parameter « (7T, -) (cf. (2.4)) at time
T = 50, which is sufficient for transients to settle down. Each dot corresponds to the value of ||k (50, -)|[ 2
computed for a given value of K. Initial conditions and intrinsic frequencies were sampled from the uniform
distribution on T and Gaussian distribution with mean zero and standard deviation ¢ = 0.3. Independent
samples of the initial conditions and frequencies were used for each value of K. The insets contain snapshots
0;(50), i € [100], representative of patterns for three different regimes (from left to right): mixing, PLS, and
synchronization. The regions of stability and instability of mixing separated by K = K are colored in green
and blue respectively. d A histogram computed for a sample of velocities §; (50), i € [100] for K = 0.2505
just above the critical value K. The velocity distribution within the PLS near PF bifurcation is consistent with
the qualitative features of the unstable mode (3.4)

to synchrony for such g is well understood (cf. [3, 11, 39, 40]), we use it as an example
to explain the method using Penrose diagrams. Below, we will apply this method to study
bifurcations in families of bi- and tri- modal distributions (Figs. 3, 7).

Using the symmetry of g, from (3.3) we see that C is symmetric about the x—axis. It
intersects the positive real semiaxis at a unique point Py = (xg, 0), xo > 0. Further, note
that G~1(xp) = 0 (Fig. 3a, b). From the x—equation in (3.3) we find xo = 7 g(0). By the
Argument Principle, the number of roots of (3.1) in HT is equal to the winding number
of C about K ! [35]. Since for K < K. := (wg(0))~!, K~! lies outside C (Fig. 1b), the
winding number is 0. We conclude that for K < K., T has no eigenvalues with positive
real parts. Thus, for K < K., mixing is linearly stable. In fact, it is asymptotically stable
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1 250 500 1 250 500 1 250 500 1 250 500

Fig.2 The snapshots of oscillator positions 6; (50) and their velocities 9,- (50), i € [100], starting from uniform
(on T) initial conditions. Oscillators are all-to-all coupled and the distribution of the intrinsic frequencies is
the same as in Fig. 1. The snapshots in a were done for K = 0.275 just above the critical value K.. The

snapshots in b were done for K = 0.375. The number of drifting oscillators decreases for increasing values
of K.

[7,Theorem 4.1]. For K > K, on the other hand, the winding numberis 1. As K — K. +0,
A — 0+, and at K = K, mixing undergoes a PF bifurcation [3]. Using (2.18) and (2.21),
we compute the eigenfunction corresponding to A = 0:

vo(w, x) = wg(0)dp(w) —iPolgl(w). (3.4

Each term on the right—hand side of (3.4) has a singularity at 0. The second term also has a
regular component. This determines the structure of the PLS bifurcating from the mixing state
(Fig. 1¢). Since the coupling term in (1.1) is small near the onset of synchronization (« ~ 0),
the unstable eigenfunction (3.4) effectively predicts the structure of the velocity distribution
within the PLS. Specifically, the delta function on the right—hand side of (3.4) implies that
the coherent cluster within the PLS is stationary. The regular component of i Py[g] yields the
velocity distribution within the incoherent group. The combination of these two terms yields
the velocity distribution within the PLS (Figs. 1d, 2a).

Remark 3.1 It is known that the branch of solutions bifurcating from mixing at K. supports
PLS (cf. [25,8 4]):

2 —(Kx)?
fprs0, @) = | To—Kesmor: @l > Kk, 3.5)
86, lw| < Kk,

where 6, € [—m/2, /2] is a root of

sinf = i.
K«

The continuous and singular components of fpy s in(3.5) correspond to groups of drifting and
phase locked oscillators respectively. Since « remains bounded away from 0, for increasing
values of K, the weight of the drifting oscillators diminishes and the resultant patterns become
more and more coherent. In this paper, we call a solution synchronous rather than a PLS, when
the mass of drifting oscillators becomes relatively small (Fig. 2). The empirical distinction
between PLS and synchronous solutions can be formalized by introducing a bound on the
weight of drifting oscillators:

f fPLs(0, w)dOdw < €,
Tx{|lw|>Kx}

for some fixed 0 < ¢ <« 1. We do not introduce a quantitative threshold for coherent
structures, because empirical identification of patterns suffices for the purposes of this work.
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3.2 Bimodal g

Next, we turn to the description of a bifurcation scenario connecting mixing to chimeras
through 2—clusters. To this end, we continuously deform the unimodal distribution g into
a bimodal distribution, preserving even symmetry as shown in Fig. 3a, b. In our numerical
experiments, we use the following family of probability distribution functions:

,(X+£L)2 f(xféx)z
" e 201 e 202
go-l,az(x) - zm o_l + 0_2 . (36)

When o1 = 05 =: o, we collapse indices into one g := g(’,{ o First, we keep oy = o2 =: 0
and increase u from zero. We want to understand how the critical curve changes as u is
varied. The key events in the metamorphosis of C are shown Fig. 3d, e.

For small u > 0, C, I'is diffeomorphic to Cy in a neighborhood of Py, the point of
intersection of Cy with the real axis.

At a critical value u* > 0, C,+ develops a cusp at P, (see Fig. 3d). To identify the
condition for the cusp, we look for the value of p at which the condition of the Inverse
Function Theorem fails for G. By (3.3) this occurs when dIm z(¢)/dt|,_, = 0, i.e.,

e’} M* /
Jlgh' 1= / (g"sﬂds —0 (3.7)
0

(see Fig. 4a).

For u > p* there is a point on the real axis P,, which has two preimages under G:
+iv (Fig. 3b, e)?. Thus, for u > p* mixing loses stability through the AH bifurcation and
not through the PF bifurcation. At the AH bifurcation, T' has a pair of complex conjugate
eigenvalues i v. The corresponding eigenfunctions are given by (2.18), (2.20)

Vtiv0 = T &y (F1)04y — i Prolgy |- (3.8)

The first term on the right-hand side of v;,, ¢ (cf. (3.8)) is localized at @ = v. The second
term is singular at v too, but also has a regular component. The combination of of v; 4o and
v_;j 40 results in splitting the population into two groups of approximately equal size rotating
with velocities centered around +v. We call this pattern a 2—cluster state. Thus, for © > p*
mixing bifurcates into a 2—cluster state. To estimate the group velocity for each cluster, we
compute the arguments of the complex order parameters \Ilf for each cluster:

n n
+, iwE 1 i0; +
|Kn le' " = I’l_:l: Zel jl:l:a)j>0, n- = Zl:l:a)j>0- (3.9)
j=1 =1

The plots of llff in Fig. 5 confirm that the clusters move in the opposite directions at approx-
imately constant speed.

At = p*, where the regions of the PF and AH bifurcations meet, we have a codimension—
2 bifurcation, whose unfolding contains the transitions to synchronization, 2—clusters, and to
chimeras, as we are going to see next. We now fix u© > p* and break the even symmetry of
gb by decreasing o and increasing o, (see Fig. 3c). This affects the critical curve Cu,01,00 1D

' From this point on, we explicitly indicate the dependence of C, x, and P on u.

2 The Penrose diagram similar to that in Fig. 3e was discussed in [11], but the connection to the AH bifurcation
was not made.
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g() g(0) g(o)
u=p*= 39
a -1 (:) 1 &
Imz
Rez
Py*
d e f

Fig. 3 a—c Continuous deformation of the unimodal symmetric density g into a bimodal asymmetric one (c
and the plots of the corresponding critical curves (d and f). At the critical value & = p*, C,;+ develops a cusp
(d). This corresponds to the codimension—2 bifurcation of mixing. The preimages of points of the intersection

of the critical curve with the real axis P, and P&’Z in d and f are indicated by stars in the corresponding plots
in (a—c)

0.25

N

0.125

'
N

0

N

0 w 1 2 0
b p C U

Fig. 4 a The plot of J [gg 1 vs u (cf. (3.7)). The zero of J [gg ] determines the critical value u*. b The plot
of the absolute value of the two preimages G ! (Py). Note that for u > u* outside a small neighborhood of

w*, )G_l (PM)) A L, i.e., the two preimages of Py, lie near the peaks of the density g. ¢ The histogram of

the velocity distribution within a chimera is consistent with the singular distribution v; 1440 (cf. (3.10)). The
parameter values used for plot care u = 1,01 =0.2,0p = 0.4 and K = 0.165.

Fig.5 The plots of \IJ,;F and ¥, '
(cf. (3.9)), the arguments of the
order parameters computed for
two groups with positive and
negative intrinsic frequencies
plotted for a 2-cluster state
(uw=1,01 =0p =0.3,

K = 0.375). As can be seen from
this plot, the two clusters move
with approximately constant
speeds in the opposite directions

Argument of order parameter
o

0 50 100
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1r
&
— CLUSTERS
S’; 0.5
<
N oninih , o FERTEST | , |
0 05 1 0 K, 05 K. 1 15
a K b K

Fig. 6 The bifurcation diagrams corresponding to the symmetric and asymmetric bimodal distributions and
all-to-all connectivity. The meaning of ||« (50, -)||; 2 is the same as in the caption to Fig. 1. For simulations

shown in a, we used probability density function g(’f with 4 = 1 and 0 = 0.3 (cf. (3.6)). The graph of
this function is shown in Fig. 3b. In b, we switched to gﬁ,‘lm with u = 1, 01 = 0.2, and op = 0.4. The
initial conditions are the same as explained in the caption to Fig. 1. To highlight the distinction between the
bifurcation scenarios for symmetric and asymmetric densities, we computed the order parameters separately
for oscillators with negative and positive intrinsic frequencies. The value of [« (50, -)|[; 2 is plotted in blue for
the former group of oscillators and in red for the latter. In the symmetric case, the values of order parameters
undergo transition from values close to O (mixing state) to 1 (synchronization) simultaneously. This results in
the creation of a two-cluster state shown in the right inset in a. In the insets, the oscillators are split into two
groups based on the sign of the corresponding intrinsic frequencies. The oscillators with negative frequencies
appear on the left. The two clusters shown in the right inset in a rotate with near constant velocity in opposite
directions. In the asymmetric case, the order parameter computed for the left cluster starts to increase around
K Cl , while the order parameter computed for the right cluster remains small. This results in the creation of the
chimera state shown in the middle inset in b. The order parameter corresponding to the right cluster (plotted in
red) starts to increase around K C2 From this point, the chimera state born at K. is gradually transformed into
a (moving) two-cluster state shown in the right inset in b. Eventually, the two-cluster state becomes stationary.
The bifurcation that transforms a traveling two-cluster state into a stationary one is explained in [24,§ 5.1]
(see Fig. 11 in [24])

the following way. The point of double intersection P, splits into two points of intersection
with the real axis: P/l = (xIIL, 0) and PEL = (xﬁ, 0) with 0 < xi < x}L (see Fig. 3f). Note that
the preimages of these points under G are still very close to the maxima of gé"l .o, (see Fig. 3¢
and Fig. 4b). In particular, the preimage of PI}L is approximately —i u, the center of the more
localized peak of g5, o, . This implies that mixing loses stability at K} ~ (gl o, (=)~ 1.
The bifurcating eigenvalue A = iv;(v; & —u) and the corresponding eigenfunction

Viv+0 = gL o (V)8 — Py g 1. (3.10)

Note that the first term on the right hand side of (3.10) is a singular distribution localized
at v1. The second term has a singularity at vy, but its regular part has some weight near
V2 & w. These features translate into the velocity distribution within an emerging pattern:
there is a tightly localized peak around — i (the coherent group) and a broader peak near . (the
incoherent group) (Fig. 4c). The structure of the unstable eigenfunction suggests that just after
the bifurcation the oscillators split into two groups. One group, formed by the oscillators with
negative intrinsic frequencies, contains both phase locked and drifting oscillators, whereas
the other group consists of drifting oscillators (see the snapshot in Fig. 6b). Such patterns
with coexisting groups of drifting and coherent oscillators are called chimeras [1, 19, 28].
For increasing values of K, the chimera state is gradually transformed into a 2-cluster
pattern (Fig. 4b). As in the situation described in Remark 3.1, there is no sharp boundary
between the regions of chimeras and 2-clusters shown in Fig. 6b. Patterns of both types
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Fig.7 a—c A family of trimodal probability distributions (3.11) with u© = 2: a) 01 = 03 = 0.1976, 07 = 0.2,
b) o1 =03 =0.2,0p =0.1,¢) 01 = 03 = 0.1, 0o = 0.1. d—f The corresponding critical curves. Under
the deformation of the density functions, the point of triple intersection in d splits into a point of simple
intersection and a point of double intersection e and f. Each point of simple intersection corresponds to a PF
bifurcation producing a pattern with a stationary cluster, whereas a point of double intersection corresponds
an AH bifurcation resulting in patterns with a pair of moving clusters. The bifurcation scenarios predicted by
the diagrams in d—f with all-to-all coupling are shown in g—i. They are explained in the text. As in Fig. 6,
oscillators are split into three groups by their intrinsic frequencies: (i) @ < —p/2; (i) —p/2 < w < u/2;
(i) o = p/2

contain phase locked and drifting oscillators. The difference between them lies in the degree
of coherence within the two groups with positive and negative intrinsic frequencies. In the
case of clusters, both groups are coherent, i.e., the weight of drifting oscillators is relatively
small. In the case of chimeras, one group is incoherent. The difference in the coherence
within the two groups of oscillators composing chimera states is clearly seen in the velocity
histogram in Fig. 4c and in the plots of the order parameter computed separately for each
group in Fig. 6b. The latter reveal that coherence builds up faster in the first ’coherent’
cluster (the one that was more coherent from the start). The order parameter computed for
the second cluster grows sharply near K3, the second point of the intersection of the critical
curve C with the real axis P/% (see Fig. 3f). At K5 (already unstable) mixing undergoes the
second bifurcation. While the secondary bifurcation of mixing is not formally connected to
the transformations of the chimera state, the notable increase of coherence in the second
cluster near KC2 is an interesting artifact (Fig. 6b).
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g(o)

a 2 0 2 ® b

Fig.8 Symmetry breaking in the trimodal distribution shown in Fig. 7b results in splitting of the point of the
double intersection into two simple intersection points. Here 01 = 0.2, 0o = 0.1, 03 = 0.3. Thus, the Penrose
diagram predicts a PF bifurcation and two secondary bifurcations. The former produces a chimera with the
stationary coherent cluster in the middle (¢, beige). As in the bimodal case we observe a rapid increase of
coherence in the two incoherent clusters near the first secondary bifurcation (see the border between the beige
and the pink regions). Right after that point the numerical experiments show a chimera with two coherent
clusters (a stationary cluster in the middle and a traveling one on the left) (¢, pink). For larger values of K we
observe a three-cluster state with the stationary middle cluster and two clusters rotating in opposite directions

(c, purple)

3.3 Trimodal g

To give a more complete picture of possible bifurcation scenarios in the KM with mul-
timodal distributions of the intrinsic frequencies, we discuss bifurcations in the KM with
trimodal family of distributions. In the numerical experiments used in this section, we take
the probability distribution functions of the following form:

" ( ) 1 e 201 + e 2(72 + e 2(73 (3 1 1)
X) = . .
8o1.02.03 327 o o 03

To study bifurcations in the model with trimodal frequency distribution we employ the
same strategy as above. We first locate the highest codimension master bifurcation of mixing,
whose unfolding contains all principal bifurcation scenarios. To this end, we fix © > 0 and
choose o1, 02, 03 so that the critical curve C has a point of triple intersection with the real
axis Py (see Fig. 7d). In our numerical simulations, we used © = 2 and o, = 0.2, and
o1 = 03 ~ 0.1976, i.e., all peaks are practically the same (see Fig. 7a). The intersection
point Py has three preimages under G: G~ (Py) ~ {£2i,0}. Thus, the loss of stability of
mixing takes place through a PF-AH bifurcation. The diagram in Fig. 7g shows the bifurcation
of mixing producing a 3-cluster state. The middle cluster is stationary as implied by the PF
bifurcation and the two outer clusters are moving with opposite velocities as implied by the
AH bifurcation.

Next, we deform the distribution in Fig. 7a preserving even symmetry in two different
ways. First, we increase o and o3 keeping them equal (see Fig. 7b). Under this deformation,
the triple intersection point splits into a simple intersection point Py and a point of double
intersection P (see Fig. 7e). This results in a PF bifurcation followed by the AH bifurcation
of mixing. The former produces a chimera state with a stationary middle cluster, which
is further transformed into a three-cluster state with a stationary cluster in the middle and
two rotating clusters on the sides (see Fig. 7h). An alternative scenario is shown in the last
column of Fig. 7. This time the AH bifurcation comes first and, therefore, we get a chimera
state with two traveling coherent clusters on the sides. For larger values of K, we arrive at
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Fig.9 Bifurcation diagrams for the KM with nonlocal nearest-neighbor coupling and uni-, bi-, and tri- modal
frequency distributions shown in plots a, b, and ¢ respectively. In all simulations the nearest neighbor coupling
range is ¥ = 0.3. In (a) the unimodal distribution (¢ = 0.3) results in a PF bifurcation leading to synchro-
nization for positive K has a counterpart for K negative. The latter results in the emergence of stationary
twisted states. The same principle applies to the bifurcation diagrams in b and c: bifurcations for positive
K have mirror images for negative K with coherent structures superimposed on twisted states. For instance,
diagram b features twisted chimera and clusters of traveling twisted states generated from an asymmetric
bimodal distribution with u = 1, o1 = 0.4, 0o = 0.2. Using the trimodal distribution from Fig. 7¢, we obtain
the 3-clusters shown in ¢, two outer clusters contain traveling twisted states and the middle one presents a
stationary twisted states. The cluster type (stationary vs traveling) is determined by the underlying bifurcation.
The AH bifurcation results in a pair of traveling coherent structures, whereas the PF bifurcation produces a
stationary one (see text for details). In the insets in b and ¢, the oscillators are grouped together by the values
of intrinsic frequencies (see caption of Fig. 7 for details). The order in x is preserved within each group. The
reordering is done to unveil patterns

the same three-cluster pattern as above (see Fig. 7i). Finally, we break the even symmetry
of g by decreasing o, and increasing o3. Without symmetry constraints, the point of triple
intersection splits into three simple points Py, P;, and P, (see Fig. 8b). The bifurcation
diagram in Fig. 8c shows the chimera state born after the loss of stability of mixing followed
by a series of transformations making clusters coherent one by one. The eventual state is a
three-cluster state with one stationary cluster and two moving clusters (see Fig. 8c).

4 Adding Connectivity

Network connectivity can have a profound effect on the spatial organization of chimera
states [8]. In the previous section, we discussed bifurcation scenarios in the KM with all-
to—all coupling, i.e., for W = 1. In this case, the largest eigenvalue of W is 1 and the
corresponding eigenfunction is w = 1. There are no negative eigenvalues. This has the
following implications. Mixing is stable for K € (—oo, K.) and patterns emerging at the
bifurcation at K. are spatially homogeneous, because v) (w, x) in (2.18) does not depend on x.
In general, W may have eigenvalues of both signs [6]. In this case, along with the bifurcations
at positive K Cl and K CZ identified above there are negative counterparts at K 62 <K L'<0.The
eigenfunctions corresponding to negative eigenvalues of W are no longer constant and they
endow the bifurcating patterns (clusters and chimeras) with a nontrivial spatial organization.
We refer an interested reader to [6, 8] for examples of the bifurcation scenarios in the KM
with nonconstant W.

In the remainder of this section, we discuss how network organization may affect the
spatiotemporal patterns in the context of the bifurcation scenarios identified in the previous
sections. To this end, suppose W has eigenvalues of both signs and denote the largest positive
and smallest negative eigenvalues of W by ut and ™~ respectively. Then the region of
stability of mixing is bounded K € (K[, K C+ ), with K7 <0 < K C+ . Furthermore, one of
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the eigenfunctions corresponding to ;= or u™ is not constant. Thus, the patterns emerging
from one of the bifurcations will have spatial structure. To illustrate these effects, we consider
the KM with nonlocal nearest neighbor coupling. To this end, let W (x, y) = V (x —y), where
V was defined in (2.1). In this case,

1
Wiflx) = /0 Vx =y) f(dy. (4.1)

The eigenvalues of W can be computed explicitly

1 1
i = / V(x)eT T gy = / V(x)cos 2rkx)dx, k=0,1,2,....
0 0
The corresponding eigenfunctions are w; = e*>7/%¥ The largest positive eigenvalue is
wt = 2r (cf. [6,Lemma 5.3]). By k* > 0 denote the value of k corresponding to the smallest
negative eigenvalue of W, j«. The corresponding eigenfunctions are ¢27/%™* and e=27/k"x
To explain the implications of the presence of the eigenvalues of both signs in the spectrum
of W, we first turn to the unimodal distribution. If g is even and unimodal then the region
of stability of mixing is a bounded interval (K, K) with K. = 7(g(0) w ) Vand K F=
m(g(0) w1 [6]. At K C+ we observe a familiar scenario of transition to synchronization
(Fig. 9). At K the situation is different. The center subspace of the linearized problem in
the Fourier space is spanned by

vt = To(@)e?™ ™ and v = To(w)e T,

In the solution space, we therefore expect that
f(t.6,0,5) ~Re (¢ + 2 To(@)e ™ H0) ¢ e e C.

For the PLS emerging at the bifurcation, we see that the structure encoded in Y (w) is now
superimposed onto a k*—twisted state® (Fig. 9a). The same principle applies to all other
bifurcation scenarios, which we discussed for bi- and trimodal distributions in the previous
sections. Specifically, whenever a transition to coherence occurs whether in a cluster or in
the entire population, the nascent coherent structure is superimposed onto a twisted state.

Plots b and c of Fig. 9 present bifurcation diagrams for families of bimodal and trimodal
distributions. The bifurcations for positive K analyzed in the previous sections have counter-
parts for negative K. The latter feature (traveling) twisted states every time the transition to
coherence takes place. The velocity of the twisted states is determined by the corresponding
eigenfunctions of T as before. The appearance of twisted states in this model is a conse-
quence of the form of coupling. Whenever W (x, y) = V(x — y) for some function V on a
unit circle, the eigenfunctions of W are exponential functions ¢>"/¥* By varying V', one can
achieve a variety of spatial patterns born when mixing loses stability.

5 Discussion

In conclusion, we recap the main results of this work and relate them to previous studies. In
this paper, we studied bifurcations in the KM with multimodal frequency distributions. We
showed that the loss of stability of mixing in this model leads to different patterns including
stationary and traveling clusters and chimera states. In structured networks these patterns

3 Twisted states are also commonly referred to as splay states (cf. [41]).
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Fig. 10 a A nonzero phase lag o = 1.461in (1.1) results in a rotation of the critical curve in the complex plane.
The critical curve intersects the positive semiaxis at a unique point, which determines the PF bifurcation. b
The bifurcation diagram for the KM with & = 1.46 and nearest neighbor coupling. Intrinsic frequencies are
drawn from a unimodal Gaussian with o = 0.1 and the nearest neighbor coupling range is » = 0.35. The PF
bifurcation at K. > 0 results in a PLS. For larger values of K, the PLS is transformed into a chimera state
that is similar to those observed in [31]. The PF bifurcation at K. < 0 gives rise to twisted states

acquire additional spatial organization. In particular, bifurcations of mixing in the KM with
nonlocal nearest-neighbor coupling give rise to twisted chimera states with regions of coher-
ent behavior organized as stationary or traveling twisted states. The combination of the linear
stability analysis, Penrose diagrams, and spectral properties of the graph limits provides infor-
mation about the salient features of complex spatiotemporal patterns found in the KM after
mixing loses stability. The type of the bifurcation determines the dynamical properties of the
nascent patterns: the PF bifurcation results in one or more stationary clusters, whereas the AH
bifurcation produces traveling clusters. Furthermore, we described a codimension-2 and a
codimension-3 bifurcations of mixing, whose unfoldings contain transitions to stationary and
traveling clusters and chimera states in the KM with bi- and trimodal frequency distributions
respectively (Figs. 6, 7, 8). To locate the bifurcations of mixing leading to clusters or chimera
states we used Penrose diagrams, which reduce the problem to the analysis of geometric and
topological properties of a closed critical curve. Once the bifurcations are found, the emerg-
ing patterns are determined from the analysis of the unstable modes, i.e., the eigenfunctions
of the linearized operator corresponding to the eigenvalues with zero real parts. In particular,
the structure of the bifurcating eigenfunctions (viewed as tempered distributions) translates
into the structure of the velocity distributions of emerging coherent structures.

There have been several previous studies of the KM with bimodal distribution. A review
of the previous work in this direction can be found in [23]. In particular, as mentioned in
[23], Kuramoto proposed a scenario for the onset of synchronization in the model with
symmetric bimodal frequency distribution (cf. [18]). Specifically, he conjectured that in the
bimodal case the onset would take place that K. ~ (g5 (1)) ~! and would lead to formation
of a pair of clusters rotating in opposite directions. A detailed bifurcation diagram for the
KM with symmetric bimodal Lorentz distribution was obtained in [23]. The analysis of
bifurcations in this work exploited the Ott-Antonsen reduction [33]. In [23], one can also
find information about global bifurcations in this system. Our results are local, but they do not
rely on the Ott-Antonsen reduction and apply to a wide class of frequency distributions. Both
the results in [23] and in the present study confirm Kuramoto’s conjecture about the onset of
synchronization in the bimodal case, provided the peaks of the bimodal distribution are well
separated. Indeed, as shown in Subsection 3.2 when peaks in the bimodal distribution are
not well separated, the system undergoes a PF bifurcation leading to PLS rather than cluster
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formation, in agreement with findings in [23]. Traveling chimera states similar to twisted
states shown in Fig. 9b were identified in the KM with identical frequencies in [41]. In [41]
the coherent structure is local in both x and 6, resulting in just a small coherent portion
of a twisted state that travels in the x-direction, whereas in our setting, coherent twisted
states (extending over the entire ranges of x and €) coexist with incoherent oscillators. The
fragmentation of patterns into (coherent and incoherent) clusters in the KM model discussed
in [41] was due to the multimodal structure of the kernel V (cf. (4.1)) rather than the structure
of the frequency distribution as in the present study (see also [32] for analysis of related
patterns). It would be interesting to apply the method of the present paper to study patterns
in the KM with multimodal coupling functions like those considered in [41]. The asymmetry
in the nonlocal coupling can make coherent structures travel along the ring (cf. [29]). This is
different from the mechanism for rotating clusters and chimera states identified in Section 3.2,
where the AH bifurcation not the asymmetry is responsible for rotation.

The first examples of chimera states were studied in the KM with identical frequencies
[1, 19]. Since then chimera states were obtained in many different settings (see, e.g., [13, 20,
26, 34, 37]). In this work, we described chimera states in the KM with random frequencies
sampled from multimodal distributions. To relate chimera states in the KMs with constant
and random frequencies, consider the setting used in [27, 31]: identical frequencies, nearest-
neighbor coupling, and phase lag o such that 0 < 7/2 — o < 1. To match this setting using
the KM with random frequencies, we take the Gaussian distribution centered at 0 with a
small standard deviation o = 0.1. All other parameters are the same as in [31]. It turns out
that even a very localized probability distribution for w;’s leads to important changes in the
phase space when compared to the constant frequency setting. For the system with random
albeit localized frequencies, the critical curve is shown in Fig. 10a. As before, there is a single
point of intersection with the positive semiaxis. It corresponds to a PF bifurcation of mixing,
giving rise to a PLS (Fig. 10b). For larger K, the PLS is transformed into a chimera state,
which looks just like in the model with identical frequencies. Despite visual similarity, there
is an important distinction between chimeras obtained in these two settings. In the model with
identical frequencies, one has to carefully choose initial conditions mimicking the structure of
a chimera state, otherwise, the trajectories converge to the synchronous state [1, 19]. It turns
out that with random frequencies even for very small o, no fine tuning of initial conditions
is needed. Chimera states become very robust with respect to initial conditions. In particular,
chimera states shown in the inset of Fig. 10b were obtained using initial conditions taken
from the uniform distribution on T.

Since their discovery chimeras have appealed to a broad community of mathematicians and
physicists as a stark example of highly heterogeneous structures produced by homogeneous
systems. It is important to note that even for the KM with identical frequencies as in [1, 19,
27], the setting is not completely homogeneous. A heterogeneous initial condition is still
needed to generate chimera states. To compare this with the random frequencies setting, let
us rewrite (1.1) as

2K «

=t (5.1)

w; =0, i €[n].

Note that the right-hand sides in all equations have the same form, i.e., the system is homoge-
neous. The heterogeneity enters only through the initial condition. In this respect, our setting
is not different from that in [1, 19, 27].
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The coexistence of coherence and incoherence is arguably the most interesting effect in
the theory of synchronization and possibly in nonlinear science in general discovered in
the past two decades. Despite intense research chimera states still present many challenging
questions to the nonlinear science community. There is no consensus on how to define chimera
states. Further, the theory is only available for chimeras lying in the Ott-Antonsen manifold,
which is an elegant but a very special case. In this work, we suggest a new way for studying
chimera states based on the combination of the linear stability analysis of mixing and a
beautiful method of Penrose for the Vlasov equation in plasma physics. This approach yields
a new qualitative description of chimera states. Our results are universal in the sense that the
structure and bifurcations of spatiotemporal patterns are explained in terms of the qualitative
properties of the distribution of intrinsic frequencies and network topology, and, thus, are
relevant for interacting particle systems of all scales from neuronal networks to power grids
to astrophysics.
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