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Abstract—RBitcoin first proposed the Nakamoto consensus that
applies proof of work into the blockchain structure to build
a trustless append-only ledger. The Nakamoto consensus solves
the distributed consistency problem in the public network but
wastes too much computing power. Instead of consuming com-
puting resources, many improved consensus schemes address this
problem by leveraging miners’ storage resources. However, these
schemes fail to let miners store data constantly and osually rely
on a dealer to assign data, which is hard to build a reliable
decentralized storage system. In this article, we first design a
variant consensus algorithm named Proof of Continuous Work
{PoCW) with a storage-related incentive mechanism. Miners can
accumulate mining advantage by continuously submitting proofs
of storage. Then, we present a hash ring-based data alloca-
tion algorithm using the blockchain’s state. Combined with both
of them, we build a reliable blockchain-based storage system
without relying on any third parties. The theoretical analysis
and simulation results demonstrate that the proposed system
has higher reliability than those existing systems, and we also
give practical suggestions about system parameters. Finally, we
discuss additional benefits that our system brings.

Index Terms—Blockchain, data allocation, decentralized stor-
age, Proof of Continuous Work (PoCW), reliability.

I. INTRODUCTION

LOCKCHAIN [1] is known as decentralized database
technology, and it can build a unique ledger among the
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untrusted distributed network. Such technology can effectively
cut down on trust costs in distributed systems and thus,
be studied by many scholars. Bitcoin [2] first proposes this
blockchain structure to design a cryptocurrency, which applies
Proof-of-Work (PoW) to construct the Nakamoto consensus. In
the consensus protocol, participants compete for appending a
new block to the current blockchain by solving a difficult puz-
zle. Generally, only the fastest participant wins the competition
and gets the reward. Others have to drop the current puzzle
for computing the next one, which wastes massive computing
pOWEL.

Researchers proposed some PoW-variant schemes to fig-
ure out the mentioned problems. For example, Proof of Stake
(PoS) [3] extends the framework of PoW and uses stakes to
influence block mining difficulty, where the stake can be the
cryptocurrency on the blockchain. The more the stake a partic-
ipant holds, the easier the participant mines a valid block and
gets the reward. Although no longer wasting lots of computing
power, it faces the risk of instability. An adversary may create
multiple identities (i.e., Sybil attack [4]) to increase its oppor-
tunity of successful mining. Another attack named nothing at
stake [5] can easily cause blockchain forks, which ruins the
consistency. Nevertheless, PoS shows a possible idea that we
can substitute the consumption of computing resources with
others.

Inspired by PoS, many state-of-art schemes utilize storage
contribution to substitute computing power. On the one hand,
storage is not a virtual resource so that it can tolerate the Sybil
attack. On the other hand, storage provides a useful service
that can be used to earn income. Fortunately, there are cryp-
tographic primitives, such as proof of retrievability (POR) [6]
and proof of data possession (PDP) [7]. Based on these tech-
niques, Permacoin [8] proposes a local POR to construct a
useful consensus. It assumes a dealer to assign data to min-
ers who are encouraged to submit proof of storage for higher
success in block mining. Filecoin [9] commercializes the data
storage activities via introducing a distributed storage market.
It also proposes a variant Nakamoto consensus that biases the
mining advantage to the miners who provide more storage
space.

However, the existing schemes are hard to build a reliable
storage system. The first reason is that those consensus alpo-
rithms only concern storage capacity. They lack an incentive
mechanism to encourage miners to constantly store the data.
Second, these systems usually depend on a centralized party
to allocate data for miners. Such mode might bring extra trust
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cost and somewhat harm storage reliability. It may cause that
the blockchain-based storage system weakens to a centralized
cloud storage system. To address the challenges, we propose
a variant Nakamoto consensus with a storape-related incen-
tive mechanism to build a blockchain-based storage system,
which allocates data to multiple miners without any trusted
third parties. The contribution of our work is as follows.

1) We design a Proof-of-Continuous-Work (PoCW) algo-
rithm to encourage miner participation in storage con-
tribution. In this variant Nakamoto consensus, miners
accumulate the mining advantages by continuously stor-
ing data and submitting proofs.

2) We propose a hash ring-based data allocation algorithm
to assign data in a decentralized fashion. This method
leverages consistent hashing to allocate data to stor-
age nodes. The allocation result is used to obtain the
assigned data in the PoCW computation.

3) Theoretical analysis proves that our allocation scheme
gets higher reliability than the centralized allocation
scheme. According to the results, we also investigate
the practical situation of node failure and give useful
suggestions about system parameters.

The remainder of this article is organized as follows. We
present related work in Section II. We then introduce the pre-
liminary notations and definitions in Section III. Section IV
gives an overview of the proposed blockchain-based storage
system. Section V presents proof-of-continuous-work and hash
ring-based data allocation. After that, we give the reliability
analysis and simulation verification in Section VL. Finally, we
conclude this article in Section VIIL

II. RELATED WORK

In this section, we briefly show some research work
about blockchain-based storage systems in various domains
ranging from the Internet of Things (IoT) to Healthcare.
Wang et al. [10] presented ForkBase that built an efficient
storage engine with collaborative analytics and fork seman-
tics. Li ef al. [11] designed a secure and accountable IoT
storage system based on blockchain. Xu et al [12] lever-
aged blockchain to execute data analytics with IoT devices.
Zhou et al. [13] proposed MIStore to build a blockchain-
based medical insurance storage system. Wang et al [14]
proposed BlockZone, a blockchain-based DNS system with
an improved PBFT consensus algorithm. Chen et al. [15]
designed a blockchain-based medical service framework for
personal data management.

To address the issues of storage limitation, a few mainstream
blockchain-based storage systems relieve capacity restrictions
by storing raw data off-chain. An earlier work Factom [16]
created a data layer on top of Bitcoin, where data are
retrieved using distributed hash table (DHT) and metadata are
stored on-chain. Later, Zyskind et al. [17] used blockchain
to manage user permissions and message delivery. Inspired
by Namecoin [18], Blockstack [19] constructed a global stor-
age system by embedding zone files into Bitcoin. Recently,
Li et al. [20] designed a blockchain-based distributed cloud
storage architecture, where transactions contain the URLs of
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file replicas that can be retrieved from a distributed storage
network (DSN).

Some systems adopt proof protocols to synchronize off-
chain data with blockchain for high reliability. Based on
various proofs of storage, Miller ef al. [8] proposed Permacoin
to make consensus work for data preservation, where min-
ers need to generate local POR to pet more mining rewards.
Storj [21] enabled users to sell and buy storage space from
providers, which can be audited by any peers via a challenge-
based POR protocol. This also introduced sharding, an exten-
sion of Kademlia [22], to further improve system reliability.
Kopp et al [23], [24] used a POR protocol to build a
distributed file storage but paid more attention to financial
incentives to ensure fairness. Filecoin [9] built a distributed
storage market, where clients and miners send bid and ask
orders, respectively. This work also proposed a noninteractive
proof of space time to reach reliability. Ateniese ef al. [25]
proposed a similar notion named proof of storage time. It
designs a challenge—response protocol to efficiently verify that
data are continuously available and retrievable for a range of
time.

One important assumption in these works is the honesty
of the third party to allocate data. Without it, the systems’
reliability can significantly be degraded. One novelty of our
work thus lies in building decentralized data allocation in
blockchain-based storage systems.

IIl. PRELIMINARIES
A. Blockchain in Bitcoin

Bitcoin was proposed by Nakamoto [2] in 2009, which is the
first practical application of blockchain. The system organizes
transactions via a hash chain and relies on PoW to build the
Nakamoto consensus.

Blockchain structure is a chain of blocks that pack trans-
actions within an interval of time. Each block includes hash
value pointing to the previous block, except for the first one
(i.e., genesis block). In Bitcoin, a block consists of a list of
transactions, a hash value, a version number, a timestamp, and
a random nonce. Let H(-) be a cryptographic hash function.
For simplicity, we formalize the ith block as

B; := (T;||[H(Bi_1)|IN;)

where B; is the ith block, T; is the list of transactions in
this block, and Nj; is the random nonce selected by miners.
Thus, the blockchain with height & = 0 can be viewed as the
sequence of blocks Ly === By, By, ..., By =, where By is the
genesis block.

Nakamoto consensus is an essential component that makes
all participants (also called miners) hold the same ledger. After
verifying all the transactions by certain specified rules, miners
compete with each other to solve a computational puzzle. The
solution of this puzzle is to find an appropriate random nonce
that makes the hash of the block less than a target value of Z,
named PoW. We express it as follows:

H(B;) = Z.
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Multiple solutions for the current puzzle may cause the
blockchain fork. To address it, all miners follow the longest
chain to solve puzzles, and thus, the blockchain can eventually
reach global consistency with high probability.

B. Consistent Hashing

Consistent hashing [26] forms a ring structure to “smoothly
absorb™ network changes, which allows servers to join or leave
in an arbitrary order with limited costs. It connects the output
of a hash function from the beginning to the end via a modulo
operation to construct the hash ring, where requests and servers
are mapped into the same space. Requests find the closest
server on the space or the first server encountered in a certain
direction on the ring.

Due to high efficiency in resource allocation and localiza-
tion, the consistent hashing concept (used in designing DHT)
has been applied to many peer-to-peer storage systems, such
as chord [27], Pastry [28], etc. Typically, the previous works
use this technology to locate nodes for data retrieval with-
out assigning data storage. Abe's thesis [29] aims to alleviate
miner's overhead for storing the ledger, where each miner only
stores part of blocks according to the DHT. But the paper,
in some respects, failed to build a blockchain-based storage
system because that paper did not consider to synchronize
DHT with data off-chain. In our work, we directly adopt con-
sistent hashing to construct a global hash ring structure rather
than DHT. Such a hash ring not only can locate nodes for data
retrieval but it can also manage distribution for data storage.

C. Local Proof of Retrievability

In 2007, Juels and Kaliski, Jr [6] proposed a POR mecha-
nism that is a challenge—response protocol, where the prover
convinces the verifier that the file in its possession can be cor-
rectly retrieved. Miller et al. [8] presented a local POR version
and applied it to the blockchain for repurposing POW com-
putation to data preservation. The local POR scheme embeds
a secret key of miners in the proofs. Miners have to store the
data locally for generating proofs on time to get a reward, and
thus, restricting miners’ behavior of data outsourcing.

Here, we formally define the local POR as follows.

1) Gen(1*) — (pk, sk): The Gen algorithm executed by a

miner takes a security parameter i as input and outputs
a public and secret key pair (pk, sk).

2) Encode(F) — (rt, F): The Encode algorithm encodes
a large file F to a file F with erasure code. It computes
the root ri of a Merkle tree whose leaves are sepments
of the encoded file.

3) Prove(sk,R,F) — =: The Prove algorithm inputs a
secret key sk, a random challenge R, and an encoded
file F. It outputs a proof 7, containing the file segments,
signatures, and the Merkle tree paths.

4) Veritwpk, rt, R, w ) — {0,1}: The Verify algorithm takes
a public key pk, a Merkle tree’s root rf, a random chal-
lenge R, and a proof =. If the signatures and the proof
are valid, it outputs 1, otherwise, (.

The concrete construction of this scheme is omitted. We

recommend the readers to refer the original paper for details.
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Fig. 1. System model.

In our system, we treat the local POR as a cryptographic
primitive. Miners use it to compute the proof of storage.

IV. BLOCKCHAIN-BASED STORAGE SYSTEM
In this section, we give an overview of system participants
and make some assumptions for them. Our system can rely
on PoW computation to providing reliable decentralized data
storage. In the rest of this article, we focus on building such
a system on the permissionless blockchain.

A. System Overview

We have following three entities in the system.

1) Data Owner: A user who uploads and retrieves data in

the system.

2) Miner: A peer in the blockchain network who partici-

pates in mining and provides storage.

3) Blockchain: A public distributed ledger that accepts

transactions and updates the global state.

The key idea is to let the miners introduce storage con-
tribution in mining a new block. We modify the Nakamoto
consensus and lean the advantage in mining to those miners
who submit the proof of storage to the blockchain. Then, we
use consistent hashing to organize data distribution, building
a decentralized and autonomous data storage system.

We illustrate the system model in Fig. 1. A data owner
constructs a Put transaction and submits it to the blockchain.
Miners compute the corresponding proofs of storage, continu-
ously sending Proof transactions for showing their work. Note
that the two types of transactions (Put and Proof) determine
the blockchain's state, which consists of a data set and a miner
set, respectively. We build a mapping relation between the two
sets to allocate data for miners. Once new data are registered
on the blockchain, it triggers the state changes and conducts
data allocation, and then the data owner will send raw data
to the designated miners. Iteratively, the miners update local
storage and continue to generate proofs.

Assumptions: We consider a permissionless setting in which
participants can join to be miners or leave at any time. Miners
have a certain storage capacity and use their public keys as
pseudonyms identity. We assume that miners are rational to get
financial rewards in mining and transaction fees. Adversaries
can only control partial miners, where the sum of storage
is less than 504 of total storage. We also assume that data
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are split into segments with the same size and distributes to
multiple replicas for retrieval reliability.

B. Transaction Definition

The blockchain accepts two special transactions: 1) the
Put transaction and 2) the Proof transaction. We use these
transactions to repister data and present proofs of storage,
respectively. At a high level, we treat the blockchain as an
arbitrary state machine where the sequence of transactions is
taken as inputs to trigger state changes.

For the Put transaction, it requests leasing storage and
decides the length of the lease. The blockchain keeps data
in the state until the data expire at some block height. We let
did denote the identity of data. The proofs contain a Merkle
tree’s root, which is denoted by drt. Also, we let fis be a block-
based counter that determines the valid duration of data. The
transaction has the following form:

Doy = (did, drt, tts).

For the Proof transaction, we let pk denote the public key of
the miners to represent their identity. Theoretically, the miner
can arbitrarily generate key pairs, choosing different public key
as its identity. We use the Prove algorithm in the local POR
scheme to construct a proof of storage 7, where it involves a
random challenge R. Once the miner broadcasts this transac-
tion, others execute the Verify algorithm to check if it is valid.
We formulate the transaction as follows:

txp.mf = (pk, R, ).

To provide storage, a miner first submits a transaction with-
out any proofs and random challenges. The default transaction
declares that the miner is ready to contribute storage. Then,
the miner gets the results of data allocation, which is presented
in Section V-C, selects a random challenge, and uses its secret
key to compute a proof. We explain how to select the random
challenge in Section V-A. To ensure an available storage ser-
vice, we require each miner to submit proofs constantly. This
process just like a heartbeat, which means that a miner turns
to fail if the blockchain cannot receive any valid proof within
certain blocks. Thus, miners continuously work for construct-
ing valid Proof transactions and refresh the blockchain's state
to be active.

V. ProoOF OF CONTINUOUS WORK FOR STORAGE

In this section, we design a variant Nakamoto consensus
with the comesponding incentive mechanism in storage con-
tribution. After that, we present a decentralized data allocation
algorithm based on consistent hashing.

A. Chain the Proof Transactions

Here, we consider a chain structure to organize those proofs.
Each Proof transaction includes a reference to the last trans-
action owned by the same miner, making the first one be a
register action. By doing so, we can address the following two
problems. First, the transaction refers to a certain block, point-
ing to a determined state. We can use the state to conduct data
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allocation for miners. Second, the block hash and the trans-
action index in that block are unpredictable when submitting
a transaction. Miners must wait for the previous transaction
packed into the blockchain before construing the next one.
It effectively prevents miners from penerating a sequence of
proofs in advance so that it can drop or outsource the data.

We modify the original format of the Proof transaction by
adding two reference fields as follows:

txpn:-nf = {bids idxs p-ks R! )

where the previous transaction is located by the block hash bid
and the index idx in the transaction lists. We use the PoW-like
technique to constraint the transaction that its hash value must
be less than a target value of V. Thus, miners need to attempt
several random challenges.

Based on the observation that miners with longer transaction
chains and more stored data are more reliable, we consider the
following two parameters to adjust the mining difficulty. First,
we let cir denote the length of the Proof transactions chain
to evaluate the miner's workload. Second, we let num denote
the number of assigned data. To protect the miners who do
not participate in storage confribution, we reserve the base
difficulty in PoW for them. We have the following formula as
the mining difficulty:

H(B;) = (ctr & num + 1) % Z.

The pseudocode of PoCW is shown in Algorithm 1. Miners
who do not provide storage run mining function in lines
6—14 with the same effect as PoW. However, they have an
optional task that defines in the proving function in lines
15-31. Miners can create a thread to continuously submit
proof, which changes the variable of the counter cir and the
number num to affect the mining difficulty in line 11. To avoid
the accumulative cir increase without limitation, making the
blockchain always controlled by the oldest miner. We add a
rule in line 14, i.e., the counter will be clear and recalculate
when a miner appends a new block to the blockchain.

Algorithm 2 describes the process of blockchain when
receiving a new block. Miners use this same procedure to val-
idate the block and append it to the blockchain. At a high
level, the blockchain keeps the state of data set and miner set
at every block height. Lines 7-10 refresh the data set and the
miner set, removing those overdue data and inactive miners.
We use the symbol # to denote iterating all elements in the set.
Lines 11-15 process Put transactions while lines 16-29 pro-
cess Proof process transactions, which update the state in the
previous block. Similarly, once the new block from a miner
is successful appended, the blockchain will clear the miner's
counter in line 3.

As shown in Fig. 2, the middle row is a blockchain in a sim-
plified version. At each block, the upper square presents the
current blockchain’s state, and the square below lists the trans-
actions packed in the block. For example, we set the maximum
interval blocks between two consecutive Proof transactions to
2, which simulates the heartbeat of miners. Data 1 (denoted
as dl) is loaded by a Put transaction in block N within three
blocks. Thus, the corresponding state keeps dl until block
N + 2. Similarly, the blockchain has data 2 (denoted as d2)
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Fig. 2. Chains of proof transactions.

Algorithm 1 PoCW for Miners

Algorithm 2 Protocol for Blockchain

: function init()

Generate a key pair (sk, pk) as a pseudonyms

Set a counter ctr = 0 for the consecutive proofs

Set a number num = 0 for the amount of data

Set a pointer [tx = null for the last proof transaction

: function mining()

for true do

Sync the longest chain and get the last block By
Collect transactions txs from memory pool
Randomly select a number monce and pack a new block

By, = (ixs||[H(By)||monce)

YU R =

=

11: if H(By 1) < (ctr num + 1) = Z then

12: Broadcast this new block to network

13: if the blockchain accepted this block then
14: clear the counter cir = 0

15: function proving()

16:  Broadcast (Xpmor = (pk) to network

17:  wait for this transaction write to blockchain

18:  Set the last proof transaction ltx = H{tXm,5)

19:  for true do

20: Locate the hash bid of the block and the index idr of
transaction {fx from blockchain

21: Query the state of data set T and miner set A

22 Call £ = allocation{pk, D, M) for assigned data

23 for true do

24: Randomly select a number R as a challenge
25 Call m = Prove(sk, R, £) to compute a proof
26 Construct prr = (bid, idx, pk. R, )

T if H{txpmgor) < V then broadcast it and break
28: wait for this transaction write to blockchain

20 Set the last proof transaction lix = H(Hpmqf}
30 Set the amount of data num = len( L)

al: Increase the counter cfr = cir+ 1

32: function main()

33:  Call imit) to initialize the node

34:  Create the main thread to run mining()

35:  Create a thread to run proving() in the background

in the data set until block N + 4. Miner 1 (denoted as m1) in
the miner set from Block N and generates a Proof transaction
every other block. It does not exceed the maximum interval
blocks so that m1 is in the state all the time. Miner 2 (denoted

1: Om receive a new block B from miner m do
Check the format of blocks and transactions
The current state § = M [m.pk] with block height &
if H(B) = (S.ctr « Snum + 1) = Z then
clear the counter Mg[m.pkl.ctr =10
else Drop this block and exit
Let Dyy1 = Dy, Dy [#].tick = Dy[#].tick — 1
Delete Ty [#] where Dy [#].tick =—=10
My = My, My [#laick = M [#].tick — 1
10:  Delete My [#] where My [#]tick ==10
11:  Process Put transactions tupyy = (did, dri, iis)
12:  if Dyldid] is empty then
13: Dy [did].root = drt, Dy [did].tick = tis
14:  else if Dy[did].roof == drt then
13: Dy ldid] tick = Dy [did].tick + tis
16:  Process Proof transactions Bpmaf
17:  if tpmgr = (pk) then
18: M [pkletr =0, My [pkl.num =0
19: M [pkl.tick = interval
20:  else if tipmgr = (bid, idx, pk, R, w) then
21: if Myy1[pk] is empty or H{tx,p,) = V then
22: Drop this block and exit
23: Get the block height i of block bid
24: Get assigned data £; = allocation(pk, T, M;)
25: Verify the proof res = Verify(pk, C;, R, m)

26: if res == 1 then
27: My [pkleir = Mylpkl.cir + 1
28: M1 [pkl.num = len(Ci)

29: else Dirop this block and exit
30:  Append a new block and hold the state Dy, My

as m2) submits the last Proof transaction in Block N + 4, but
the previous one is in Block N + 1, exceeding the maximum
interval blocks. Thus, the chain owned by miner 2 is broken
off so that m2 is not in the state of block N + 3.

B. Incentives for Data Storage

In our system, we explain how it makes a positive effect on
PoCW. There are some notations listed in Table 1.

We consider the miners’ profit from their income and expen-
diture, respectively. For a single miner, the income consists of
a rental payment from the data owner and block rewards from
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TABLE I
MNoTtation Usep

Notation Description
Miner’s income from every single proof transaction
Reward of mining a new valid block
Fee from every single proof transaction
Power cost in one block time
A constant value of storage cost
A time unit counted by blocks

TR 4 E S o

successful mining. Each proof transaction earns a piece of
fees denoted as 8. Once mining a valid block, the miner gets
a considerable reward y that contains a created token from
Coinbase and packed transaction fees. Let the unit time be
a block period, we denote  and r as one Proof transaction
fee and computing cost in one block time, respectively. The
storage cost is a fixed value of «.

Assuming a miner spends p block time in the system, sub-
mits the valid proof transaction in every block, and peis a
reward because of successful mining, the miner will get the
profit p = (ud+ ) — (pl{w+ )+« ). Two requirements must
be satisfied to reach an incentive mechanism. First, § = w4+t
can let the miner have an initial motivation to participate in
providing storage. Second, ¥ == x pives a large interest to
keep the miner stays on making proofs. The existing con-
sensus alporithm biases mining advantages to the miner who
provides more storage so that y here is a probabilistic function
positively related to «. In our new consensus algorithm, we
introduce an extra accumulated variable that counts the con-
secutive proof transactions. Thus, y is also positively related
o .

We let ¢ ~ x and y" ~ (i, p) denote the profit function
of block reward in the existing consensus and the proposed
consensus, respectively. The transactions under both consen-
sus algorithms have the same income and expenditure, which
means that in our consensus, the longer the miner partic-
ipates, the more the miner gains than before. If a miner
quits from storage contribution halfway, it will lose a mas-
sive accumulated mining advantage. Thus, our scheme gets
more stable participants under the rational assumption of min-
ers. Moreover, the Proof transaction chain leaves a trick to
adjust the interval time of submitting a valid proof. We can
increase the difficulty of the transaction chain to relax the
interval time of two consecutive proof transactions. For exam-
ple, if an average time of generating a valid proof transaction
is 3, the interval time can be set to 4. That is, to say, we cut
down the transaction fee on item e by the interval times but
keep other costs no changes.

C. Hash Ring-Based Data Allocation

Given a block height, we have the determined blockchain’s
state, including a data set and miner set. We apply consis-
tent hashing to the state to design a data allocation algorithm
as follows. Initially, the algorithm maps data and miners into
points in the hash ring structure, and then defines a mapping
function that assigns data to miners. Inspired by Chord [27],
we require that a certain number of successor nodes (counting
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Fig. 3. Hash ring-based data allocation using consistent hashing.
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Algorithm 3 Getting Assigned Data
Input:

A miner's public key, pk;

A set of data’ identities, T;

A set of miners” identities, Ad;
Output:

The list of assigned data’ identities, L;

1: Initialize an empty list £ := @ for assigned data;

2: Assume the set T and A are sorted, the size of hash ring is
r8ize, let T = (d}, ..., dy). M = |my, ...,my}, where u and v
are the size of T and A respectively;

Get system parameter k, the amount of data backup;
: Compute the identity of miner, ie. mj = Hipk):
Find the index of two miners, j and j — k;
if j —k = 0 then

L=1{fi:fis(m_gmph
else

ﬁ; Ufi : fi & (Mj_kgn, rSize)) U = fi € (0, mj));

: returm £

bl B A L

by clockwise) on the hash ring store data, where this number
is a crucial system parameter that represents the amount of
data backup.

Fig. 3 illustrates the procedure of data allocation, where
we abstractly divide the system into the blockchain network
and the storage network (consisting of all miners who provide
storage). Note that anyone can join the blockchain network to
become a miner, and even upgrade to a storage contributor.
The blockchain network accepts the two types of transactions
to determine the data set and the miner set, while the storage
network holds all raw data in the miners. We map the identities
of data by H(data) and the identities of miners by Hi{pk),
where H(-) is a hash function. As shown in Fig. 3, the blue
dash lines represent the mapping relationship, while the solid
square and circle represent the identities of data and miner,
respectively. Data are assigned to multiple successor nodes on
the hash ring, which is represented by the lines with a directed
arrow in red.

Algorithm 3 is a pseudocode of the data allocation
procedure. Note that each block has its state of the data and
miner sets. Thus, for this algorithm, we first need to specify
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the block height and then invoke the algorithm. The algorithm
takes the two sets as inputs and also enters a miner's public
key pk. The output is a list of assigned data for the miner. At
line 4, the alporithm computes the hash value of the miner's
public key as the identity. Due to the ring structure, assigning
data to k successor nodes is equivalent to that storing all data
in the interval starting from the kth miner up to the miner itself.
Lines 5-10 provide data distribution operations to miners.

V1. EVALUATION

In this section, we analyze the data reliability of the
proposed system built from PoCW. To verify our theoretical
analysis, we make some simulations to compare with the exist-
ing schemes. Based on the experimental results, we give some
practical sugpestions about system parameters.

A. Security Analysis

The system relies on the proposed variant Nakamoto con-
sensus to build the blockchain. We follow the difficulty setting
in Bitcoin and lean some advantages to miners who continu-
ously contribute local storage. On one hand, miners who do
not involve in storage contributions still generate new blocks
just like in Bitcoin. Our system keeps the same security when
no miners participate in providing local storage. On the other
hand, miners get mining advantages by accumulating storage
contribution value, which will be reset once the miner has used
it in mining a new block.

The mining advantage cannot be accumulated all the time,
and it does not widen the gap from the normal miners in
mining new blocks. If all miners have participated in storage
contribution, the effect of the competition is similar to that
of nobody participated. Besides, the security of our system
is nearly equivalent to proof of stake, where the storage con-
tribution represents the stake. Miners compute the stake via
a deterministic algorithm wvsing the historical state of the
blockchain. The result is efficiently verifiable, and thus, it does
not affect the stability of the consensus.

Owerall, the proposed variant Nakamoto consensus is secure
in the current blockchain network.

B. Reliability Analysis

We analyze the factors that affect system reliability and
try to find the correlations between them. Besides, we also
compare the hash ring-based data allocation with the dealer
manipulated data allocation. By doing so, we conduct eval-
uations and give suggestions to build such a system. For
convenience, we list our parameters in Table I1.

In the hash ring-based data allocation, there is no third
trusted party for distributing data. However, the existing
systems generally designate a miner as a dealer to conduct data
allocation. Here, we assume this dealer may incur similar node
failures just like a miner. We consider that nodes failed ran-
domly and simultaneously in a short interval time. First, if the
interval between two failures is too long, the system can adjust
itself to a new reliable state. Second, data loss means that all
backup nodes are failed. Otherwise, the system can always
recover the lost backup from the storage network. Recall that
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TABLE I
MNoTAaTIONS AND DESCRIPTIONS

Motation Description
n Number of miners who provide storage in the system
k Amount of data backup assigned to different miners
d Real amount of data stored in the system
v Number of miners that occur failures simultaneously in

a short interval Hime

r Amount of data loss that lose all backups when
incurring r miners failure (less than d)

the node randomly selects a public key to compute the hash
value as its identity. These backup nodes are essentially in
random positions.

In the proposed scheme, we let |, denote the ratio of data
loss with r random node failures, ie., I, = s./d. where d is
the current number of stored data and 5. is the number of
data that lost all backup when r nodes incur failure. In our
data allocation algorithm, n nodes split the hash ring into n
adjacent segments, where consecutive k& successors have the
data backups located at the segment. The data loss means that
a segment fails. Let p be the probability of losing one sin-
gle segment. Then, we use permutations and combinations,
which are denoted as A and Cj. respectively, to compute
the probability. Recall that we have A} = (n!/[(n — r)!]) and
Oy = (n!/[r'{n — r']). Then, probability p that a segment
fails can be computed as follows:

Gy AT (=)
Cr n—nr)!-A nl-(r—k)!
_ rr—1Wr—2)---{ir—k+1)
T aln—Dn—=2)---(n—k+1)

~ ()

Let X be the number of failed segments in the hash ring
containing n segments, which is a random variable. The hash
ring contains n segments where each of them has the same fail
probability p. Ignoring the tiny correlation between adjacent
segments, X satisfies binomial distribution, ie., X ~ Bin, p).
We can compute the expectation E(X) = np. This implies
that the system might lose np sepments on average. Now, we
assume that the system has n nodes and 4 data mapping to
the hash ring, which rises a similar distribution between the
two identities after adjustment in nodes. To compute the ratio
of data loss [, we roughly consider that data are distributed
uniformly over the segments split by nodes because of the
similar distribution, and each segment contains data of pro-
portion d/n. According to the expectation of segments failure,
the expected amount of data loss is 5, = ap-d/n = pd. Thus,
we can get the ratio of data loss with random fault as follows:

5 Tk
=5~ ()"

The existing schemes have at least one single dealer or
miner to allocate data (e.g., Permacoin or Filecoin). This party
assigns data to specific locations for balanced distribution.
Similarly, we consider the situation of simultaneously nodes

P:
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Fig. 4. Experiment results for evaluating system reliability. {a) Data loss in the proposed allocation. (b) Comparison of data loss. (c) Data loss in the existing

allocation.

failure. The data loss happens only if all the & specific nodes
encounter failure. We treat & = r/n as the probability of one
node failure. In the dealer manipulated data allocation, we
assume that the dealer has the same probability of node fail-
ure . Let [, denote the probability of data loss with random
node failures, and the dealer assigns data to arbitrary & nodes.
The probability of data loss includes two parts below. First,
the dealer failure leads to data loss. Second, if the dealer does
not encounter failure, only all the specific nodes failed causes
data loss. Thus, we have the probability as follows:

(3)

Due to the existence of dealer role, the probability of data
loss increases a lot, that is, I, — I, = ¢ —o**!. Compared to
it, our data allocation algorithm gets higher reliability.

!';=J+{]—a'}ta'k=a't+a—a'k+l.

C. Simulation Verification

We implement the simulation in Java 1.8 on a Desktop PC
that runs Windows 10 with Intel Core i5-8250U CPU and
8-GB RAM. In the simulation, we fix the number of miners
n = 1000 and the real amount of stored data 4 = 5000. The
failed miners are randomly selected to simulate the random
failure, setting the number r from 0 to n. We make a statistic
from the union of the data stored in these miners.

First, we evaluate the ratio of data loss in the hash
ring-based data allocation. Let the amount of data backup
k=3,5.7, getting the average results from 100 experiments.
As shown in Fig. 4(a), the larger the value of k, the more con-
cave the curve that represents the ratio of data loss [, is. The
experimental results imply that we can reduce the risk of data
loss by increasing the amount of data backup. It matches the
theoretical analysis (2) that the ratio of data loss is positively
correlated with the ratio of random node failure.

Second, we adopt the same system parameter to evaluate
the ratio of data loss in the dealer manipulated data allocation.
Similarly, we let the amount of data backup k = 3, 5,7, and
get the average results from 100 experiments. As shown in
Fig. 4(c), the ratio of data loss [, represents approximately
linear prowth with respect to the ratio of random node failure.
From the experimental results, the amount of data backup has

a very limited impact on the risk of data loss. It matches the
theoretical analysis (3) that o takes primary effect.

Fig. 4(b) makes a comparison between the dealer manip-
ulated and hash ring-based data allocation, where we choose
the results from which the amount of data backup & = 5. The
proposed system performs better in any random failure. We
also can increase the amount of data backup to get higher
reliability. However, a large value of k not only increases the
storage cost for data owners but also shrinks the total stor-
age capacity of the system. To tradeoff the risk and cost, the
system needs to choose an appropriate parameter according to
a practical scenario.

D. Practical Suggestions

We introduce the Poisson distribution to simulate random
process of node failure. Let Y denote the random event that is
subject to P(Y = i) = ([e~*A]/i!). In this equation, A denotes
the averape number of node failures during a unit time and
¢ denotes the natural logarithm. We multiply the probability
of i nodes failure with the ratio of data loss [; on average
under the same case. Then, we can compute the probability
of data loss by summing all possible situations. Let I. denote
this probability, we have the equation as follows:

"

" E—J.}LI- E—J.li' k
L=) k=) = ( )
i=0 i=0

We use 1 — L to evaluate system reliability, the closer the
value to 1, the more reliable the system is. The eguation is
related to three parameters of n, k, and A, where the first two
values have a positive effect on reliability while the last one
makes the opposite effect. Changes in the storage network and
the ranges of the average failures are less important to system
reliability. Table III shows partial values about the probability
of data loss as a reference. The results imply that the system
should increase data backup when failures raising or miners
leave the storape network.

We take the Bitcoin network as an example to compute the
value of the system in reality. As of April st in 2019, the
number of Bitcoin nodes has reached 10000. According to
the historical statistic provided by coin.dance website [30],
the maximum ratio of miner changes per day does not exceed

i

n

(4)
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TABLE 1l
REFERENCE OF L WITH PARTIAL SYSTEM PARAMETERS
A k=3 k=4 k=5 k=6 k=
10 0.0013 167e4 227eb 324e6  48BeT7
n=100 50 0.1325 0.0702 00373 0.0207 0.0116
100 04208 (.3935 0.3691 03473 03277
100 0,001 1.06e-4 1.10e-5 1lée-6 1.22e-7
n=1000 200 (L0081 00016 336e4 6.8%-5  142e5
500 0.1258 0.0633 0.0319 0.0161 0.0081
500 1.26e-4 6.33e-6 3.1%-7 16le-8  82e-10
n=10000 1000  0.001 1.0Med 100e-5 1026 10227
2000 0008 00016 3225 6455 1295

approximately 10%. We broaden the interval time for fault
adjustment in the system to one day (usually no more than a
few hours in a real situation). The parameters in the Bitcoin
network are set to n == 10000 and & = 1000. If the system
wants to reach the reliability of five nines, i.e., 99.999%, we
can suggest that the amount of data backup is set to five.

VII. DiscussioN

The system we built on blockchain realizes reliable data
storage, making full use of miner's extra storage space. Below,
we present some additional benefits our system brings.

Collaborative Storage Service: The mining reward is the
main source of profit for miners. To get more profits, min-
ers can join the storage network to increase the opportunities
for successful mining. In our system, we do not build a
client-to-miner storage market, and thus, there is no competi-
tion relationship among miners to fetch data from users. The
miner's revenue is related to storage contribution, which is
determined by the blockchain’s state. Due to the ring struc-
ture applied to the data distribution, a miner who excludes
others from the storage network might increase the assigned
data, which eventually harms himself because of massive stor-
age overhead. For rational miners, the best choice is sharing
data rather than obstructing others from getting data because
of no pains to do this. Thus, users can parallelly download
raw data from multiple miners.

Resource Exhaustive Atfack Prevention: Akin to PoS, the
proposed consensus uses the global state from blockchain
to adjust the target hash value. Kanjalkar ef al [31] found
resource exhaustion attacks in PoS-based consensus, where
the main reason is that the curmrent state consists of the whole
blockchain from the beginning. To check a state (e.g., coinage
in Peercoin [3]), miners traverse the blockchain backward
for inspecting all possible transactions. Thus, miners have to
temporarily store a received new block in memory before con-
firming it. Adversaries exploit this vulnerability to fill up a
miner's memory with fake blocks to exhaust storage resources,
causing the miner cannot to deal with new blocks. Fortunately,
our system simply tracks recent blocks, which is defined by
the maximum interval blocks, so that prevents such an attack.

Fast Healing Network: In the proposed consensus, miners
can dynamically alter the node position on the hash ring to

IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 10, MAY 15, 2022

accommodate the data distribution. Considering an extreme
situation, all data are mapped into the right-hand side of the
hash ring. If a miner chooses to work on the right-hand side,
the miner might be assigned massive data. We call this forward
strategy. Conversely, the miner works on the left-hand side,
called the backward strategy, to be assigned few data. When all
miners adopt the backward strategy, they will be crowded on
the lefi-hand side. Due to the ring structure, the miners around
the margin of the crowd face unbearable storage overhead.
Thus, the miners always have to select a new identity to join
in the storage network, and frequent identity changes take no
benefits for the accumulative workload. The amount of data
backup can encourage miners to adopt the forward strategy,
which leads to a similar distribution between miners and data
on the hash ring. Thus, the system naturally enhances stability
and reaches load balancing.

VIII. CoNCLUSION

In this article, we proposed a variant Nakamoto consensus
that uses PoCW to not only reduce the waste of computing
power but also provide a reliable decentralized storage service.
Besides, we utilize the blockchain’s state to design a hash
ring-based data allocation algorithm to assign data for miners.
The theoretical analysis shows that our scheme reaches higher
reliability than existing storage systems, and the simulation
experiments match the analysis. Moreover, we use Poisson
distribution to simulate random node failure and evaluate the
probability of data loss.
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