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Pollination plays a central role in both crop production and maintaining bio-
diversity. However, habitat loss, pesticides, invasive species and larger
environmental fluctuations are contributing to a dramatic decline of pollina-
tors worldwide. Different management solutions require knowledge of how
ecological communities will respond following interventions. Yet, anticipat-
ing the response of these systems to interventions remains extremely
challenging due to the unpredictable nature of ecological communities,
whose nonlinear behaviour depends on the specific details of species inter-
actions and the various unknown or unmeasured confounding factors. Here,
we propose that this knowledge can be derived by following a probabilistic
systems analysis rooted on non-parametric causal inference. The main out-
come of this analysis is to estimate the extent to which a hypothesized
cause can increase or decrease the probability that a given effect happens
without making assumptions about the form of the cause–effect relation-
ship. We discuss a road map for how this analysis can be accomplished
with the aim of increasing our system-level causative knowledge of natural
communities.

This article is part of the theme issue ‘Natural processes influencing
pollinator health: from chemistry to landscapes’.
1. Introduction
Pollinators comprise a highly diverse group of species including bees, flies, but-
terflies, beetles and some vertebrates [1]. They all have in common a shared
interest in visiting flowers to extract resources, collectively and indirectly med-
iating the reproduction of most of the worldwide plant species [2] and
maximizing crop production for 75% of cultivated crops [3]. Hence, pollination
is now recognized not only as a key ecosystem function, but also as a key eco-
system service contributing to human food security. However, human-induced
rapid environmental change has been threatening most of these pollinators [4].
On the one hand, habitat destruction and modification are reducing the popu-
lations of many pollinator species, often leading to local extirpation. On the
other hand, some other species can thrive in human-modified ecosystems,
but those often face extra pressures such as pesticide exposure, exotic species,
or pathogens. On top of that, climate change is altering species’ physiological
responses, distribution and activity periods [5]. Overall, we are assisting in a
rapid loss of pollinator communities worldwide, where their relative abun-
dance, composition and ecological interactions are being restructured, with
hard-to-predict consequences for their health.
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These multi-factorial pressures on pollinator communities
have increased the need for human interventions to protect
the composition, functioning and stability of pollinators and
their interactions [6]. These interventions include from well-
established practices such as habitat protection, to more com-
plex actions such as the addition or removal of particular
species and their interactions [7]. For instance, planting
field margins [8] or adding managed pollinators [9] have
become, respectively, popular restoration practices in agricul-
tural systems to increase resources for pollinators or
supplement crop pollination. However, anticipating the
response of these systems to interventions remains extremely
challenging due to the unpredictable nature of ecological
communities, whose nonlinear behaviour depends on the
specific details of species interactions and the various
unknown or unmeasured confounding factors [10,11]. For
example, these practices often ignore side effects, such as
the effects that field margins can have by altering micro-cli-
mate conditions, which in turn can change pollinators’
occupancy patterns [12,13] or the co-lateral effects of introdu-
cing managed species on pollinator health. This is
particularly important since it has been shown how managed
pollinator densities not only increase competition among pol-
linators [14] but also increase parasite loads [15], which can
spill over to other species. Yet, as of today, we lack a commu-
nity-wide framework to guide interventions beyond single
species. Indeed, it has been shown that even small local inter-
ventions (i.e. at the species level) can have heterogeneous and
arbitrary cascading effects across entire communities [16].
This has emphasized the dire need to establish a system-
level causative knowledge of natural communities.

To address the challenge above, ideally, we need to estab-
lish well-defined experiments eliminating all sources of bias
(e.g. using randomized controlled trials) and test the effective-
ness of a given intervention [17]. However, those sources of
bias become extremely difficult to identify and measure,
especially considering the nonlinear dynamics of natural com-
munities conformed by several co-occurring and interacting
species [18]. Moreover, many of these interventions may not
be ethical (e.g. species removal) or feasible to perform because
species move freely and are difficult to track. This implies that
it is necessary to obtain interventional knowledge (i.e. the
cause–effect relationship) from observational data. However,
these observational data (that record, for example, the
observed presence/absence of pollinators) differ from fully
controlled studies (e.g. removing or adding pollinators) in
the sense that observational variables are the result of what
is perceived by the investigator and not of their intervention.
In this line, causal inference tools, such as path analysis or
structural equation modelling, have been developed to
obtain information about causes from observations [19].
While extremely useful, these tools assume linearity or mono-
tonicity in all the relationships, but often this can be difficult to
prove [17,20]. Hence, to move towards a more general
approach, we propose to follow a probabilistic systems analy-
sis using current advancements on non-parametric causal
inference [17,20]. Instead of aiming to predict exactly what
would happen under an intervention—something that may
be impossible to generalize [11]—we propose to focus on
how much a likely cause can affect the probability that a
given effect happens. In the following, we discuss a road
map for how this probabilistic systems analysis can be accom-
plished and illustrate it with a case study.
2. Observational data
Under a lack of systematically controlled experiments, obser-
vational data from field studies or quasi-controlled
experiments (where few factors may be controlled) can pro-
vide the raw material to understand the behaviour of a
community. This behaviour comes in the form of a joint prob-
ability distribution PV over a set of relevant variables V. For
example, studies may record any aspect of community com-
position as a function of a set of semi-controlled variables
such as the presence (or density) of specific pollinators [21],
their floral resources including both the identity of interacting
plant species [22,23] and plant chemical composition [24–26],
top–down regulators including pathogen [27] and predators
[28], as well as several environmental variables such as
temperature [13,29,30] or pesticide exposure [31,32]. These
observational studies can be either for a specific period of
time across different locations or measure pollinator commu-
nities repeatedly over time in order to capture a wider range
of temporal conditions affecting pollinators’ population tra-
jectories [33,34]. These relevant variables form the set V
and their simultaneous behaviour (values associated with
such variables) forms PV.

While observational data are designed to predict likely
mechanisms affecting pollinator communities, they cannot
establish cause–effect relationships by themselves, only
associations [17,19]. That is, following Reichenbach’s prin-
ciple [35], if two variables (X, Y) are statistically related,
then there exists a third variable or set of variables (Z) that
causally influenced both (known as confounding effect:
X←Z→Y). In some situations, Z coincides with either X
or Y (i.e. Z =X or Z =Y), establishing a causal link between
X and Y (i.e. X→Y or Y→X). But without knowledge of Z
(or when this unknown effect cannot be blocked from the
analysis), we cannot safely conclude cause–effect relationships
[17]. In other words, conditional distributions (e.g. PY|X)
derived from observational data can coincide with causal
mechanisms (e.g. X→Y), but not necessarily. Similarly, two
variables (X, Y) may be statistically related if both are the
common causes of a given effect Z (i.e. X→Z←Y: known
as collider in the causal-inference literature [17]) and we con-
dition by Z, i.e. X?? Y jZ, but X??Y j f;g (?? ???? ?? and
denote dependence and independence, respectively). More-
over, in a multivariate system, the sources of bias can be
originated from direct and indirect common causes and effects.
These properties make extremely problematic the interpret-
ation of relationships derived from multivariate regression
and meta-analysis that are not structured by a causal
hypothesis [20].

For example, let us assume that pollinator abundance is
caused by flower abundance, temperature and some
unknown factors. Similarly, let us assume that flower abun-
dance is caused by water availability, temperature and a
subset of the same unknown factors. Then, in a multivariate
regression model that includes all factors (except for the
unknown) as likely explanations of pollinator abundance, it
is likely that water availability will have a strong explanatory
effect over pollinator abundance (even though we are con-
ditioning over flower abundance). This happens for the
reason that flower abundance introduces a bias (collider)
between water and the unknown factors, which then gets
propagated to pollinator abundance following the cause–
effect relationships. Note that flower abundance cannot be
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eliminated from the regression model either, because it is
needed to partially block the path between water availability
and pollinator abundance. This type of example also illus-
trates that prediction is different from explanation [36].
Therefore, to infer cause–effect relationships in this example,
it is necessary to have more information about the underlying
causal story and the corresponding unknown confounding
factors.
 .org/journal/rstb
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3. Causal inference: a probabilistic systems
analysis

While observational data per se are not enough to obtain a
causative knowledge about pollinator communities, they
can be translated into interventional distributions using
non-parametric causal-inference techniques to then provide
an estimate of the extent to which a likely cause can affect
the probability that a given effect happens—known as aver-
age causal effect (ACE) [17,19]. Recently, promising non-
parametric causal-inference methods have been developed,
such as inverse modelling approaches [37,38] or empirical
dynamical modelling [39], but these methods require large
amounts of data that for several reasons can be difficult to
obtain. However, non-parametric causal inference based on
probabilistic systems analysis as used in economics, social
science and medicine [17] can be a good candidate for infer-
ring interventional distributions and consequently for
identifying the casual drivers of pollinator communities.

First and foremost, causal inference requires a causal
graph involving the set of relevant variables (nodes) V (e.g.
V = {X, Y}, X→Y) upon which to test causal relationships
(directed edges) [17]. These graphs serve as a guideline (tes-
table hypothesis) to understand the likely paths linking
causes and effects, which should be studied in order to elim-
inate spurious associations (e.g. due to confounding or
sampling bias). In general, causal graphs should be drawn
based on expert knowledge or intuition about how the
world works, although different algorithms have been pro-
posed for use as guidelines for creating causal graphs [17].
These graphs can be used after identifying and corroborating
their testable implications expressed as unconditional and
conditional independencies between variables (in causal-
inference analysis, this is called d-separation of variables
[17]). That is, a statistical dependence between two connected
variables (X, Y ) does not corroborate a causal graph since we
cannot be sure of having all the likely confounders. Similarly,
a lack of correlation between two connected variables does
not immediately invalidate a causal graph since we cannot
be sure of having sampled all possible values within the
sample space. However, independency (d-separation)
between two disconnected variables (X, Y) does support
the hypothesized causal graph. Thus, causal graphs inform
about both the likely dependencies and hypothesized inde-
pendencies between variables. The more testable are
the conditions (d-separations), the stronger the support for
the causal story. If the data do not corroborate the causal
graph, then a new causal story must be drawn and tested.

Importantly, under a corroborated causal graph, likely
causes can be further defined as potential or genuine [17]).
A potential cause between X and Y exists if (i) X and Y are
statistically dependent in every context and (ii) there exists
a set of variables Z (including the empty set) and context S
such that: X and Z are independent given S, and Z and Y
are statistically dependent given S. Note that a context is
defined as a set of variables tied to specific values. In turn,
a genuine cause between X and Y exists if (i) X and Y are stat-
istically dependent in every context and (ii) there exists a set
of variables Z and context S such that: Z is a potential cause
of X; Z and Y are statistically dependent given S; and Z and Y
are independent given S and X. The hierarchy of likely, poten-
tial and genuine causation can then serve as a guideline for
constructing causal graphs when one is interested in a
particular cause–effect relationship.

Causal graphs are non-parametric by construction since
they do not depend on the specific form of causal relation-
ships, they only specify the existence or lack of a causal
relationship between variables. While most of the standard
work on causal inference has been developed for directed
acyclic graphs (DAGs), cyclic graphs (subject to mutual caus-
ality or feedback processes) can also be analysed, especially
under equilibrium conditions [40]. Typically, DAGs are
assumed to be Markovian, meaning that measured variables
(nodes) are affected by mutually independent, unknown,
random variables (typically not drawn in the causal graph)
[17]. If unknown common factors are not mutually indepen-
dent, then they need to be represented in the causal graph as
nodes. In some situations, the likely confounding effects of
non-mutually exclusive unknown factors can be eliminated
using standard causal-inference techniques (e.g. using the
so-called front-door and back-door criteria [17]).

Then, non-parametric knowledge of interventional distri-
butions (our goal) by using observational distributions (our
data) can be performed with do-calculus [17], which are the
rules for moving from interventions to observations using the
causal graph. That is, causal inference moves (whenever ident-
ifiable) from the probabilistic causal association P(y|do(x))
to the probabilistic observational association P(y|x), where y
is the value of the likely effect Y and x is the value taken
after the intervention on the inferred cause X. The nomencla-
ture do(x) implies that we are not just merely observing X to
take the value of x (hence performing a traditional condition),
but we need to make all the observations ofX to have the value
of x (hence performing an intervention). This action is then rep-
resented in a modified causal graph by eliminating all the
incoming edges (causes) from an intervened variable (since
its value is no longer dependent on mechanisms, but on a
given action; see figure 1). This implies working with a modi-
fied version of the causal graph (i.e. P(y|do(x)) = Pm(y|x)). It is
typically assumed that mechanisms P(y|do(x)) are indepen-
dent from each other, invariant, and follow the arrow of time
(i.e. causes before effects), allowing the application of probabil-
istic Markov properties (i.e. each variable is independent from
its non-causal variables—known as ancestors—given its
causes—known as parents [17]). Consequently, the Markov
property allows us to use product decomposition to simplify
conditional probabilities as much as possible, and to use the
observed probability distributions (i.e. P(y|x)) whenever
Pm = P. That is, we substitute modified probabilities (Pm) by
observational probabilities (P) if and only if they are both
equivalent in the modified and original graphs.

For a given DAG G and disjoint variables X, Y, Z and W
(these variables can also be empty sets), the translation meth-
odology of do-calculus mentioned above can be summarized
under three rules (figure 1) [17]: (1) insertion/deletion of
observations: P(y|do(x), z, w) = P(y|do(x), w) if
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P(y | do(x), do(z), w) =

P(y | do(x), w)

modified graph

Figure 1. do-calculus. The translation from interventional P(do(x)) to observational P(x) distributions can be achieved following the rules of do-calculus [17]. The
figure depicts the three do-calculus rules on a graph G with disjoint variables X, Y, Z and W (see main text). Rule 1 is used for insertion/deletion of observations.
Rule 2 is used for action/observation exchange. Rule 3 is used for insertion/deletion of actions. Here, GX is graph G after the removal of all the incoming edges to X,
GXZ is graph GX after the removal of all the outgoing edges from Z and Z(W ) is the set of Z-variables that are not ancestors of any W-variable in GX . Note that??
and │ denote independence and conditional on, respectively. The graphs in the left column vary for illustration purposes of each rule. (Online version in colour.)
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ðY??Z jX, WÞGX
, where GX is graph G after the removal of all

the incoming edges to X. This rule establishes the conditions
under which it is possible to remove conditional variables
from the analysis. (2) Action/observation exchange: P(y|
do(x), do(z), w) = P(y|do(x), z, w) if ðY??Z jX, WÞG

XZ
, where

GXZ is graph GX after the removal of all the outgoing edges
from Z. This rule establishes the conditions under which it
is possible to replace additional actions (acting as confoun-
ders) with observational data. (3) Insertion/
deletion of actions: P(y|do(x), do(z), w) = P(y|do(x), w) if
ðY??Z jX, WÞG

XZðWÞ
, where Z(W ) is the set of Z-variables

that are not ancestors of any W-variable in GX. This rule
establishes the conditions under which it is possible to
remove additional actions (acting as confounders) from the
analysis.

Following do-calculus, it can be possible to estimate the
ACE between two variables (X, Y ) having a directed path
in the causal graph [17]. Note that the statistical significance
of an ACE can be obtained using an independence test.
Specifically, the ACE is given by ∂/∂xE[Y|do(x)] and rep-
resents the expected increase in the value of Y per unit of
X. If variables are binary, the ACE is simplified to P(y = 1|
do(x) = 1)− P(y = 1|do(x) = 0), corresponding to the change
in the probability that Y happens if X also happens. This cal-
culation provides the total ACE between two variables (X, Y ),
i.e. considering the direct and all possible indirect paths
(mediators) through which the cause X can change the
effect Y. If we are interested in estimating a direct effect
only, then it is necessary to intervene on the mediators Z,
i.e. P(y|do(x), do(z)) for all the values of Z [17] and again
translate interventional to observational distributions. It is
worth noticing that while non-parametric tools provide gen-
erality, their application to continuous data can be rather
challenging. Thus, whenever possible, the data can be discre-
tized [17]. For example, one can use the median of each
variable as a cut-off value: values higher that the median
are considered one, otherwise zero. While this may be per-
ceived as a disadvantageous simplification, it allows us to
calculate the extent to which the occurrence of an interven-
tion can increase or decrease the probability of observing a
given effect.
4. Case study
First, let us establish a phenomenon of potential practical
importance. While it is commonly known that the richness
of plants can be proportionally beneficial to the richness of
pollinators, it has remained unclear whether some factors
can counterbalance this relationship [34]—specifically,
whether regardless of plant richness, controlling the ratio
between the numbers of plant and pollinator species can
additionally affect pollinator richness. Note that plant–polli-
nator ratio has been found to have a strong association with
the structure of plant-interaction networks and their robust-
ness to perturbations [41–44]. This knowledge can be
important for increasing the success of restoration and con-
servation practices. However, predictions concerning such
causal interventions from purely observational models can
only be reliably obtained by first proposing and testing
cause–effect linkages between the corresponding variables
in the form of a causal graph, and then using non-parametric
causal inference (e.g. do-calculus) to deduce such knowledge.

To illustrate the process above, we used data on the
within-season dynamics (phenology) of a pollinator commu-
nity [34,45]. These publicly available data record co-
occurrence of pollinators and flowering plants on a daily
basis (whenever weather allowed) in a high-arctic site
during the springs of 1996 and 1997 [34,45]. Figure 2 depicts
our hypothetical DAG. Specifically, we hypothesized that
pollinator richness (number of pollinator species) is affected
by plant richness (number of flowering species) and plant–
pollinator ratio. Additionally, we hypothesized that plant–
pollinator ratio is affected by plant richness and the mean
humidity during a day. These hypotheses follow results
from previous work [34,45]. Because observations are made



C: plant–
pollinator ratio

H: humidity E: pollinator
richness

D: plant
richness

Figure 2. Illustrative example of a hypothesized directed acyclic graph (DAG) to study cause–effect relationships. Each box (node) corresponds to a random variable,
and each directed edge corresponds to a direct causal effect. We consider that each causal relationship is autonomous and independent from the others. It is also
assumed that mutually independent random noise affects each node (Markovian graph). The variables in this graph should not be equated to the variables in
figure 1. That is, each variable can take the role of any of the variables in figure 1, depending on the studied cause-effect relationship. (Online version in colour.)
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on a daily basis, for each variable, we captured the dynamics
by quantifying changes from time t− 1 to time t and estab-
lished a value of 1 if there is a positive change, 0 otherwise.
This provided us with four variables with 48 paired
observations in total.

The hypothesized DAG has two testable implications
(assumed d-separations: no direct path between variables).
This test implies finding the conditional independencies (i.e.
X??Y|Z) (1) between humidity and pollinator richness con-
ditional on plant–pollinator ratio and (2) between humidity
and plant richness conditional on the empty set (note that
we cannot condition on plant–pollinator ratio since it is a col-
lider between humidity and plant richness). Using a G2-test
(χ2-test can also be used for binary data or permutation
tests [17,19]), we found no statistical relationship between
humidity and pollinator richness (p-value = 0.68, power =
0.78), nor between humidity and plant richness (p-value =
0.56, power = 0.99)—corroborating our causal graph. Note
that if the hypothesis had not been supported by the d-separ-
ations, then a new causal graph would have to have been
drawn and tested.

While our causal graph has only two testable implications
(the more the better), we found that plant–pollinator ratio in
our DAG is a genuine cause of pollinator richness. That is,
plant–pollinator ratio and pollinator richness are uncondi-
tionally statistically dependent (G2-test: p-value = 0.001,
power = 0.99), plant–pollinator ratio and pollinator richness
are statistically dependent conditional on all other variables
(G2-test: p-value = 0.001, power = 0.99), humidity potentially
has an effect on the plant–pollinator ratio under the context
defined by the null set, humidity and pollinator richness
are unconditionally statistically dependent (G2-test: p-value =
0.012, power = 0.99), but humidity and pollinator richness
are statistically independent conditional on plant–pollinator
ratio (G2-test: p-value = 0.68, power = 0.99)—fulfilling the cri-
teria of genuine cause (see previous section). Note that, in
principle, we can also estimate the effect of plant richness
on pollinator richness. However, in our DAG, this effect
cannot be defined as either potential or genuine, it can only
remain at a likely level (see §3).

After corroborating our DAG, we focused on finding the
ACE (i.e. average causal effect) of plant–pollinator ratio and
pollinator richness. That is, we calculated the probability of
observing an increase in pollination richness (E) if the
plant–pollinator ratio (C ) were to be increased by a given
intervention such as preventing grazing or supplementing
seeds. This ACE can be written as P(e = 1|do(c) = 1)− P(e =
1|do(c) = 0), where the interventional distribution P(e|do(c))
needs to be translated to observational distribution (the
format of our data) following do-calculus. Recall that P(e|
do(c)) = Pm(e|c), where Pm(e|c) is the modified DAG (remov-
ing the incoming links to plant–pollinator ratio). Using
marginalization over humidity (H ) and plant richness (D),
Pmðe j cÞ ¼

P
h
P

d Pmðh, d, e j cÞ. Using the definition of
conditional probability,

P
h
P

d Pmðh, d, e j cÞ ¼
P

h
P

d Pm

ðe j c, h, dÞPmðh j c, dÞPmðd j cÞ ¼ P
d Pmðe j c, dÞPmðdÞ. Then,

we can see that
P

d Pmðe j c, dÞPmðdÞ ¼
P

d Pðe j c, dÞPðdÞ ¼
Pðe j doðcÞÞ. The same translation can be obtained by follow-
ing the simplified rules of do-calculus (figure 1). That is,
starting from

P
h
P

d Pðe j doðcÞ, h, dÞPðh, d j doðcÞÞ, we can
apply rule 1 to delete humidity entirely from the calculation,
and then apply rule 3 to delete the conditional action from
plant richness (second term). Using our data,
ACE ¼ P

d Pðe ¼ 1 j c ¼ 1, dÞPðdÞ �P
d Pðe ¼ 1 j c ¼ 0, dÞPðdÞ

¼ �0:53. As mentioned before, the effect of plant richness on
pollinator richness (i.e. P(e|do(d ))) can be estimated only at a
likely level. Because the modified graph is the same as the
original graph (i.e. there are no incoming links to plant rich-
ness), the interventional distribution is exactly the same as the
observational distribution. Using our data, ACE = P(e = 1|d =
1)− P(e = 1|d = 0) = 0.62, as can be expected.

The result above implies that by increasing the plant–pol-
linator ratio in the community, we would decrease by 53% the
chance that pollinator richness increases on a given day. This
suggests that there can be, in fact, limits to the positive
relationship between plant and pollinator richness. This
relationship may be attributed either to a set of plants that
do not directly affect pollinator richness or to how this ratio
modulates species interactions, and consequently, the com-
munity dynamics [34]. It is worth recalling that this case
study is not intended to demonstrate a general effect, but to
serve only for illustration purposes and as a potential guide-
line for future studies. For example, we try to explain a fairly
simple community metric and many more variables can be
explicitly taken into account, such as abundance of patho-
gens, herbivores, chemical compounds, temperature, etc.
But we hope future work can build on these methodologies
to establish causal knowledge of pollinator communities.
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5. Final thoughts
It has long been recognized that causation does not always
coincide with correlation. This premise has been extensively
applied when studying the behaviour of complex natural
systems, where multiple factors can be responsible for the
patterns observed in nature. Investigation of pollinator
communities has shown that they are no exception to this.
As a consequence, the majority of work has carefully stated
correlations, which corresponds to what do we see in
nature. Indeed, causal statements have long been prevented
by the dominance of multivariate regressions and meta-ana-
lyses that do test causal hypotheses [20]. However, in the face
of rapid environmental change, we need to undertake bolder
research programs and answer the questions of how and why
the behaviour of pollinator communities is affected. These
goals can be achieved by conducting experimental studies.
Nevertheless, manipulating all factors related to the behav-
iour of entire pollination communities can be unrealistic.
Instead, these goals can be achieved by using causal-inference
techniques.

While not exhaustive, here we have provided a brief over-
view of how to follow a probabilistic systems analysis using
non-parametric causal inference. The main goal is for us to
embrace the unpredictable behaviour of ecological commu-
nities and to speak a probabilistic causal language. Note
that while path analysis or structural equation modelling
[19] has many parallels with do-calculus, only the latter is a
non-parametric framework that can be used without the
need for linearity assumptions. For example, in linear
regression (or Pearson correlation), it is assumed that the
effects are linear and monotonic, and noise is Gaussian.
Spearman rank correlations can be used if at least monotoni-
city is achieved. Instead, non-parametric tools can be used
whether or not these assumptions above are fulfilled. Also
note that many studies have investigated the problem of
inferring missing and spurious interactions in the area of net-
work science [46,47], whose parametric tools can be
potentially extended to infer cause–effect relationships in eco-
logical communities. As an example, the non-parametric
causal inference approach presented here can help to dis-
tinguish whether a positive interaction between two species
is either due to a mutualistic effect or indirectly due to the
fact that both species respond similarly to an external
environmental factor. By taking this perspective across all
potential sets of interactions, we can be ready to distinguish
which specific interactions among species drive the dynamics
of entire pollinator communities. Yet, it is worth emphasizing
that ultimate confidence in the use of causal inference is
entirely dependent on our confidence in the proposed
causal hypothesis, unless we also have independent exper-
imental evidence after performing such causal interventions
that show an agreement with our predictions.
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