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Abstract

Estimation of heterogeneous causal effects — i.e., how effects of policies and treatments
vary across subjects — is a fundamental task in causal inference, playing a crucial role in
optimal treatment allocation, generalizability, subgroup effects, and more. Many flexible
methods for estimating conditional average treatment effects (CATESs) have been proposed
in recent years, but questions surrounding optimality have remained largely unanswered.
In particular, a minimax theory of optimality has yet to be developed, with the minimax
rate of convergence and construction of rate-optimal estimators remaining open problems.
In this paper we derive the minimax rate for CATE estimation, in a nonparametric model
where distributional components are Hélder-smooth, and present a new local polynomial
estimator, giving high-level conditions under which it is minimax optimal. More specifi-
cally, our minimax lower bound is derived via a localized version of the method of fuzzy
hypotheses, combining lower bound constructions for nonparametric regression and func-
tional estimation. Our proposed estimator can be viewed as a local polynomial R-Learner,
based on a localized modification of higher-order influence function methods; it is shown
to be minimax optimal under a condition on how accurately the covariate distribution
is estimated. The minimax rate we find exhibits several interesting features, including
a non-standard elbow phenomenon and an unusual interpolation between nonparamet-
ric regression and functional estimation rates. The latter quantifies how the CATE, as
an estimand, can be viewed as a regression/functional hybrid. We conclude with some
discussion of a few remaining open problems.
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1 Introduction

In this paper we consider estimating the difference in regression functions
T(z) =EY | X=2,A=1)-EY | X =2,A=0) (1)

from an iid sample of observations of Z = (X, A,Y"). Let Y* denote the counterfactual outcome
that would have been observed under treatment level A = a. Then, under the assumptions of
consistency (i.e., Y =Y®if A = a), positivity (i.e., e <P(A=1|X) <1 — e with probability
one, for some € > 0), and no unmeasured confounding (i.e., A 1L Y* | X), the quantity 7(x)
also equals the conditional average treatment effect (CATE)

EY!-Y?| X =2).

The CATE 7(x) gives a more individualized picture of treatment effects compared to the
overall average treatment effect (ATE) E(Y! — YY), and plays a crucial role in many funda-
mental tasks in causal inference, including assessing effect heterogeneity, constructing optimal
treatment policies, generalizing treatment effects to new populations, finding subgroups with
enhanced effects, and more. Further, these tasks have far-reaching implications across the
sciences, from personalizing medicine to optimizing voter turnout.

The simplest approach to CATE estimation would be to assume a low-dimensional para-
metric model for the outcome regression E(Y | X, A); then maximum likelihood estimates
could be easily constructed, and under regularity conditions the resulting plug-in estimator
would be minimax optimal. However, when X has continuous components, it is typically
difficult to specify a correct parametric model, and under misspecification the previously de-
scribed approach could lead to substantial bias. This suggests the need for more flexible
methods. Early work in flexible CATE estimation employed semiparametric models, for ex-
ample partially linear models assuming 7(z) to be constant, or structural nested models in
which 7(x) followed some known parametric form, but leaving other parts of the distribution
unspecified [Robins, 1994, Robins et al., 1992, Robinson, 1988, van der Laan, 2006, van der
Laan and Robins, 2003, Vansteelandt and Joffe, 2014|. An important theme in this work is
that the CATE can be much more structured and simple than the rest of the data-generating
process. Specifically, the individual regression functions pq(z) = E(Y | X = 2, A = a) for
each a = 0,1 may be very complex (e.g., non-smooth or non-sparse), even when the difference
7(x) = p1(x) — po(x) is very smooth or sparse, or even constant or zero. We refer to Kennedy
[2020] for some recent discussion of this point.

More recently there has been increased emphasis on incorporating nonparametrics and
machine learning tools for CATE estimation. We briefly detail two especially relevant streams
of this recent literature, based on so-called DR-Learner and R-Learner methods, both of which
rely on doubly robust-style estimation. The DR-Learner is a model-free meta-algorithm first
proposed by van der Laan [2006] (Section 4.2), which essentially takes the components of the
classic doubly robust estimator of the ATE, and rather than averaging, instead regresses on
covariates. It has since been specialized to particular methods, e.g., cross-validated ensembles
[Luedtke and van der Laan, 2016, kernel |[Fan et al., 2019, Lee et al., 2017, Zimmert and
Lechner, 2019] and series methods [Semenova and Chernozhukov, 2017|, empirical risk mini-
mization [Foster and Syrgkanis, 2019, and linear smoothers [Kennedy, 2020]. On the other
hand, the R-Learner is a flexible adaptation of the double-residual regression method origi-
nally built for partially linear models [Robinson, 1988|, with the first nonparametric version



proposed by Robins et al. [2008] (Section 5.2) using series methods. The R-Learner has since
been adapted to RKHS regression [Nie and Wager, 2021], lasso [Chernozhukov et al., 2017,
Zhao et al., 2017], and local polynomials [Kennedy, 2020]. Many flexible non-doubly robust
methods have also been proposed in recent years, often based on inverse-weighting or direct
regression estimation [Athey and Imbens, 2016, Foster et al., 2011, Hahn et al., 2020, Imai
and Ratkovic, 2013, Kiinzel et al., 2019, Shalit et al., 2017, Wager and Athey, 2018|.

Despite the wide variety of methods available for flexible CATE estimation, questions of
optimality have remained mostly unsolved. Gao and Han [2020] studied minimax optimality,
but in a specialized model where the propensity score has zero smoothness, and covariates are
non-random; this model does not reflect the kinds of assumptions typically used in practice,
e.g., in the papers cited in the previous paragraph. Some but not all of these papers derive
upper bounds on the error of their proposed CATE estimators; in the best case, these take the
form of an oracle error rate (which would remain even if the potential outcomes (Y —Y?) were
observed and regressed on covariates), plus some contribution coming from having to estimate
nuisance functions (i.e., outcome regressions and propensity scores). The fastest rates we are
aware of come from Foster and Syrgkanis [2019] and Kennedy [2020]. Foster and Syrgkanis
[2019] studied global error rates, obtaining an oracle error plus sums of squared L4 errors
in all nuisance components. Kennedy [2020] studied pointwise error rates, giving two main
results; in the first, they obtain the oracle error plus a product of nuisance errors, while in
the second, they obtain a faster rate via undersmoothing (described in more detail in Section
3.3). However, since these are all upper bounds on the errors of particular procedures, it is
unknown whether these rates are optimal in any sense, and if they are not, how they might
be improved upon. In this paper we resolve these questions (via the minimax framework, in
a nonparametric model that allows components of the data-generating process to be infinite-
dimensional, yet smooth in the Holder sense).

More specifically, in Section 3 we derive a lower bound on the minimax rate of CATE
estimation, indicating the best possible (worst-case) performance of any estimator, in a model
where the CATE, regression function, and propensity score are Hélder-smooth functions, with
the propensity score at least as smooth as the regression function. Our derivation uses an
adaptation of the method of fuzzy hypotheses, which is specially localized compared to the
constructions previously used for obtaining lower bounds in functional estimation and hypoth-
esis testing [Birgé and Massart, 1995, Ibragimov et al., 1987, Ingster et al., 2003, Nemirovski,
2000, Robins et al., 2009b, Tsybakov, 2009]. In Section 4, we confirm that our minimax lower
bound is tight (under some conditions), by proposing and analyzing a new local polynomial
R-Learner, using localized adaptations of higher order influence function methodology [Robins
et al., 2008, 2009a, 2017]. In addition to giving a new estimator that is provably optimal (under
some conditions, e.g., on how well the covariate density is estimated), our results also confirm
that previously proposed estimators were not generally optimal in this smooth nonparamet-
ric model. Our minimax rate also sheds light on the nature of the CATE as a statistical
quantity, showing how it acts as a regression /functional hybrid: for example, the rate interpo-
lates between nonparametric regression and functional estimation, depending on the relative
smoothness of the CATE and nuisance functions (outcome regression and propensity score).



2 Setup & Notation

We consider an iid sample of n observations of Z = (X, A,Y) from distribution P, where
X € [0,1]¢ denotes covariates, A € {0,1} a treatment or policy indicator, and ¥ € R an
outcome of interest. We let F'(z) denote the distribution function of the covariate X (with
density f(z) as needed), and let

m(x) =P(A=1|X =1x)
u() =E(Y | X = 2)

denote the propensity score, and marginal outcome regression functions, respectively. We
sometimes omit arguments from functions to ease notation, e.g., note that 7 = (u — o) /7 for
to(z) =E(Y | X =2, A= a). We also index functions by a distribution P when needed, e.g.,
7(x) under a particular distribution P is written 7p(x); depending on context, no indexing
means the function is evaluated at the true P, e.g., 7(x) = mp(x).

Our goal is to study estimation of the CATE 7(x) = u1(x) — po(x) at a point xo € (0,1)%,
with error quantified by mean absolute error

E ‘7/:(.%0) — T(wo)’ .

As detailed in subsequent sections, we work in a nonparametric model P whose components
are infinite-dimensional functions but with some smoothness. We say a function is s-smooth if
it belongs to a Holder class with index s, which we denote (s); this essentially means it has
s — 1 bounded derivatives, and the highest order derivative is continuous. To be more precise,
let |s| denote the largest integer strictly smaller than s, and let D¢ = agc‘fl(?f(.lagcjd denote the
partial derivative operator. Then the Holder class H(s) contains all functions ¢g : X — R that
are |s]| times continuously differentiable, with derivatives up to order |s| bounded, i.e.,

[D%(z)] < C

for all @ = (a1, ...,aq) with 3 a; < |s] and for all z € X, and with [s]-order derivatives
Hoélder continuous, i.e.,

DPg(x) = D’g(a')| < Cllz —a'||*~1*!

for all B = (B, ..., Ba) With 37, 8; = |s] and for all z,2" € X, where for a vector v € R?
we let ||v|| denote the Euclidean norm. Sometimes Holder classes are referenced by both the
smoothness s and constant C, as in H(s,C'), but we focus our discussion on the smoothness s
and omit the constant.

We write the squared L2(Q) norm of a function as HgHz2 = [g(2)? dQ(z). The sup-norm
is denoted by || f|lcoc = sup,cz|f(2)]. For a matrix A we let ||A|| and ||Al|2 denote the op-
erator/spectral and Frobenius norms, respectively, and let Apin(A) and Apax(A) denote the
minimum and maximum eigenvalues of A, respectively. We write a,, < b, if a,, < Cb,, for C
a positive constant independent of n, and a,, < b, if a,, < Cb,, and b,, < Ca,, (i.e., if a, < by
and b, < a,). We write a,, ~ b, to mean that a,, and b, are proportional, i.e., a, = Cb,, for
some C. We also use a V b =max(a,b) and a A b = min(a, b).

We use the shorthand P,,(f) = P,{f(Z2)} = 13", f(Z;) to write sample averages, and

similarly U, (f) = U {f(Z1,Z2)} = n(nlil) >z f(Zis Zj) for the U-statistic measure.




3 Fundamental Limits

In this section we derive a lower bound on the minimax rate for CATE estimation. This result
has several crucial implications, both practical and theoretical. First, it gives a benchmark
for the best possible performance of any CATE estimator in the nonparametric model defined
in Theorem 1. In particular, if an estimator is shown to attain this benchmark, then one can
safely conclude the estimator cannot be improved, at least in terms of worst-case rates, with-
out adding assumptions; conversely, if the benchmark is not shown to be attained, then one
should continue searching for other better estimators (or better lower or upper risk bounds).
Second, a tight minimax lower bound is important in its own right as a measure of the funda-
mental limits of CATE estimation, illustrating precisely how difficult CATE estimation is in
a statistical sense. The main result of this section is given in Theorem 1 below. It is finally
proved and discussed in detail in Section 3.3.

Theorem 1. For xo € (0,1), let P denote the model where:

1. dF(z) is known, satisfies [1{||x — mo|| < h/2} dF(x) =< h% and has local support
{zx € RY: dF(z) > 0, ||z — zo|| < h/2} on a union of no more than k disjoint cubes all
with proportional volume, for h and k defined in Proposition 3,

2. w(x) is a-smooth, and € < w(x) <1 — € for some € > 0,
3. p(zx) is B-smooth, with 5 < «, and
4. 7(x) is y-smooth.

Let s = (a+ B)/2. Then for n larger than a constant depending on (a, 3,7,d), the minimax
rate is lower bounded as

~1/(1+ g+ L) d/4
n voas 1 S < 57575=
inf sup Ep[7(z0) — 7p(0)] 2 fo < marm

—1/(2+2 .
T Pep n /< +V> otherwise.

First we remark on some details about the model we consider. Crucially, Condition 4 al-
lows the CATE 7(z) to have its own smoothness -y, which is necessarily at least the regression
smoothness 3, but can also be much larger, as described in the Introduction. In Condition
3 we also assume the propensity score is at least as smooth as the regression function, i.e.,
« > . This can be motivated by practical settings where the treatment process is more simple
or structured than the outcome process; for example, treatment may be based on relatively
simple human decision-making, whereas the outcome may be some complex physiological re-
sponse. One can also view this as a nonparametric analog of semiparametric models that
employ parametric assumptions on the treatment but not outcome processes [Tsiatis, 2006,
van der Laan and Robins, 2003]. Further, when a < 3, we expect our proof techniques would
need to change substantially, and so leave this avenue to future work; this is detailed further
in the Discussion. Condition 1 of our model does not impose any smoothness on the covariate
distribution F', but ensures it is sufficiently dense and that sufficiently many samples are ob-
served near the target point zg. The condition would be satisfied whenever F' has a density
bounded above and below away from zero, with support [0, 1], for example. We also note
that, although F' is taken to be known in the model, of course the derived lower bound equally



applies to larger models where F' is unknown and needs to be estimated. We defer discussion
of the details of the overall minimax rate of Theorem 1 to Section 3.3, moving first to a proof
of the result.

The primary strategy in deriving minimax lower bounds is to construct distributions that
are similar enough that they are statistically indistinguishable, but for which the parameter
of interest is maximally separated; this implies no estimator can have error uniformly smaller
than this separation. More specifically, we derive our lower bound using a localized version
of the method of fuzzy hypotheses [Birgé and Massart, 1995, Ibragimov et al., 1987, Ingster
et al., 2003, Nemirovski, 2000, Robins et al., 2009b, Tsybakov, 2009|. In the classic Le Cam
two-point method, which can be used to derive minimax lower bounds for nonparametric re-
gression at a point [Tsybakov, 2009], it suffices to consider a pair of distributions that differ
locally; however, for nonlinear functional estimation, such pairs give bounds that are too loose.
One instead needs to construct pairs of mizture distributions, which can be viewed via a prior
over distributions in the model [Birgé and Massart, 1995, Robins et al., 2009b, Tsybakov,
2009]. Our construction combines these two approaches via a localized mixture, as will be
described in detail in the next subsection.

Remark 1. In what follows we focus on the lower bound in the low smoothness regime where
§<7 +d 4/4%' The n~1/(2+4/7) Jower bound for the high smoothness regime matches the classic
smooth nonparametric regression rate, and follows from a standard two-point argument, using

the same construction as in Section 2.5 of Tsybakov [2009].

The following lemma, adapted from Section 2.7.4 of Tsybakov [2009], provides the founda-
tion for the minimax lower bound result of this section.

Lemma 1 (Tsybakov [2009]). Let Py and Q) denote distributions in P indexed by a vector
A= (A1, ..y M), with n-fold products denoted by Py and QY , respectively. Let @ denote a prior
distribution over X\. If

H? (/Pf dw(A),/Qf\‘ dw(/\)> <a<?

and

[W(Py) = ¥(Qa)] =2 s >0
for a functional ¢ : P — R and for all A\, then

inf sup Ep {f(’{[)\_w(P)D} > 0(s/2) (1 - a(21 —a/4))

4 PeP

for any monotonic non-negative loss function £.

Lemma 1 illuminates the three ingredients for deriving a minimax lower bound, and shows
how they interact. The ingredients are: (i) a pair of mixture distributions, (ii) the distance
between their n-fold products, which is ideally small, and (iii) the separation of the param-
eter of interest under the mixtures, which is ideally large. Finding the right minimax lower
bound requires balancing these three ingredients appropriately: with too much distance or not



enough separation, the lower bound will be too loose. In the following subsections we describe
these three ingredients in detail.

3.1 Construction

In this subsection we detail the distributions Py and @) used to construct the minimax lower
bound. The main idea is to perturb the CATE with a bump at the point xg, and to also
perturb the propensity score and regression functions 7 and p, but only locally near x.

For our lower bound results, we work in the setting where Y is binary; this is mostly to ease
notation and calculations. Note however that this still yields a valid lower bound in the general
continuous Y case, since a lower bound in the strict submodel where Y is binary is also a lower
bound across the larger model P. Importantly, when Y is binary, the density p of an observa-
tion Z can be indexed via either the quadruple (f, 7, po, p1) for pe(z) =E(Y | X =z, A = a),
or (f,m, p,7); we make use of the latter parametrization. We first give the construction in the
definition below, and then go on to discuss the details.

Definition 1 (Distributions Py and Q). Let:

1. B :R% = R denote a C™ function with B(x) = 1 for z € [-1/2,1/2]%, and B(z) = 0
for z ¢ [—1,1]4,

2. Ch(xg) denote the cube centered at zo € (0,1)? with sides of length h < 1/4,

3. (X1,..., X)) denote a partition of Cp(xg) into k cubes of equal size, with midpoints
(ma,...,my), so each cube X;j = Cj, 1/a(m;) has side length h/kM e,

Then for A\;j € {—1,1} define the functions

T(z) = h'B (“”""ﬁ“)

ﬂ/d X — m
7j=1
1 b rT—m
_ —a/d . J
w,\(x)—§—|—k o/ Zl)\]B h/k‘l/d>
]:

flz)=1(x € Shk)/ {1 -

44 1
hd
)}

Finally take the distributions P, and

-~ N /N /N

where Sy = {US_1 Ciapaa(my) } U {10,114\ Can (o)},
(@ to be defined via the densities

Px = (f7 1/27 125% Th)
q\ = (f7 71—)\7/1’)\70)'

Figure 1 shows an illustration of our construction in the d = 1 case. As mentioned above,
the CATE is perturbed with a bump at xg and the nuisance functions 7 and g with bumps



locally near zg. The regression function p is perturbed under both P\ and @), since it is
less smooth than the propensity score in our model. The choices of the CATE mimic those
in the two-point proof of the lower bound for nonparametric regression at a point (see, e.g.,
Section 2.5 of Tsybakov [2009]), albeit with a particular flat-top bump function, while the
choices of nuisance functions 7 and p are more similar to those in the lower bound for the
expected conditional covariance (cf. Section 4 of Robins et al. [2009b]). In this sense our
construction can be viewed as combining those for nonparametric regression and functional
estimation, similar to Shen et al. [2020]. In what follows we remark on some important details.

Remark 2. Section 3.2 of Shen et al. [2020] used a similar construction for deriving the minimax
lower bound for conditional variance estimation. Some important distinctions are: (i) they
focused on the univariate and low smoothness setting; (ii) in that problem there is only one
nuisance function, so the null can be a point rather than a mixture distribution; and (iii)
they use a different, arguably more complicated, approach to bound the distance between
distributions. Our work can thus be used to generalize such variance estimation results to
arbitrary dimension and smoothness.

xo—h/2+h/k Xo+h/2-h/k xo—h/2+h/k Xo+h/2-h/k
! ! ! !
T
- 3
n X
S} +
[te}
<)
n [Te}
(<3 o 7
i~ T
@ @ |
o <)
= \
o —/ °

T T T T T T
xo—h/2 Xo Xo+h/2 xo—h/2 Xo Xo+h/2

(a) Null P (b) Alternative @y

Figure 1: Minimax lower bound construction in d = 1 case. An example null density py is
displayed in panel (a) and an alternative density ¢, in panel (b). The black, red, and blue
lines denote the CATE, outcome regression, and propensity score functions, respectively, and
the gray line denotes the support of the covariate density.

First we remark on the choice of CATE in the construction. As mentioned above, the
bump construction resembles that of the standard Le Cam lower bound for nonparametric
regression at a point, but differs in that we use a specialized bump function with a flat top.
Crucially, this choice ensures the CATE is constant and equal to A" for all z in the cube Cp(x¢)
centered at xo with sides of length h, and and that it is equal to zero for all = ¢ Cop(x0), i.e.,



outside the cube centered at xy with side length 2h. It is straightforward to check that the
CATE function 73,(z) is y-smooth in this construction (see page 93 of Tsybakov [2009]).

Remark 3. One example of a bump function B satisfying the conditions above is

1 if 2] < 1/2

B(x) = ey if 2] € (1/2,v2/2)
exp(ﬁ)—&—exp(ﬁ)
0 if |z| > v/2/2.

For the propensity score and regression functions, we similarly have

B (x—ma> _ b forw € Gyyasalmy)
h/k:l/d 0 forz¢ Ch/kl/d(mj)

i.e., each bump equals one on the half-h/ kY/? cube around m;, and is identically zero outside
the main larger h/k'/¢ cube around m;. Tt is again straightforward to check that 7y (z) and
ux(x) are a- and S-smooth, respectively.

The covariate density is chosen to be uniform, but on the set Sy that captures the middle
of all the nuisance bumps {U§:1 Chjok1/d (mj)}, together with the space {[0,1]%\ Cap(z0)}
away from xg. Importantly, this choice ensures there is only mass where the nuisance bumps
B (%) are constant and non-zero (and where 71, (z) = h"), or else far away from x(, where

the densities are the same under Py and @)). Note that, as h — 0, the Lebesgue measure of
the set Spi tends to one, and the covariate density tends towards a standard uniform distri-
bution. It is also straightforward to check that this density satisfies the required denseness in
Condition 1 of Theorem 1.

The following proposition gives an expression for the densities under Py and @y, which is
important for deriving the relevant distances in the next subsection.

Proposition 1. The densities under Py and Q) from Definition 1 are given by

)= 301 () a0 (252)

{128 -1/ B/d}iw@/kw)

Jj=1

+ (20 —1)(2y — Dk~ 28”23( /kl/d>2]

where s = (a+ B)/2.

We note that the densities are both equal to 1/4 for all x ¢ Copn(xg) away from zo,

since B (%) = 0 for @ & Cp p17a(m;) and Cp,jp1/a(m;) S Cp(wo) S Con(zo), and since

B (25%0) =0 for @ ¢ Cop (o).



3.2 Hellinger Distance

As mentioned previously, deriving a tight minimax lower bound requires carefully balancing the
distance between distributions in our construction. To this end, in this subsection we bound
the Hellinger distance between the n-fold product mixtures [ Py dw(X) and [ Q% dw(\), for
w a uniform prior distribution, so that (Ag, ..., \g) are iid Rademachers.

In general these product densities can be complicated, making direct distance calculations
difficult. Fortunately the following lemma from Robins et al. [2009b] can be used to relate the
distance between the n-fold products to those of simpler posteriors over a single observation.

Lemma 2 (Robins et al. [2009b]). Let Py and Q) denote distributions indexed by a vector
A= (A1,.., \g), and let Z = U?lej denote a partition of the sample space. Assume:

1. P\(Zj) = Qx(Z;) = p; for all X\, and
2. the conditional distributions 1z,dPy/p; and 1z,dQx/p; do not depend on A for £ # j.

For a prior distribution @ over X, let p = [ py dw(X\) and g = [ qn dw (), and define

_ )2
01 = maxsup/ M dv
z

X Jz, papj
)2
d2 = max Sup/ M dv
I3 x Jz;  PAPj
)
03 = max sup/ M dv
Jx Jz; PAPj

for a dominating measure v. If p/py < b < 0o and max;p; < b/n, then

H? < / PP dw()), / or dw(A)) < C'n2<mjaxpj) (5152 +5§) + Cndy

for a constant C' only depending on b.

In the next proposition, we bound the quantities from Lemma 2 and put the results to-
gether to obtain a bound on the desired Hellinger distance between product mixtures.

Proposition 2. Assume h < 1/4 and hY + 2k=P/? < 1 — 4e for some € € (0,1/4), and take
hY = 4k=25/? for s = (a+ B)/2. Then for the distributions Py and Qy from Definition 1, with
w the uniform distribution over {—1,1}*, we have

d+1 2 d+1 2
(51 < (2 HB”Q) IC_Zﬁ/d, 62 < <2 ||B’2) k_Qa/d, (53 — 0’
€

€

and pj = (h/2)%/k. Further

i ( [ P =, [ a3 dw(A)) <c <2d+21|B ”%> <”2khd> (497 4 gte/)

for C a constant only depending on €.
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Before moving to the proof of Proposition 2, we briefly discuss and give some remarks.
Compared to the Hellinger distance arising in the average treatment effect or expected con-
ditional covariance lower bounds [Robins et al., 2009b]|, there is an extra h? factor in the
numerator. Of course, one cannot simply repeat those calculations with k/h? bins, since then
for example the k~*/¢ term would also be inflated to (k/h%)=*/4: our carefully localized
construction is crucial to obtain the right rate in this case. We also note that the choice
RY = 4k~23/d ig required for ensuring that the averaged densities p(z) and g(z) are equal
(implying that 3 = 0); specifically this equalizes the CATE bump under Py with the squared
nuisance bumps under Q.

Proof. Here the relevant partition of the sample space X x A x Y = [0,1]¢ x {0,1} x {0,1}
is Z; = Ch/%l/d(mj) x {0,1} x {0,1}, j =1, ..., k, along with ZJ’-, which partitions the space
[0,1]9/Cap(x0) away from zg into disjoint cubes with side lengths h/ 2k/d_ Therefore

P\(Z)) = PA(Z;) = Qx(Z)) = Qx(Z)) = p;

where p; = (h/2)?/k is the volume of a cube with side lengths h/2k'/9. Further the conditional
distributions 1z;dPy /pj and 1 z;dQ/p;j do not depend on A, for £ # j, since \; only changes
the density in Z;. Note when (A1, ..., ;) are iid Rademacher random variables the marginalized
densities are

p(z) = /m(Z) dv(A) = f(=) {i +(2a —1)(2y — 1)%3 <x —h%)}

a(z) = dv(\) = L @a-1)@ 1k—25/dka_m3'2
1= o) ) = o) § o - vt -0 ()

First we show that relevant densities and density ratios are appropriately bounded. In
particular, when h < 1/4 then it follows that on Sy we have

1< f(z) = {1 - <4d2; 1) hd}_l <2 (2)

Further, since B(z) < 1(z € [-1,1]%), a,y € {0,1}, and X € {—1, 1}, we have on Sy that

1 k=P py a(2) 1 kP4 py
=] = <|{-+ +— 1,
4 2 4 f(zx) 4 2 4
regardless of the values of h,k > 0. Therefore when hY + 2k=5/4 < 1 — 4e, the above bound

implies
pa(2) O
f@)2<4_2_426 (3

Similarly, when hY + 2k=#/4 <1 — 4¢ (which implies kY < 1) we also have

p(2) it 12
pa(z) — L kB4 by T e

Note that, although Robins et al. [2009b] assume p(z) is uniformly lower bounded away from
zero in their version of Lemma 2, they only use a bound on p/py to ensure their quantity c is

11



bounded (see page 1319). Therefore this condition also holds in our case. Now it remains to
bound the quantities 1, d2, and d3.

We begin with §3, which is tackled somewhat differently from §; and do, as it is a distance
between the marginalized densities p and g. For it notice that if we take k=2s/d = py /4 then

7(2) — B(2) = (20— D)2y — 1) () { k™ 2s/dzB<h/kl/d)2’jB(x‘hx°) 0,
since f(z) =0 for x ¢ Sk and
B (W) ~B (x _h‘m) —0 forze {[o, 1]d\czh(a:0)}

k
r —m; r—x
B (W) :B< h 0> =1 for T € Uchk71/d/2(m]~),

J=1

We note that this result requires a carefully selected relationship between h and k, which guar-
antees that the squared nuisance bumps under @) equal the CATE bumps under Py. This
also exploits the flat-top bump functions we use, together with a covariate density that only
puts mass at these tops, so that the squared terms are constant and no observations occur
elsewhere where the bumps are not equal.

Now we move to the distance d1, which does not end up depending on h and is somewhat
easier to handle. For it we have

2dk IB / N\ 2
51 = —28/d < J) d
1 < ) max Sup /Xi 4]?)\ Z h/k‘l/d T

a,y

27k 2 ’ 27| BII3
< 8/d j _ 2\ ;.—28/d
(i) (5)7 / > (h/kw) = (SR

where the first equality follows by definition, and since p, = (h/2)?/k and B (; /krln/d> =0

outside of the cube Cj, /1/4(m;), which implies that

ZA B(wk%) ZA B <h/k1/d>3<fl/_k%) ;AQB(W":%)Q’

the inequality in the second line since py)(z)/f(x) > € and f(x) < 2 as in (3) and (2), and the

last equality since
2 2 d
T —m; B x —my _h 9
(h/kl/d> da:—/XZB<h/kl/d) do = k/B(u) du

B>

by a change of variables.

7=1
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For d5 we use a mix of the above logic for d3 and d;. Note that

12k a/dZA B<h/k1/d>

+(2a-1)(2y - 1) k‘zs/dzB(h/kl/dy_ljB(x_hm) r

(g2 —p2)? = f(2)?

<9 o | k72074 i p(& =" -25/dN" —mj 2 h'YB T — Xo
<@ |2 h/ K1/ E Z h/kl/d h
]:

= (1/2) f ()%™ 2a/dZB<h/k1/d>2

where in the second line we used the fact that (a+b)? < 2(a?+b?) and {22, AB (;T/;;}Jd)}Q =

2
Z B (;:/k?ﬂ) , and in the third the same logic as above with d3. Now we have

0 <2dk> max su / (z) 2 2a/dZB< ]>2 dx
X
2= p x, o 4p>\ h/kl/d

29k 2a/d J ? _ QdHBH% —2a/d
< (5) () mes 30 () o= (M5

using the exact same logic as for ;. O

3.3 Choice of Parameters & Final Rate

Finally we detail how the parameters h and k£ can be chosen to ensure the Hellinger distance
from Proposition 2 remains bounded, and use the result to finalize the proof of Theorem 1.

Proposition 3. Let

h = (4k‘28/d)1/v and k= (C*n2)d/(48+d+25d/'y)

for C* = 224/"+443C||B||3 /e and C the constant from Proposition 2. Then under the assump-
tions of Proposition 2 we have

([ 7y am, [ @3 dmn) <1

and 17 = a(y/Oon) (75 E),

The proof of Proposition 3 follows directly from Proposition 2, after plugging in the se-
lected values of h and k. Importantly, it also settles the proof of Theorem 1 via Lemma 1.

13
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This follows since, with the proposed choices of h and k, the Hellinger distance is appropri-

ately bounded so that the term 17y a(;_a/4) == % 3/4 ~ 0.067 in Lemma 1 is a constant
(greater than 1/20 for example), while the separation in the CATE at z(, which equals h7, is

_ dd
proportional to n Y (1+27+4S) under all Py and Q). Therefore this separation is indeed the
minimax rate in the low smoothness regime where s < 41 Note again that, as discussed

1+d/2v
(1 +4)

d/4
1+d/2y
regression rate n~/(+4/7 and so the standard lower bound construction as in Section 2.5 of
Tsybakov [2009] indicates that the slower rate n~'/(2%4/7) is the tighter lower bound in that

regime.

in Remark 1, when s > the rate n is faster than the usual nonparametric

Figure 2 illustrates the minimax rate from Theorem 1, as a function of the average nuisance
smoothness s/d (scaled by dimension), and the CATE smoothness scaled by dimension ~y/d.
A number of important features about the rate are worth highlighting.

y/d
0.0 0.05
~0.1 - 0.17
o)
©
&
£ 02 7 0.55
=
£
<
g 0.3 1.82
o
o
x
w
-0.4 7 6.03
~0.5 - R
T T T T T T 20.00

0.00 0.05 0.10 0.15 0.20 0.25

s/d

Figure 2: The minimax rate for CATE estimation, as a function of average nuisance smoothness
s and CATE smoothness 7y, each scaled by covariate dimension d. The black dotted line denotes
a threshold on the nuisance smoothness s/d, below which the oracle nonparametric regression
rate n~ %/ (2t4/7) is unachievable (the “elbow” phenomenon).

First, of course, the rate never slows with higher nuisance smoothness s/d, for any CATE
smoothness 7v/d, and vice versa. In other words, more smoothness can never hurt. However,
there is an important elbow phenomenon, akin to that found in functional estimation problems
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[Bickel and Ritov, 1988, Birgé and Massart, 1995, Robins et al., 2009b, Tsybakov, 2009]. In
particular, the minimax lower bound shows that when the average nuisance smoothness is low
enough that s < %, the oracle rate n~1/(2+d/7) (which could be achieved if one actually
observed the potential outcomes) is in fact unachievable. This verifies a conjecture in Kennedy

12020].

Notably, though, the elbow phenomenon we find in the problem of CATE estimation differs
quite substantially from that for classic pathwise differentiable functionals. For the latter,
the rate is parametric (i.e., n=/2) above some threshold, and nonparametric (n~1/(1+d/4s))
below. In contrast, in our setting the rate matches that of nonparametric regression above
the threshold, and otherwise is a combination of nonparametric regression and functional
estimation rates. Thus in this problem there are many elbows, with the threshold depending
on the CATE smoothness . In particular, our minimax rate below the threshold,

n71/<1+%+ﬁ)’

is a mixture of the nonparametric regression rate n~1/1+4/27) (on the squared scale) and the
classic functional estimation rate n~1/(1+4/45)  This means, for example, that in regimes where
the CATE is very smooth, e.g., v — oo, the CATE estimation problem begins to resemble that
of pathwise-differentiable functional estimation, where the elbow occurs at s > d/4, with rates
approaching the parametric rate n~1/2 above, and the functional estimation rate n~1/(1+d/4s)
below. At the other extreme, where the CATE does not have any extra smoothness, so that
v — B (note we must have v > ), the elbow threshold approaches

d/4 -

— a>

S 1y d2B 1+ d/28

which holds for any a > 0. Thus, at this other extreme, there is no elbow phenomenon, and
the CATE estimation problem resembles that of smooth nonparametric regression, with opti-
mal rate n~/(2+4/8)  For the arguably more realistic setting, where the CATE smoothness ~
may take intermediate values between 8 and oo, the minimax rate is a mixture, interpolating
between the two extremes. All of this quantifies the sense in which the CATE can be viewed
as a regression/functional hybrid.

It is also worth mentioning that no estimator previously proposed in the literature (that we
know of) attains the minimax rate in Theorem 1 in full generality. Some estimators have been
shown to attain the oracle rate n~Y/(2+4/7) but only under stronger assumptions than the
minimal condition we find here, i.e., that s > %. One exception is the undersmoothed R-
learner estimator analyzed in Kennedy [2020], which did achieve the rate n~1/(2+d/7) whenever

/4 /4
8> Trdizy TFd/2y°

that estimator’s rate was n , which is slower than the minimax rate we find here. This
motivates our work in the following section, where we propose and analyze a new estimator,
whose error matches the minimax rate in much greater generality (under some conditions, e.g.,
on how well the covariate density is estimated).

under some conditions. However, in the low-smoothness regime where s <
—2s/d

Remark 4. A slightly modified version of our construction also reveals that, when the CATE

d
7(z) = 7 is constant, the classic functional estimation rate nY(44) acts as a minimax lower
bound. To the best of our knowledge, this result has not been noted elsewhere.
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4 Attainability

In this section we show that the minimax lower bound of Theorem 1 is actually attainable,
via a new local polynomial version of the R-Learner [Kennedy, 2020, Nie and Wager, 2021|,
based on an adaptation of higher-order influence functions [Robins et al., 2008, 2009a, 2017].

4.1 Proposed Estimator & Decomposition

In this subsection we first describe our proposed estimator, and then give a preliminary error
bound, which motivates the specific bias and variance calculations in following subsections. In
short, the estimator is a higher-order influence function-based version of the local polynomial
R-learner analyzed in Kennedy [2020]. At its core, the R-Learner essentially regresses outcome
residuals on treatment residuals to estimate a weighted average of the CATE. Early versions
for a constant or otherwise parametric CATE were studied by Chamberlain [1987], Robinson
[1988], and Robins [1994], with more flexible series, RKHS, and lasso versions studied more
recently by Robins et al. [2008], Nie and Wager [2021], and Chernozhukov et al. [2017], re-
spectively. This previous work did not obtain the minimax optimal rates in Theorem 2.

Definition 2 (Higher-Order Local Polynomial R-Learner). Let Kp(z) = %]l(”x—xoﬂ < h/2).
For each covariate xj, j = 1,...,d, define p(z;) = {po(z;), p1(xj), ..., p|y|(x;)}" as the first
([7v] + 1) terms of the Legendre polynomial series (shifted to be orthonormal on [0, 1]),

3 + /¢
pm() = 3 _ Oom for ﬂem=<—1>f+mm(?> <mz )
=0

Define p(x) to be the corresponding tensor product of all interactions of p(x1),..., p(z4) up

to order [v], which has length ¢ = (dBLJVJ

pr(z) = p(1/2+ (x — x9)/h). The proposed estimator is then defined as
7(w0) = pu(0)' Q' R (4)

where @ is a ¢ X ¢ matrix and Ra g-vector given by

) and is orthonormal on [0,1]%, and finally define

~

Q = Pu{ o1 (X) K () 201 (2)p(X)" | + Un {pn (X0 K (X0) B (21, Z2) Kn(Xa)on(X1)" }

R = Pu{ o0 (X0 En(X1)31 (Z0) | + Un{ o1 (X0 Kn(X1)By2(Z1, Z2) Kn(X2) }.

respectively, and

Pa1(Z) = {A-7(X)}?
Py1(Z) ={Y — i(X)HA - 7(X)}
Paz(Z1, Zo) = —{ A1 — F(X1) }bu(X1)"Q 1bn (X2){ A2 — 7(X2)}
SOyz(Zh Zy) = —{ A1 — 7(X1) o (X1) Q7 by (X){V2 — Ai(X2)}
bp(x) = 0{1/2 + (x — x0) /h}1(||lx — zol| < h/2)

Q= / b(v)b(v)" dF (zo + h(v — 1/2))
[0,1]¢

for b : R — R* a basis of dimension k. The nuisance estimators (ﬁ,?r, i) are constructed
from a separate training sample D™, independent of that on which U, operates.
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The estimator in Definition 2 can be viewed as a localized higher-order estimator, and
depends on two main tuning parameters: the bandwidth A, which controls how locally one
averages near xg, and the basis dimension k, which controls how bias and variance are balanced
in the second-order U-statistic terms in @ and R. The latter U-statistic terms are important
for debiasing the first-order sample average terms. In addition, our proposed estimator can
be viewed as estimating a locally weighted projection parameter 7,(x9) = pp(z)"0, with
coefficients given by

. T 2 _
arg min & [Kh(m)ﬂ(:c){l - ﬂ(x)}{T(x) .y ph(x)} ] = Q'R (5)
for
Q= /Ph(x)Kh(x)%l(Z)Ph(x)T dP(z) = /Ph(x)Kh(x)F(x){l —m(x)}pn(z)" dF ()
R— / on(2) Kn(@)py1(2) dP(2) = / on(@) K (@)m(@) {1 — ()} (2) dF ().

In other words, this projection parameter 73 (z¢) is a Kp(x)w(z){1 — 7(z)}-weighted least
squares projection of the CATE 7(z) on the scaled Legendre polynomials pp(z). Crucially,
since pp(x) includes polynomials in  up to order ||, the projection parameter is within h?Y
of the target CATE; this is formalized in the following proposition.

Proposition 4. Let 7,(x9) = pp(20)"Q 'R denote the projection parameter from (5), and
assume:

1. 7(x) is vy-smooth,
2. the eigenvalues of Q are bounded below away from zero, and
3. [1{||lz — zo|| < h/2} dF (z) S he.

Then
|Th(w0) — 7(z0)| S A7.

Proof. This proof follows from a higher-order kernel argument (e.g., Proposition 1.13 of Tsy-
bakov [2009], Proposition 4.1.5 of Giné and Nickl [2021]), after noting that we can treat
Kp(x)m(x){1 — 7(x)} itself as a kernel. A similar result was also proved in Kennedy [2020].
To ease notation we prove the result in the d = 1 case but the logic is the same when d > 1.

First note that the local polynomial projection operator Lg(z) = [ g(x)wp(z) dz for
wi (@) = pr(20)" Q™ pu (@) Kn(w)m(2){1 — 7 (2)} ()

reproduces polynomials, in the sense that, for any polynomial of the form g(z) = a"pp(x),
a € RY, we have

Lg(x) :/{anh(x)}wh(a:) dx
— (0" @ [ @) @)L~ (@)} (2) () do

= pr(20)" Q™' Qa = a” pp(z0) = g(wo).
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Therefore

T(z . Y] (2*
wp, () Z M(m —x0)) + W(m _ xo)m dx

:0+/w@>DM““+*“””‘DMWW}@mWhm

[v]!

CHJ? LUOH,Y_L’H L’”
wy, T —x dx

_L {m/mmmmmwwd4 (6)

where the second line follows by Taylor expansion (with 2* = xo+¢(z— () for some € € [0, 1]),
the third by the polynomial reproducing property, the fourth since 7 is y-smooth, and the last
by a change of variable with u = (x — 2¢)/h (so that dz = h? du).

Now the result follows since we show the term on the right in (6) is bounded under the
stated assumptions. Specifically

[l (e + bl du = [l |ona0)" @ putan + ) 1l < 1/2
x m(xo + hu){l — w(zo + hu)} f(zo + hu) du

1/2
< (12/74> Ip(1/2)] HQ—1||/_1/2||p(1/2+u)||f(x0+hu) du
Cq /4

@71 [ 1l = woll < 1/2) 4@ 1

where the second line follows from the submultiplicative property of the operator norm and
since (1 — ) < 1/4, and the last from Assumptions 2 and 3 and since

rmng(”M”ynﬂ+wscf

for all = (Belloni et al. [2015], Example 3.1), since each Legendre term satisfies |pp,(x;)| <

V2m +1 < /2[y] + 1 for m < |v], and the length of p is ¢ = (dELYJ), L.e., the maximum

number of monomials in a polynomial in d variables with degree up to |v]. O

Before continuing, we first give simple sufficient conditions under which the eigenvalues of
Q@ are bounded. In short, this holds under standard boundedness conditions on the propensity
score and covariate density.

Proposition 5. If (i) e < w(x) < 1—€ and (ii) the density dF (x) is bounded above and below
away from zero on {x : ||z — zo|| < h/2}, then the eigenvalues of Q are bounded above and
below away from zero.
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Proof. Define the stretched function g*(v) = g(wo + h(v — 1/2)) for any g : R? — R. This

maps values of g in the small cube [zg — h/2,z¢ + h/2]? around z( to the whole space [0, 1]%.

Then note that, with the change of variables v = § + 5,

Q= [ @) K@@ (1 - 7(@)bon(o)" dF(z)
-/ p(v)p(v) 7 (0){1 = 7 (v)} dF* (v).
lo—1/2]1<1/2

Next note that €(1 —€) < w(1 —7) < 1/4, so the eigenvalues of ) will be bounded if those of
the matrix

/ p(0)p(v)* dF (o + h(v — 1/2))

are. But [ p(x)p(z)T dx = I by orthonormality of the Legendre polynomials on [0, 1]¢, and
the local boundedness of dF ensures dF™/du is bounded above and below away from zero, for
w the uniform measure. Therefore Proposition 2.1 of Belloni et al. [2015] yields the result. [

As mentioned above, the estimator (4) can be viewed as a modified higher-order (specifi-
cally, secgnd—order) estimator of the projection parameter. To see this, first note that the first
term in R, i.e.,

Bo{ o0 (X) Kn(X)(2) },

is the usual first-order influence function-based estimator of R. Kennedy [2020] analyzed an
undersmoothed version of this estimator (where the nuisance estimates 7 and i themselves
are undersmoothed linear smoothers), calling it the local polynomial R-learner. The second
term

Un{ﬁh(Xl)Kh(XO@yQ(Zl, ZQ)Kh(XZ)}

is similar to the second-order U-statistic correction that would be added using the higher-order
influence function methodology developed by Robins et al. [2008, 2009a, 2017|. However, this
term differs in two important ways, both relating to localization near xg. First, the U-statistic
is localized with respect to both X; and Xy, i.e., the product Kj(X1)Kp(X2) is included,
whereas only K3 (X7) would arise if the goal were purely to estimate the parameter R in (5).
Second, the basis functions

T — X0

(o) =0 (1/2+ T3 Y e - a0l < /2

appearing in @2, Py2, and Q are localized; they only operate on Xs near xg, stretching them
out so as to map the cube [zg — h/2, 29 + h/2]? around zg to the whole space [0,1]¢ (e.g.,
br(xo — h/2) = b(0), bp(xo) = b(1/2), etc.). This is the same localization that is used with
the Legendre basis p(z). In this sense, these localized basis terms spend all their approxima-
tion power locally rather than globally away from xy. (Specific approximating properties we
require of b will be detailed shortly). These somewhat subtle distinctions play a crucial role
in appropriately controlling bias, as will be described in more detail shortly.

Remark 5. Note again that, as with other higher-order estimators, the estimator (4) depends
on an initial estimate of the covariate distribution F' (near x(), through Q. Importantly, we do
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not take this estimator F to be the empirical distribution, in general, since then our optimal
choices of the tuning parameter k would yield 0 non-invertible; this occurs with higher-order
estimators of pathwise differentiable functionals as well [Mukherjee et al., 2017|. As discussed
in Remark 7, and in more detail shortly, we do give conditions under which the estimation
error in © or F' does not impact the overall rate of T (o).

Crucially, Proposition 4 allows us to focus on understanding the estimation error in 7(zg)
with respect to the projection parameter 74, (x¢), treating h” as a separate approximation bias.
The next result gives a finite-sample bound on this error, showing how it is controlled by the
error in estimating the components of () and R.

Proposition 6. The estimator (4) satisfies
7o) = m(@o)l < I/ (IR +1Q7 - @7'1) (|R - B|| + |@ - Q|| 1o~ RI) .

and further if [|Q71||, H@‘l —Q7Y|, and |Q7LR| are all bounded above, then

E [7(20) — mh(z0)] < max\/E{E(ffj—Rj | D")? + van(R; | D) }
J

+mas /B {E(Qye — Qie| D)+ var(@se | D7) .
7,0

~

for D™ a separate independent training sample on which (F, 7, i) are estimated.

Proof. We have
[P(ao) = (w0 = |on(20)' @ { (R~ R) + (@ - Q) 'R}
< ot |- (|7 -] + o -] 1o )
<let/2)l (J~ | +]|@7 =) (|&-&]| +||e - Q| , o~ &ll)

by the sub-multiplicative and triangle inequalities of the operator norm, along with the fact
that ||A| < ||Al|2. Together with the bounds on [|[Q!, Q™' — Q~!|, and ||Q~'R||, this
yields the first inequality. For the second inequality, first note ||p(x)| < Cgq, as described in
the proof of Proposition 4. The second inequality now follows since

E|R- R| < mz \/ZE [E{(ﬁzj —R;)? | DnH
= \/ZE{bias(]/%j | D)2 —|—Var(§j | D")}

< mmj&x \/E {bias(f%j | D)2 + var(R; | D")}

using Jensen’s inequality, iterated expectation, and the usual bias-variance decomposition.
The last line follows since the length of R is (dTHJ). The logic is exactly the same for

Bl = Qlla = By/5,,(Qje — Q)2 =
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Thus Proposition 6 tells us that bounding the conditional bias and variance of the com-
ponents of R and @ will also yield finite-sample bounds on the error in 7(x¢), relative to the
projection parameter 7, (xg). These bias and variance bounds will be derived in the following
two subsections.

4.2 Bias

In this subsection we derive bounds on the conditional bias of the estimators Ej and @jg, rel-
ative to the components of the projection parameter (5), given the training sample D™. The
main ideas behind the approach are to use localized versions of higher-order influence function
arguments, along with a specialized localized basis construction, which results in smaller bias
due to the fact that the bases only need to be used for approximation in a shrinking window
around zg.

Here we rely on the basis b(x) having optimal Holder approximation properties, in the
sense that the approximation error of projections in Ls norm satisfies

(I =) gl < k™*/? for any s-smooth function g (7)

where IT,g = arg min,_gr;, [(g — £)* dF* is the usual linear projection of g on b, for dF*(v) =
dF (2o + h(v — 1/2)) the distribution in By (xg), the h-ball around g, mapped to [0, 1]¢. The
approximating condition (7) holds for numerous bases, including spline, CDV wavelet, and
local polynomial partition series (and polynomial and Fourier series, up to log factors); it is
used often in the literature. We refer to Belloni et al. [2015] for more discussion and specific
examples (see their Condition A.3 and subsequent discussion in, for example, their Section 3.2).

Proposition 7. Assume:
1. Amax(Q) is bounded above,
2. the basis b satisfies approzimating condition (7),
3. m(z) —7(x) is a-smooth,
4. w(z) — p(x) is f-smooth.
Then

N . k —2s/d R R . B
BR-m1D 5 () HIF el e - 0

Q-

2
F*

BQ@e- Q1D 5 () +IR-7]

Before delving into the proof, we give some brief discussion. The bias consists of two terms;
the first is the main bias term that would result even if the covariate distribution F' were known,
and the second is essentially the contribution from having to estimate F'. Compared to the

main bias term in a usual higher-order influence function analysis, which is k=25/¢ (e.g., for
the average treatment effect), our bias term is smaller; this is a result of using the localized
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basis by (x) in Definition (4), which only has to be utilized locally near xo (this smaller bias
will be partially offset by a larger variance, as discussed in the next subsection). As mentioned
in Remark 7, the contribution from having to estimate F'is only a third-order term, since the
estimation error of Q (in terms of operator norm) is multiplied by a product and square of
nuisance errors for R; and Qj¢, respectively (in La(F™*) norm). In Proposition 9, given after
the proof of Proposition 7, we show how the operator norm error of Q translates to estimation
error in the distribution F' itself.

Proof. We only prove the result for ﬁj, since the logic is the same for @jg. By iterated
expectation, the conditional mean of the first-order term is

E{pn(X1)Kn(X1)@y1(2) [ D"} = R + /ph(fv)Kh(x){ﬂ(x) —m(x) H{u(z) — pz)} dF(x)
=R+ /p(v){ﬂ*(v) =7 () H{u*(v) — " (v)} dF(v) (8)

where we use the change of variable v = J + =0 and again define for any function g : R? — R

its corresponding stretched version as g*(v) = g(zg + h(v — 1/2)). To ease notation it is left
implicit that any integral over v is only over {v : [Jv — 1/2|| < 1/2}. Similarly, the conditional
mean of the second-order influence function term is

E{pn(X1)Kn(X1)Py2(Z1, Zo)Kn(X2) | D"}

=~ [[ ore K () = Fan)Pon(e2) 0 b)) — i)} Ki(oa) dF(22) dF (o)
== [ oo @) = 7 00} ) (0 (02) - (2]} B (u2) " (01

=~ [ oo r* (o) = & (e} a(n” = 1) (o) dF* (1) ©)
where we define

Myg* (u) = b(u)™ Q! /b(v)g*(v) dF™*(v)

as the F*-weighted linear projection of ¢* on the basis b, and ﬁbg* (u) as the estimated version,
which simply replaces 2 with ). Therefore adding the first- and second-order expected values
in (8) and (9), the overall bias relative to R is

[ o) @) = 7 @) = W) = 37)(0) dF* ()
= [ p)r () = 7@ - W) = 77)(w) dF ()
+ [ o) ) = 7 @)1l — W) = 37)(0) dF* ()
= [a =) (p(r" = F) )T - )" = 7o) dF (o) (10)
+ [ ) ) = 7 @)~ )~ 3)(w) dF* @) ()
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where the last line follows from orthogonality of a projection with its residuals (Lemma 3(i)).

Now we analyze the bias terms (10) and (11) separately; the first is the main bias term,
which would arise even if the covariate density were known, and the second is the contribution
coming from having to estimate the covariate density.

Crucially, by virtue of using the localized basis by, the projections in these bias terms are
of stretched versions of the nuisance functions (7* — 7*) and (u* — 1*), on the standard non-
localized basis b, with weights equal to the stretched density dF™. This is important because
stretching a function increases its smoothness; in particular, the stretched and scaled function
g*(v)/h® is a-smooth whenever g is a-smooth. This follows since

D*lg*(v) — DIl g*(v')

— |Dllg(ag + h(v = 1/2)) = DIl g(wo + h(v' ~ 1/2))|

— pla

912D @y + hw = 1/2)) = 91D (g + h(v' ~ 1/2))]
S A = |
where the second equality follows by the chain rule, and the third since g is a-smooth. Thus

the above implies h=|Dlel g*(v) — Dlelg*(v/)| < Jv — v/|, i.e., that g*(v)/h® is a-smooth.

Therefore if g is a-smooth, then ||(I —II,)g*/h®||p+ < k~*/? by the Holder approximation
properties (7) of the basis b, and so it follows that

(1 = p)g* /h% || S ROk = (k/h) =0/ (12)

for any a-smooth function g.

Therefore now consider the bias term (10). This term satisfies

@ -m)etr - #n@){ - W) - 2w} a7 (w)

< = W) {p(r* =)l = ) (" — 727)]
< (k/nf)=2/d

=

where the second line follows by Cauchy-Schwarz, and the third by (12), since (7 — 7) and
(1 — p) are assumed - and (-smooth, respectively (note p(v) is a polynomial, so the smooth-
ness of p(7m* — 7*) is the same as (7" — 7)).

Now for the term in (11), let 6, , = Q™! [bg dF™* denote the coefficients of the projection
IIg, and note for any functions g1, go we have
~ T ~
/ g1 = T0y) (92) dF™ = (21/20,5,) QU2(Q71 = Q7HQ12 (Q1/20,,,)
< llgille- 172" = 2712 g2| -
< lgrllpllgzll p-lIQAIQTH — Q7

where the first equality follows by definition, the second line since the Ly norm of the coef-
ficients of a (weighted) projection is no more than the weighted Lo(IP) norm of the function
itself (Lemma 3(iii)), and the last by the sub-multiplicative property of the operator norm,
along with the fact that |[|Q/2]|2 = ||Q]|. O
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Several of our results require the eigenvalues of {2 be bounded above and below away from
zero. The next proposition gives simple sufficient conditions for this to hold, just as in Propo-
sition 5 for the matrix Q.

Proposition 8. If (i) the basis b(v) is orthonormal with respect to the uniform measure, and
(ii) the density dF(x) is bounded above and below away from zero on {z : ||x — zo| < h/2},
then the eigenvalues of €0 are bounded above and below away from zero.

Proof. The proof is similar to that of Proposition 5. First note that

Q- / by (2) K ()bn (2) A F () = / b(0)b(v)T dF*(v)

by the change of variables v = 1 4+ 2520 and where dF*(v) = dF(zo + h(v — 1/2)) as before.
Further [b(v)b(v)" dv = I by the assumed orthonormality, and the local boundedness of
dF ensures dF™*/dyu is bounded above and below away from zero, for p the uniform measure.
Therefore Proposition 2.1 of Belloni et al. [2015] yields the result. O

The next result is a refined version of Proposition 7, giving high-level conditions under
which estimation of F itself (rather than the matrix Q') does not impact the bias. We refer
to Remark 7 for more detailed discussion of these conditions, and note that the result follows
directly from Proposition 7 together with Lemma 4.

Proposition 9. Under the assumptions of Proposition 7, if a« > [ and additionally
1. Amin(Q) is bounded below away from zero,

2. Hdﬁ*/dF*Hoo is bounded above and below away from zero,

(k/hd)—Zs/d
7=l o (17 =7l o+ =gl ) 7

3. |(dF*/dF*) = 1| S

then the bias satisfies

R R —2s/d
B - By | DYV IE Q- Qe | D 5 ()

4.3 Variance

In this subsection we derive bounds on the conditional variance of the estimators ]?Ej and @jg,
given the training sample D™. The main tool used here is a localized version of second-order
U-statistic variance arguments, recognizing that our higher-order estimator is, conditionally,
a second-order U-statistic over nh? observations.

Proposition 10. Assume:

1. 42, 72, 12, and |2 — p||p+ are all bounded above, and
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2. Amax(Q) is bounded above.

Then

f2) n A n 1 k o-1 —12
var(R; | D™) V var(Qj, | D") S W(l—i—nhd(l—i—m - Q7 ))

Before giving the proof, we make a few brief comments. First, the variance here is anal-
ogous to that of a higher-order (quadratic) influence function estimator (cf. Theorem 1 of
Robins et al. [2009a]), except with sample size n deflated to nh?. This is to be expected given
the double localization in our proposed estimator. Another important note is that the contri-
bution to the variance from having to estimate F' is relatively minimal, compared to the bias,
as detailed in Proposition 7. For the bias, non-trivial rate conditions are needed to ensure esti-
mation of F' does not play a role, whereas for the variance one only needs the operator norm of
0~1 — Q7! to be bounded (under regularity conditions, this amounts to the estimator F only
having bounded errors, in a relative sense, as will be noted in a remark shortly after the proof).

Proof. As with the bias, we prove the result for ﬁj, since the logic is exactly the same for @jg.
Given the training data D", the estimator R; is a second-order U-statistic with kernel

621, 22) = pr(XDER(X){81(20) + B2l 21, Z) Kn(X2) }

Thus its conditional variance is given by the usual variance of a second-order U-statistic (e.g.,
Lemma 6 of Robins et al. [2009a]), which is

a0, | 0" = (=2 vt ()| 0 + (o2
_4B(6 ()| D) 4BIE(Z, Z)° | D7)
- n n2

) var(€(Z1, Z2) | D"}

(13)
for £1(21) = [ €(z1,22) dP(22), if n > 2. In our case & equals
pn(XD K (X0 {81 (Z1) + {A1 = FXOHL (" = @) (X0 |-
Therefore for the first term in (13) we have
[g <o ( [ i @+ [ ARG =7+ (7= RPH " - ) dF)
S ( [ o2 @)+ [ o - ) dF*<v>)

< oq (L1 = plE)

Il Z =

where the second inequality follows by the change of variables v = %4— =70 and since (Py1, ™, 7T)
are uniformly bounded and 0 < Kj,(z) < h~%, and the third since sup, |[p(v)|| < ¢ (Belloni
et al. [2015], Example 3.1) and the weighted Lo norm of a projection is no more than the
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weighted La(P) norm of the function itself (Lemma 3(ii)). Now, for the second term in (13),
letting b;(z) = Q~Y2p;(z) and M = QY/2Q71QY2, we have

~ 2
B(6(Z1, 2% | D) = [ [pn(on)far = )} {bu(oa) @ (o) om — )} Ko Ki(a)|* dP(er) dB()

1 ~ 2
S 7 Ph(I1)2{bh($1)TQ*1bh(x2)} K (21)Kp(22) dF (31) dF (z2)
1 - - 2 . .
S i {b(vl) Mb(’Uz)} dF*(v1) dF*(vs)
M3 1 B - )
— ||h25|1|2 — (th) HQl/ZQ 191/2 —|—Ql/2(Q 1 el I)Ql/QH%

1 ~_ _
<2 (hd) (1703 + 1o 2(@t - e Het2)3)

1 ~_ _
<2 () £ (14 IR - 01 2)

where the first line follows by definition, the second since (a — 7) and (y — i) are uniformly
bounded and 0 < Kj,(z) < h™¢, the third by a change of variables v = %—l— £572, by definition of
b and M, and since p(v) is bounded, the fourth by definition since be)T dF* = I, and the last
two by basic properties of the Frobenius norm (e.g., triangle inequality and ||A]l2 < VE[A|)
and (a + b)% < 2(a® + b?). O

Remark 6. By Lemma 4, under the assumptions of Proposition 9, it follows that
197 = Q7Y < (dE*/dF*) = 1]|oc,

so estimation of F' will not affect the conditional variances as long as the error of F is bounded
in uniform norm.

4.4 Overall Rate

Combining the approximation bias in Proposition 4 with the decomposition in Proposition 6,
and the bias and variance bounds from Proposition 9 and Proposition 10, respectively, shows
that

= _ < 2 — N -
Ep|7'(a:0) Tp(xo)’ ~ h7 + <hd> + nhd <1 + nhd> (14)

under all the combined assumptions of these results, which are compiled in the statement of
Theorem 2 below. The first two terms in (14) are the bias, with Y an oracle bias that would
remain even if one had direct access to the potential outcomes (Y — Y?) (or equivalently,
samples of 7(X) + e for some e with conditional mean zero), and (k/h%)=2%/¢ analogous to
a squared nuisance bias term, but shrunken due to the stretching induced by the localized
basis by,. Similarly, 1/(nh?) is an oracle variance that would remain even if given access to
the potential outcomes, whereas the k/(nh?) factor is a contribution from nuisance estimation
(akin to the variance of a series regression on k basis terms with nh?® samples).
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Balancing bias and variance in (14) by taking the tuning parameters to satisfy
h ~ ni(l/’Y)/(1+%+4i5> and k ~ n7<%+%>/<1+%+%>
ensures the rate matches the minimax lower bound from Theorem 1, proving that lower bound

is in fact tight. This is formalized in the following theorem, which we present after compiling
and briefly discussing the necessary regularity conditions.

Condition Al. The eigenvalues of @) and €2 are bounded above and below away from zero.
Condition A2. m(z) — 7(z) is a-smooth and p(z) — fi(z) is f-smooth.

Condition A3. The quantities y2, (72, 102), ||fi— ||+, and ||Q~1 — Q|| are all bounded above,
and ||dF™*/dF™*| o is bounded above and below away from zero.

Condition Al is a standard collinearity restriction used with least squares estimators;
simple sufficient conditions were given earlier in Propositions 5 and 8. In Lemma 5 in the
appendix we also prove that this condition holds for the class of densities used in the model
P in Theorem 1, ensuring that the upper bound holds over the same model. A sufficient
condition for Condition A2 to hold is that the estimators 7(z) and p(x) match the (known)
smoothness of w(x) and p(z); this would be the case for standard minimax optimal estimators
based on series or local polynomial methods. Condition A3 is a mild boundedness condition
on the outcome Y (which could be weakened at the expense of adding some complexity via
tail conditions), as well as the nuisance estimators (ﬁ*ﬁ,ﬁ), and even weaker, the errors
15— pllpe and |Q1 — Q7Y (which would typically not only be bounded but decreasing to
7Z€ero).

Theorem 2. Assume regularity conditions A1-A3, that the basis b satisfies Holder approxi-
mating condition (7), and:

d d d
oV (g v (45 )
7=nll s (7= =gl =)’

1 |[(@dF"fdF*) = 1]l S
2. w(x) is a-smooth, and € < w(x) <1 — € for some e >0,
3. p(x) is B-smooth, with f < «,
(

4. 7(x) is y-smooth.

_ d , d _(did d . d
Then if the tuning parameters satisfy h ~ n (1/7)/(1+2V+45> and k ~n (V+25>/(1+2V+4S)
the estimator T from Definition 2 has error upper bounded as

2

-1/(1+2+ 4 . d/a
n ( 2y 43) if s < 1+‘§/2’Y

Ep|7(x0) — 7p(w0)| S g
nil/(%;) otherwise.

We refer to Section 3.3 for more detailed discussion and visualization of the rate from The-
orem 2. However, in the following remark we discuss some details of Condition 1 of Theorem
2, which ensures the covariate distribution is estimated accurately enough in uniform norm.
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Remark 7. First, Condition 1 of Theorem 2 will of course hold if the covariate distribution is
estimated at a rate faster than that of the CATE (i.e., the numerator of the rate in Condition
1); however, it also holds under substantially weaker conditions, depending on how accurately
7 and p are estimated. This is because the condition really amounts to a third-order term (the
covariate distribution error multiplied by the squared nuisance error) being of smaller order
than the CATE rate. Specifically, the result of Theorem 2 can also be written as

d 4, d a
Ep[F(o) — rp(ao)] < n V(T34 (45)) L gy (15)
for the third-order error term

Ry = | (dF* [dF*) = 1l|ocl|7 = 7]l (17 = ]

we+ = pllr),

so that Condition 1 simply requires this third-order term to be smaller order than the first
minimax optimal rate in (15). Second, we note that we leave the condition in terms of the
Ly(F*) errors |7 — 7||p= and || — p||p+ because, although we assume 7 and p are a— and
B-smooth, technically, they do not need to be estimated at particular rates for any of the other
results we prove to hold. Of course, under these smoothness assumptions, there are available
minimax optimal estimators for which

I7 = wllpe = n= V@ and [ e = 0 D)

If in addition there exists some ¢ for which |[(dF*/dF*) — 1||os < n~ Y24/ (e.g. if F has a
density that is (-smooth), then Condition 1 reduces to

(e D2 D) o (10 2 (10 2).

Exploring CATE estimation under weaker conditions on the covariate distribution is an in-
teresting avenue for future work; we suspect the minimax rate changes depending on what is
assumed about this distribution, as is the case for average effects (e.g., page 338 of Robins
et al. [2008]) and conditional variance estimation [Shen et al., 2020, Wang et al., 2008].

5 Discussion

In this paper we have characterized the minimax rate for estimating heterogeneous causal
effects in a smooth nonparametric model. We derived a lower bound on the minimax rate
using a localized version of the method of fuzzy hypotheses, and a matching upper bound via
a new local polynomial R-Learner estimator based on higher-order influence functions. The
minimax rate has several important features. First, it exhibits a so-called elbow phenomenon:
when the nuisance functions (regression and propensity scores) are smooth enough, the rate
matches that of standard smooth nonparametric regression (the same that would be obtained
if potential outcomes were actually observed). On the other hand, when the average nuisance
smoothness is below the relevant threshold, the rate obtained is slower. This leads to a second
important feature: in the latter low-smoothness regime, the minimax rate is a mixture of the
minimax rates for nonparametric regression and functional estimation. This quantifies how
the CATE can be viewed as a regression/functional hybrid.
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There are numerous important avenues left for future work. We detail a few briefly here.
First, the goal of the present work is mostly to further our theoretical understanding of the
fundamental limits of CATE estimation; thus there remains lots to do to make the optimal
rates obtained here achievable in practice. For example, although we have specified partic-
ular values of the tuning parameters h and k£ to confirm attainability of our minimax lower
bound, it would be practically useful to have more data-driven approaches for selection. In
particular, the optimal tuning values depend on underlying smoothness, and since in practice
this is often unknown, a natural next step is to study adaptivity. We expect that approaches
based on Lepski’s method could be used, as in Mukherjee et al. [2015] and Liu et al. [2021],
but how well these work in practice is unclear. There are also potential computational chal-
lenges associated with constructing the tensor products in p(z) when dimension d is not small,
as well as evaluating the U-statistic terms of our estimator, and inverting the matrices @ and 0.

Second, in this work we have assumed the propensity score is smoother than the regression
function. Interestingly, there seems to be some important asymmetry in the role of these two
nuisance functions for the CATE, indicating that it may differ in this respect from the ATE
or expected partially missing outcome [Robins et al., 2009b]. In particular, our lower bound
construction breaks down when the regression function is smoother, and our upper bound rate
is then driven by the lesser propensity score smoothness, rather than the average smoothness.
We conjecture that the upper bound could be improved in this regime.
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6 Technical Lemmas

Lemma 3. Let IL, f(t) = b(t)TQ™! [b(x)w(z)f(z) dP(x) denote a w-weighted projection with
Q= [bwbTdP forw > 0. And let 0, f = Q7' [b(z)w(x)f(z) dP(z) denote the coefficients of
the projection. Then:

(i) projections are orthogonal to residuals, i.e.,
/(wa)(I - Hw)g wdlP = 0,

(ii) the Lo(wP) norm of a projection is no more than that of the function, i.e.,

/kﬂwffu)ﬂPgu/fQudP

(iii) the Lo norm of the scaled coefficients is no more than the Lay(wlP) norm of the function,
i.€.,

”mﬂ%ﬂﬁg/j%MP

Proof. For (i) let b*(x) = Q7'/2b(x) so that [ b*w(b*)TdP = I and note that

[ -1g wab = [ b0 b0 10g() wdp() wd()
= [ by b0 £ bwg(w) wdP(e) wdP(o) wdP()
— [ @ OF () wdz() vk
= [ OB @V @7 (w)g(u) wdb(e) wdP(o) wdP(a)
= [0 0 (g() war(®) wab(a)
= [ e @ () wdB() wiP(u) =0

where the last line follows since [ b*(2)b*(z)" wdP(z) = I.
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For (ii) we have by definition that

Jts@ut) ar) = [{ [ st awa e | e [iounso o |

~{ [ st ez H [aoeso ao]
— [ somsaw e
and so
/(f—nwf)%u dP = /wi dP — Q/wafw dP+/(wa)2w dP
- /f2w dP — /(wa)% dP
which implies the result as long as w > 0, so that the far left side is non-negative.

For (iii) we have

1921720, 4112 = (91/20,,1)" (2120, ) = 05 1900

= </bwa d]P’) 01 </bwf d]P’)

_ / (I f(2)}2w(z) dP(z)

where the last equality holds by (16), and so the result follows from Lemma 3(ii).

Lemma 4. Assume:
1. 0<b < Amin(Q) < A\pax(2) < B < 0
2. 0<c<||dF*/dF*|o < C < 0

Then

and

Proof. The logic mirrors that of the proof of Proposition 2.1 in Belloni et al. [2015]. Note that

a"Qa = / {aTb(v)}2 dF*(v)

~ 2
< |[dF* JdF*||o. / {a"b)}” ar*(v)
= ||dF* JdF*||s a"Qa

33



and by the same logic, a™Qa < ||dF*/dF\*Hoo a™Qa. Therefore
Amax(2) = max a™Qa < [dF* /dF* || s Amax ()

) = in a"Qa > |dF* /dF* | Amin()

)

)\min(

by the min-max theorem, which gives the first inequality. For the second, note

1 -7 = |2 @ -2
< [@7Mie - ape

by the sub-multiplicative property of the operator norm, and then
12— Q| < [[(dF™/dF*) = 1]|o [1€2]]

by the same logic as above. O

Lemma 5. Assume:
1. dF(z) satisfies [ 1{||z — zo|| < h/2} dF(z) =< h?,

2. dF(x) is bounded above and below away from zero on its local support {x € R : dF (x) >
0, |[z—=o|| < h/2}, which is a union of no more than k disjoint cubes all with proportional
volume, for h and k defined in Proposition 3.

Let dF*(v) = dF(xo + h(v — 1/2)) denote the distribution in By (zo), the h-ball around xo,
mapped to [0,1]%, and similarly for 7. Then the eigenvalues of

Q= / (W){1 — 7*(v)} dF*(v)

are bounded above and below away from zero, and there exists a basis b with Hélder approxi-
mation property (7), for which the eigenvalues of

0= /b(v)b(v)T dF™*(v)

are bounded above and below away from zero.

Proof. Note that since €(1 —¢) < (1 —7) < 1/4 and since dF'(z) is bounded above and below
on its support, the eigenvalues of () will be bounded if those of the matrix

Z/ 1(v € Mj) dv

are, where M; indicates the jth disjoint cube making up the local support of F'. By the
min-max theorem, the eigenvalues are bounded by the min and max of

aT/p(v)p(v)TZ]l(v € Mj)dva= / {an(v)}2 Z]l(v € M;) dv

J
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over all a € R? with |la|| = 1. First consider lower bounding the eigenvalues. Note g(v) =
a"p(v) is a polynomial of degree at most ¢q. Therefore

Z/g(’u)Q]l(v € Mj) dv > /g(v)zjl{g(v)2 > e}Z]l(v € Mj) dv

> e/]l{g(v)2 >} Y a(ve My) do

> € Z/]l(veMj) dv—/ll{g(v)2 < €} dv

> (c* _ cel/%) - <%>4q >0

where the last line follows since
/Z]l(v € M;) dv < /dF*(v) = /dF(xo + h(v—1/2))
J
= hd/ll{”x — xo|| < h/2} dF (z) > C*

from a change of variables = xq + h(v — 1/2), so that v = 1/2 + (x — x9)/h and h? dv = dz,
together with Assumption 1 of the lemma, and by Theorem 4 of Carbery and Wright [2001].
The last equality follows if we choose € = (C*/ 20)2q. To upper-bound the eigenvalues, note
that

/{an(v)}2 Z]l(v € M;j) dv < /{an(v)}2 dv=|al* =1

J
since [ p(v)p(v)T dv = I by the orthonormality of p.

Now consider the eigenvalues of 2. We will construct a basis of order k for which eigenvalues
of 2 are bounded and for which the Holder approximation property (7) holds.

Remark 8. For simplicity we only consider the case where there are exactly k cubes in the
local support of F'; if there are finitely many cubes, say M < oo, the arguments are more
straightforward, orthonormalizing a standard series M times, once per cube, and taking k/M
terms from each. We omit details in the intermediate case where the number of cubes scales
at a rate slower than k, but we expect similar arguments to those below can be used.

First, let p(z) denote the tensor products of a Legendre basis of order s, orthonormal on
[—1,1], i.e., tensor products of

Vit d s
=@ =1y

250 dx)

for j € {1,...,s} and ¢ € {1, ...,d}. This basis satisfies



Now shift and rescale so that the basis is orthonormal on M; with

-2

and so satisfies

/@@ﬁﬂﬁ%@em@dxzﬂ@/p@#m<x—;—W”;m)>ﬂx€Mﬁdx

where we used the change of variable v = 4k (a: — % — W) so that dv = 4% dx and

x = v/4k"? 4 1/2 + (mj — x0)/h € M; when v € [~1,1]%. Finally define the basis
b(v) = {b1(v)"1(v € My),...,bi(v)"1(v € My)}"

of length sk. Then

by(v)b1 (v)"1(v € M) 0 o 0
b(0)b(v)" = " av)iale) A € A) "
0 0 oo bg(v)bg(v)TL(v € My)

Therefore since dF*(x) is bounded above and below on its support, the j-th diagonal block of
() is proportional to

/bj(v)bj(v)TJl(v € Mj) dv = I,.

Therefore the eigenvalues of ) are all proportional to one and bounded as desired. Further,
by the same higher-order kernel arguments for local polynomials as in Proposition 4, the basis
satisfies the Holder approximation property (7). O
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