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Abstract—In this paper, we develop a quadrature framework for large-scale kernel machines via a numerical integration representation.
Considering that the integration domain and measure of typical kernels, e.g., Gaussian kernels, arc-cosine kernels, are fully symmetric,
we leverage a numerical integration technique, deterministic fully symmetric interpolatory rules, to efficiently compute quadrature nodes
and associated weights for kernel approximation. Thanks to the full symmetric property, the applied interpolatory rules are able to reduce
the number of needed nodes while retaining a high approximation accuracy. Further, we randomize the above deterministic rules by the
classical Monte-Carlo sampling and control variates techniques with two merits: 1) The proposed stochastic rules make the dimension of
the feature mapping flexibly varying, such that we can control the discrepancy between the original and approximate kernels by tuning the
dimnension. 2) Our stochastic rules have nice statistical properties of unbiasedness and variance reduction. In addition, we elucidate the
relationship between our deterministic/stochastic interpolatory rules and current typical quadrature based rules for kernel approximation,
thereby unifying these methods under our framework. Experimental results on several benchmark datasets show that our methods
compare favorably with other representative kernel approximation based methods.

Index Terms—random features, quadrature methods, fully symmetric interpolatory rule, kernel approximation
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1 INTRODUCTION

K ERNEL methods [1], [2], [3] have shown to be powerful
in statistical machine learning, but often scale poorly

to large datasets in terms of space and time complexity [4],
[5]. To make kernel methods scalable, the class of random
Fourier features (RFF) [6] is one of the most effective kernel
approximation techniques. RFF samples random features from a
specific distribution, corresponding to the original kernel function,
transforms input features to a new space via random features, and
then conducts linear learning in this space. It spawns the new
direction on kernel approximation for scaling up traditional kernel
methods [7], [8], recent neural tangent kernel [9], [10], [11], and
attention in Transformers [12], [13]. Partly due to its remarkable
repercussions, Rahimi and Recht [6] won the test-of-time award
for their seminal work on RFF at NeurIPS 2017.

Formally, given a positive definite kernel k(·, ·) : Rd × Rd 7→
R, we focus on kernel approximation in which the kernel k admits
the following d-dimensional integral representation Id

k(x,y) :=Id (fxy)=

∫
Rd

fxy(ω)µ(dω)=Eω∼µ[fxy(ω)] ,

(1)
with the integral (probability) measure µ being standard multivari-
ate Gaussian, i.e., ω = [ω1, · · · , ωd]> ∼ N (0, Id). The integrand
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fxy , f for short, is defined as f(ω) := 〈φ
(
ω>x

)
, φ
(
ω>y

)
〉 with

a nonlinear activation function φ. As demonstrated by [14], [15],
various kernels admit this d-dimensional integration representation
by choosing different φ. For example, the popular Gaussian kernel
corresponds to φ(x) = [cos(x), sin(x)]>; the zero-order arc-
cosine kernel [16] admits this representation by choosing φ(x)
as the Heaviside function; and the first-order arc-cosine kernel
[16] corresponds to φ(x) = max{0, x}, i.e., the ReLU activation
function commonly-used in deep neural networks.

To approximate the kernel function in Eq. (1), RFF1 uses
Monte-Carlo sampling to draw random features {ωi}Ni=1 from
N (0, Id) such that k(x,y) ≈ 1/N

∑N
i=1 fxy(ωi). Apart from

such random sampling based scheme, an alternative way is to use
quadrature rules in a deterministic fashion

k(x,y) ≈
N∑
i=1

aifxy(γi) = 〈Φ(x),Φ(y)〉 , (2)

where γi ∈ Rd is called the quadrature node, ai ∈ R is the
corresponding weight, and Φ : Rd → RN is the related explicit
feature mapping. The nodes and weights are deterministically given
by various quadrature rules such that there is no approximation
error whenever the integrand f belongs to all polynomials with
a total degree up to 2L − 1, where L is the accuracy level. For
example, in the univariate case (d = 1), Gaussian quadrature (GQ)
uses L nodes to deliver the exact value of polynomials up to (2L−
1)-degree without approximation error for ωi11 ω

i2
2 · · ·ω

id
d with∑d

j=1 ij ≤ 2L−1. If the integrand f is general, beyond a (2L−1)-
degree polynomial, Gaussian quadrature still works well. To be

1. In the original paper [6], RFF builds on Bochner’s theorem [17] that
requires the kernel to be shift-invariant, i.e., k(x,y) = k(x − y), which
excludes arc-cosine kernels used in this paper. However, RFF is still able
to provide an unbiased approximation of arc-cosine kernels by Monte-Carlo
sampling according to the integral representation (1).
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Figure 1. Benefits of D-FS against SGQ in time cost (a), and the reduction
on the required nodes in fifth-degree rules (b).

specific, if f has c-order bounded derivatives, the mean squared
error (MSE) of Gaussian quadrature decreases asymptotically as
O(N−c), which is better than the N−1/2-consistency of Monte-
Carlo sampling [18]. Gaussian quadrature in the univariate case can
be easily extended to multidimensional cases (d > 1) by product
rules but suffers from “curse of dimensionality”: the number of
required nodes is N = Ld in an exponential order of d. To
tackle this issue, sparse grid quadrature (SGQ) [19] uses a linear
combination of low-level tensor products of univariate quadrature
rules, and thus the number of nodes N by SGQ can be decreased
in a polynomial order of d.

Recall Eq. (1), where the integral is not generic but has a
nice property: both the integration domain Rd and the Gaussian
measure are fully symmetric, with definition deferred to Section 2.2.
Benefiting from this, the nodes and weights can be efficiently
obtained from a generator vector admitting permutations and sign
changes of its coordinates. Such fully symmetric property is helpful
to reduce the number of the required nodes N in quadrature rules.
For example, considering d = 25 with an accuracy level L = 4
for seventh-degree polynomial exactness approximation, Gaussian
quadrature requires 425 nodes; SGQ needs 24,751 nodes; while
the Deterministic Fully Symmetric intepolatory rule (termed as
D-FS) [20] needs 22,151 nodes, which reduces over 10% nodes.
In some cases, the required nodes can be even reduced over 50%
[21]. Figure 1 demonstrates the superiority of D-FS against SGQ
on time cost and the reduction on required nodes2.

Based on the above analysis, we propose to use deterministic
fully symmetric interpolatory rules [20], i.e., D-FS, for kernel
approximation. Further, we randomize such deterministic rules
to new stochastic versions, termed as S-FS (here “S” denotes
stochastic), which exhibit nice statistical properties: unbiased
estimation and variance reduction. In addition, we elucidate the
relationship among SGQ [22], stochastic spherical-radial (SSR)
rules [15] and the developed D-FS/S-FS. Thereby, the proposed
framework unifies these methods, as shown in Figure 2. We make
the following contributions:

• By virtue of the fully symmetric property of the integration (1),
we derive the third/fifth-degree D-FS for kernel approximation.
The obtained feature mapping Φ(·) is fixed-size given d, e.g.,
N = 2d + 1 in the third-degree rule and N = 1 + 2d2 in
the fifth-degree rule, and thus our method achieves O(d) time
and space complexity, see Section 3.

• We randomize D-FS to a stochastic version, S-FS, by
combining the classical Monte-Carlo sampling and control

2. D-FS requires the same number of nodes N = 2d+ 1 with SGQ in the
third-degree rule but needs smaller N than SGQ in higher-degree rules.
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Figure 2. Relationship between quadrature based methods.

variates techniques. The proposed S-FS has two merits: 1) The
dimension of the obtained feature mapping by S-FS can be
easily tuned to an arbitrary value for practical requirements. 2)
S-FS is theoretically demonstrated to be an unbiased estimator
for kernel approximation and achieves variance reduction, see
in Section 4.

• We build a unifying quadrature framework for kernel
approximation as shown in Figure 2, which unifies our D-
FS/S-FS, SGQ and SSR. We show that i) by choosing suitable
nodes and weights in the third-degree SGQ, it is equivalent to
the third-degree D-FS; ii) SSR can be regarded as a doubly
stochastic version of D-FS: one stochasticity comes from
random projection and another source is using a randomized
generator vector; see in Section 5.

Besides, experimental results on several benchmark datasets
show that the developed deterministic/stochastic fully symmetric
interpolatory rules achieve promising kernel approximation quality
and also performs well on classification tasks.

2 RELATED WORKS AND PRELIMINARIES

In this section, we give an overview of representative random
features based algorithms for kernel approximation, refer to a
recent survey [23] for details. Then we briefly introduce the related
fully symmetric concepts and basic ideas behind deterministic fully
symmetric interpolatory rules in numerical integration.

2.1 Related Works

To approximate the kernel function in Eq. (1), current kernel
approximation methods for finding the weights and nodes
{ai,γi}Ni=1, given by Eq. (2), can be divided into Monte Carlo
and quadrature based approaches.

Monte Carlo based methods are often equal-weight rules where
the nodes {γi}Ni=1 are obtained by variants of Monte Carlo
sampling, and then provide an unbiased estimator of the original
kernel. For example, to approximate the kernel in Eq. (1), the
standard RFF adopts γi ≡ ωi ∼ N (0, Id) by Monte Carlo
sampling and the equal weights a1 = · · · = aN ≡ 1/N . To
reduce the approximation variance, orthogonal random features
(ORF) [24] incorporates an orthogonality constraint on the
transformation matrix W = [ω1, · · · ,ωN ], demonstrated by
theoretical guarantees on variance reduction [25]. Sampling
theory [26] suggests that the convergence rate of Monte-Carlo
used in RFF/ORF can be significantly improved by sampling
in a deterministic scheme instead of i.i.d. version. Accordingly,
quasi-Monte Carlo (QMC) sampling [27], as a possible middle-
ground method, utilizes a low-discrepancy sequence for sampling,
and achieves a convergence rate of order O((logN)c/N) on
discrepancy [28], where c is a constant independent of N , but may
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depend on d. The convergence rate can be further improved if the
integrand has higher-order smoothness [29], [30]. In fact, a series
of empirical and theoretical results [14], [31] have demonstrated
that, coupling samples to be orthogonal to one another (i.e.,
uniformly distributed over the space), rather than being i.i.d.,
can significantly improve statistical efficiency. Apart from the
above data-independent sampling schemes used in random features,
another line is to utilize data-dependent sampling strategy for better
approximation quality and generalization properties for random
features. Typical examples include leverage score based sampling
[32], fast leverage score approximation [33], [34], Christoffel
functions [35], and Fourier sparse leverage scores [36].

In quadrature based methods, the nodes are usually given by
deterministic rules (can be extended to stochastic versions) and the
weights are often not equal. Examples include Gaussian quadrature
[37] and SGQ [22] based on the Smolyak formula [19]. Instead of
directly approximating the d-dimensional integration, the stochastic
spherical-radial (SSR) rules [38] transform the integration in Eq. (1)
to a double-integral over the unit d-sphere and over the radius,
which are then approximated by stochastic spherical rules and
stochastic radial rules, respectively. The idea of SSR has been
successfully applied to kernel approximation [15] and achieves
promising approximation quality. If the integrand f(·) belongs to a
RKHS, the above polynomial quadrature schemes are transformed
to kernel-based quadrature [39], [40]. Under this setting, the
studied problem is different from polynomial quadrature in terms
of functional spaces, model formulation, and scope of application.

2.2 Preliminaries: Fully Symmetric Properties and Rules

Here we briefly introduce fully symmetric sets and related symmetry
concepts, which is needed in this paper.

Definition 1. (Fully symmetric set [18], [39], [41]) Given
an integer-valued vector p = [p1, p2, · · · , pd] with pi ∈
{0, 1, . . . ,m}, let Πp be the set of all permutations of p and
Vd be the set of all vectors with the form ν = [ν1, ν2, · · · , νd]
with νi = ±1. Then, given a vector λp = [λp1 , λp2 , · · · , λpd ]>,
the point set

{λp} :=
⋃
q∈Πp

⋂
ν∈Vd

{
(ν1λq1 , ν2λq2 , . . . , νdλqd)

}
⊂ Rd ,

is the fully symmetric set generated by λp.

Based on the above definition, the concepts of fully symmetric
domain, function, and measure follow naturally. To be specific,
a point domain A ⊆ Rd is said to be fully symmetric if λ ∈ A
implies λ′ ∈ A, where λ′ is obtained by permutations and sign
changes on the coordinates of λ. Naturally, Rd is a fully symmetric
domain. A function f : Rd → R is fully symmetric if it is constant
in each fully symmetric set, i.e., f(x) = f(x′) for any x,x′ ∈
{λp}. A measure µ is fully symmetric if its density (with respect to
the Lebesgue measure) is a fully symmetric function. The Gaussian
measure used in Eq. (1) satisfies this condition. In Definition 1, λp
is called a generator vector and its individual elements are called
generators. Further, assuming λ0 = 0, the fully symmetric basic
rule f(λp) is defined by [20]

f(λp) =
∑
q∈Πp

∑
ν∈Vd

f (ν1λq1 , ν2λq2 , . . . , νdλqd) .

For example, when d = 4 and p = (2, 0, 0, 0), we have

f(λp) = f(λ2, 0, 0, 0) + f(−λ2, 0, 0, 0) + f(0, λ2, 0, 0)

+ f(0,−λ2, 0, 0) + f(0, 0, λ2, 0) + f(0, 0,−λ2, 0)

+ f(0, 0, 0, λ2) + f(0, 0, 0,−λ2) .

Definition 2. (Fully symmetric interpolatory rules [20]) Define
P(m,d) as a set of all distinct d-partitions of the integers
{0, 1, . . . ,m}, i.e.

P(m,d) =
{
p ∈ Nd|p1 ≥ p2 ≥ · · · ≥ pd ≥ 0, ‖p‖1 ≤ m

}
,

the fully symmetric interpolatory rule is defined as

Q(m,d)(f) =
∑

p∈P(m,d)

a(m,d)
p f(λp) , (3)

where the weight a(m,d)
p is given by

a(m,d)
p = 2−K

∑
‖u‖1≤m−‖p‖1

d∏
i=1

bui+pi∏ui+pi
j=0,6=pi

(
λ2
pi − λ

2
j

) , (4)

where u = [u1, u2, · · · , ud] is the set of the integers
{0, 1, . . . ,m} and K is the number of nonzero components in p.
If q is one of the permutations of p, then a(m,d)

q = a
(m,d)
p . The

coefficient b0 = 1 and bi (i ≥ 1) satisfies

bi =
1√
2π

∫ +∞

−∞
e−x

2/2
i−1∏
j=0

(
x2 − λ2

j

)
dx (i ≥ 1) . (5)

According to Eq. (3), Q(m,d)(f) stands for the weighted
sum of evaluations of f at the nodes of the fully symmetric
set on the distinct d-partitions P(m,d). The theory for fully
symmetric interpolatory rules [20] demonstrates that Q(m,d)(f) is
an approximation to Id(f) that is exact for all polynomials with the
total degree 2m+ 1 or less. The third/fifth-degree rules Q(1,d)(f)
and Q(2,d)(f) correspond to m = 1 and m = 2, respectively.
Note that, although the mathematical foundations and derivations
of the fully symmetric rule are relatively complex, the obtained
feature mapping for kernel approximation in this paper is quite
simple and easy to be implemented. We will illustrate this in the
next section.
Different from previous works: When compared to the original
work on fully symmetric interpolatory rules [20], the contribution
of this paper lies in developing deterministic rules for kernel
approximation, especially the derivation of the fifth-degree rule,
devising a new stochastic version as an unbiased estimator for
kernel approximation, demonstrating nice statistical properties with
theoretical guarantees, and casting typical quadrature rules in a
unifying framework.

3 DETERMINISTIC RULES FOR KERNEL APPROXI-
MATION

In this section, we present the third-degree and fifth-degree D-FS
for kernel approximation based on the fully symmetric interpolatory
rules [20]. We do not employ higher-degree rules in this paper due
to sufficient approximation and efficient computation, refer to [42]
with detailed discussion.

According to Eq. (3), Q(m,d)(f) is a weighted sum of fully
symmetric basic rules f(λp). Therefore, the kernel k, a.k.a. the
d-dimensional integration (1), can be approximated by a weighted
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sum of evaluations of f at the nodes of the fully symmetric set on
the distinct d-partitions P(m,d)

k(x,y) ≈ Q(m,d)(f) =
∑

p∈P(m,d)

a(m,d)
p f(λp) , (6)

where the weights a
(m,d)
p and the generator vector λp play

significant roles in quadrature rules. Different generation schemes
for λp lead to various quadrature based approaches. For example,
SGQ [22] uses deterministic values to generate λp; while λp in
SSR [15] is sampled from a probability distribution. The developed
D-FS in this section follows [20] that selects λp in a deterministic
scheme. In the next we present this generation procedure equipped
with the third/fifth-degree rules for kernel approximation.
Third-degree rule: the kernel k in Eq. (1) is approximated by the
third-degree rule Q(1,d)(f) such that k(x,y) ≈ Q(1,d)(f)

Q(1,d)(f) = a
(1,d)
0 f(0) + a

(1,d)
1

d∑
i=1

[f(λ1ei) + f(−λ1ei)] ,

(7)
where ei is a unit vector with the i-th element being 1. The weights
are given by a(1,d)

0 = 1− d/λ2
1 and a(1,d)

1 = 1/(2λ2
1) according

to Eq. (4). Finally, the third-degree rule outputs {ai,γi}2di=0 with
γi = 0d×1; ai = 1− d/λ2

1; i = 0

γi = λ1ei; ai = 1/2λ2
1; 1 ≤ i ≤ d

γi = −λ1ei; ai = 1/2λ2
1; d+ 1 ≤ i ≤ 2d ,

(8)

which results in the number of nodes N = 2d+ 1. The generator
vector λ = [λ0, λ1]> with λ0 = 0 usually selects λ1 by successive
extensions of the one-dimensional 3-point Gauss–Hermite rule so
that certain sets of weights vanish, i.e., λ1 =

√
3.

Feature mapping: According to the third-degree rule Q(1,d)(f),
we finally obtain the explicit feature mapping Φ for kernel
approximation

Φ(x)=[
√
a0φ(γ>0 x),

√
a1φ(γ>1 x),· · ·,

√
a2dφ(γ>2dx)]> , (9)

such that k(x,y) ≈ Q(1,d)(f) = 〈Φ(x),Φ(y)〉. Here the
weight a0 = 1 − d/λ2

1 might be negative, and we consider the
complex number

√
a0, and thus the approximated kernel is still

real-valued. It can be observed that, generating {ai,γi}2di=0 is
data-independent and deterministic. The transformation matrix
W = [γ0,γ1, · · · ,γ2d] ∈ Rd×(2d+1) can be obtained by Eq. (8)
as the following

W =


0 −λ1 λ1 0 0 · · · 0 0
0 0 0 −λ1 λ1 · · · 0 0
...

...
...

...
...

. . .
...

...
0 0 0 0 0 · · · −λ1 λ1

 . (10)

For better illustration of our method, here we take the Gaussian
kernel k(x,y) = exp

(
−‖x− y‖22/(2σ2)

)
as an example and

discuss the difference with RFF. According to Eq. (1), the Gaussian
kernel can be approximated by k(x,y) ≈

∑N
i=1 ai cos[ω>i (x−

y)] with the transformation matrix W = [ω1, · · · ,ωN ] ∈ Rd×N
with N features as follows.
In RFF, ai ≡ 1/N and Wij ∼ N (0, 1/σ2) by Monte Carlo
sampling. The number of random features N can be manually
specified to an arbitrary value; while in D-FS, the transformation
matrixW ∈ Rd×(2d+1) and the weights {ai}2di=0 are deterministic.
Given d, the number of needed nodes is N = 2d+ 1 and cannot
be easily tuned. Nevertheless, one oblivious advantage of D-FS


RFF:

{
dense: W = [Wij ]d×N with Wij ∼ N (0, 1/σ2)
ai ≡ 1/N

D-FS:

{
sparse: W = [γ0,γ1, · · · ,γ2d] in Eq. (10)
the weight ai is given in Eq. (8)

is that, W is extremely sparse with only 2d non-zero elements
±λ1. Accordingly, generating W needs O(d) space and time
complexity, which is better than RFF with O(Nd) complexity.
More importantly, when d is given, the nodes, the weights, and
the transformation matrix in our deterministic rules can be directly
determined, see Eqs. (8) and (10). That means, our deterministic
rules can be much more efficient for kernel approximation by a
look-up table.
Fifth-degree rule: When choosing m = 2 in Eq. (6), we obtain
a fifth-degree rule Q(2,d) with ‖p‖1 ≤ 2 to further improve the
approximation quality. To derive the fifth-degree D-FS, we cast it
to three cases, i.e., ‖p‖1 = 0, ‖p‖1 = 1, and ‖p‖1 = 2. Note
that, the derivation of the fifth-degree rule is relatively technical
and lengthy, so we put it in Appendix A. In fifth-degree rules, the
number of required nodes in D-FS is N = 1 + 2d2, which is
smaller than SGQ with 1 + 2d2 + 2d. Further, the feature mapping
in our fifth-degree rule can be obtained in a similar way with that
of the third-degree rule, and thus we omit it here.

4 STOCHASTIC RULES AND ITS PROPERTIES

The above D-FS rules are determinstic: given d, the number of
required nodes N is fixed, e.g., N = 2d+1 in the third-degree rule
and N = 1 + 2d2 in the fifth-degree rule. Unlike RFF, we cannot
flexibly tune N to control the discrepancy between the original and
approximate kernels. This is a common issue in deterministic rules,
e.g., SGQ [22]. To tackle this issue for kernel approximation, we
randomize the above deterministic rules by combining the classical
Monte-Carlo sampling and control variates techniques [43] for the
design of stochastic rules S-FS. By doing so, we can flexibly tune
the dimension of the obtained feature mapping with nice statistical
properties.

4.1 Formulation of Stochastic Rules

To design the third-degree stochastic rule, we introduce a “semi-
stochastic” version according to Eq. (10): we randomize the weights
in Eq. (8) but keep the (deterministic) nodes unchanged to maintain
the sparse transformation matrix. Observing that E[

∑d
i=1 ω

2
i ] = d

with ω = [ω1, · · · , ωd]> ∼ N (0, Id), we define the weights in
our third-degree S-FS as functions of ω

ã
(1,d)
0 (ω) ≡ ã(1,d)

0 = 1−
d∑
i=1

ω2
i /λ

2
1

ã
(1,d)
1 (ω) ≡ ã(1,d)

1 =
d∑
i=1

ω2
i /(2dλ

2
1) .

(11)

Accordingly, by randomizing the weights, the “semi-stochastic”
version of the third-degree D-FS Q(1,d)(f) in Eq. (7) is given by

M (1,d)(f,ω)= ã
(1,d)
0 f(0) + ã

(1,d)
1

d∑
i=1

[
f(λ1ei) + f(−λ1ei)

]
.

(12)
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Note that the third-degree stochastic rule can be extended to general
degrees

M (m,d)(f,ω) =
∑

p∈P (m,d)

ã(m,d)(ω)f(λp) ,

where the nodes λp are the same as that of deterministic rules in
Eq. (6), while the randomized weights ã(m,d)

p (ω) are defined as

ã(m,d)
p (ω) =


1; if ‖p‖1 = 0 and ‖u‖1 = 0

2−K

d

∑
‖u‖1≤m−‖p‖1

d∑
i=1

∏ui+pi−1
j=0

(
ω2
i − λ2

j

)
∏ui+pi
j=0,6=pi

(
λ2
pi − λ

2
j

) ,
where K is the number of nonzero components in p. The
formulation of ã(m,d)

p (ω) is based on Eq. (4) to ensure the
summation to 1. Besides, the continued product in Eq. (4) is
substituted by the summation to provide a tighter estimate, as
E[(
∑d
i=1 ω

2
i )2] = d2 + 2d ≤ E(

∏d
i=1 ω

4
i ) = 3d. Since typical

quadrature based methods for kernel approximation, e.g., SGQ [22]
and SSR [15], adopt the third-degree rule instead of higher-degree
rules, in the next we focus on the third-degree stochastic rule.

The feature mapping associated with M (1,d)(f) is given by

Φ̃(x,ω) = [
√
ã0(ω)φ(γ>1 x), · · · ,

√
ã2d(ω)φ(γ>2dx)]> , (13)

where {γ}2di=0 are given by Eq. (8), the randomized weights
{ãi}2di=0 refer to Eq. (11), and ω ∼ N (0, Id). Therefore,
M (1,d)(f,ω) is a randomized rule such that M (1,d)(f,ω) ≈
〈Φ̃(x), Φ̃(y)〉. Unfortunately, unlike that RFF is an unbiased esti-
mator of the original kernel, the obtained estimator M (1,d)(f,ω)
is biased, i.e., Eω[M (1,d)(f,ω)] = Q(1,d)(f) 6= Id(f). Besides,
albeit stochastic, the designed M (1,d)(f,ω) still outputs the fixed
dimension of the feature mapping, i.e., N = 2d+ 1. In this case,
we cannot flexibly tune it for practical requirements.

To tackle the above two issues, by virtue of Monte-Carlo
sampling and control variates techniques [43], the designed S-FS
is to pursue an unbiased estimator based on the formulation of
M (1,d)(f,ω). Besides, the dimension of the feature mapping by
S-FS can be flexibly tuned. According to Eq. (1), we have the
following equality

k(x,y) = Eω[M (1,d)(f,ω)] + Eω[f(ω)−M (1,d)(f,ω)]

= Q(1,d)(f) + Eω[f(ω)−M (1,d)(f,ω)] .

As a result, the Monte-Carlo sampling for f(ω) in Eq. (1) is
transformed to estimate the difference f(ω) −M (1,d)(f,ω). If
M (1,d)(f,ω) is close to f(ω) in the sense that the difference has
smaller variance than f(ω), variance reduction can be achieved.3

Formally, by defining

R1(f,ω) = Q(1,d)(f) + f(ω)−M (1,d)(f,ω) , (14)

then our third-degree S-FS is defined as R̄1(f,ω) such that

k(x,y) ≈ R̄1(f,ω) :=
1

D

D∑
i=1

R1(f,ωi) , (15)

with {ωi}Di=1 ∼ N (0, Id). Then by defining

ϕ(x) = 1/
√
D[φ(ω>1x), · · · , φ(ω>Dx)]> ∈ RD ,

3. It is possible to design other estimators close to f(ω) for variance
reduction. Roughly speaking, if the estimator is closer to f(ω), then more
variance reduction can be achieved.

the final feature mapping associated with R̄1(f,ω) is given by

Φ̂(x)=

ϕ(x)>,

(
i

D

D∑
i=1

Φ̃(x,ωi)

)>
,Φ(x)>

>∈ RD+4d+2 ,

(16)
where the symbol i is the imaginary unit, {ωi}Di=1 ∼N (0, Id),
and the mappings Φ(x) and Φ̃(x,ωi) are given by Eqs. (9)
and (13), respectively. As a consequence, we have k(x,y) =
E〈Φ̂(x), Φ̂(y)〉.
Remark: We make the following remarks.
1) The kernels used in this paper are real-valued. To approximate
them, we have to introduce the imaginary unit in the feature
mapping (16) due to the difference operation, i.e., a − b =
〈(
√
a, i
√
b), (
√
a, i
√
b)〉 for any a, b ≥ 0, but the approximated

kernels still remain real-valued.
2) The discrepancy between the original and approximated
kernels can be controlled by varying D in the feature mapping
Φ̂(x) ∈ RD+4d+2. Note that, the feature mappings Φ̃(x,ωi) and
Φ(x) in Eq. (16) have only 2d non-zero elements. The nodes
are independent of the sampling process and can be pre-given by
Eq. (8). In this case, S-FS still achieves the same space and time
complexity O(Dd) with RFF.
3) Sampling {ωi}Di=1 ∼ N (0, Id) is not limited to the standard
Monte Carlo sampling. It can be extended to other advanced
approaches, e.g., QMC, SSR, as alternative ways, for pursuing
further variance reduction. Our experimental results also verify this,
see Section 6.3 for details.

4.2 Statistical Properties

This subsection elucidates that i) our third-degree S-FS is unbiased,
see Theorem 1; ii) exhibits a variance reduction property in
Theorem 2.

Theorem 1. (Unbiased estimation) Our stochastic rule R̄1(f) in
Eq. (15) is an unbiased third-degree rule for Id(f) in Eq. (1).

Proof. Refer to Appendix B.1.

Remark: We have Q(1,d)(f) = Eω∼µ[M (1,d)(f,ω)], and thus
M (1,d)(f,ω) is an asymptotically unbiased estimator of Id(f).

Based on the above unbiased estimation, in the next,
we derive the variance of our third-degree S-FS for
Gaussian kernel approximation. Before proceeding, we
introduce some notations and definitions. For the Gaussian
kernel k(x,y) = exp

(
−‖x− y‖22/(2σ2)

)
, we use the

convenient shorthands z := (x − y)/σ and z := ‖z‖2.
For an algorithm A sampling {ωi}Di=1 ∼ µ, we define its
expectation E[A] := Eωi∼µ

[
1/D

∑D
i=1 cos(ω>i z)

]
and variance

V[A] := Vωi∼µ

[
1/D

∑D
i=1 cos(ω>i z)

]
.

Theorem 2. (Lower variance) For the Gaussian kernel k(x,y) =
exp

(
−‖x− y‖22/(2σ2)

)
, denoting z := ‖z‖2 with z := (x −

y)/σ, Q := Q(1,d)(f) for notational simplicity, then the variance
of our third-degree S-FS (15) is

V[R̄1(f,ω)]−V[RFF]=
2

Dd

([
(1−Q)− 1

2
z2e−

z2

2

]2

− 1

4
z4e−z

2

)
︸ ︷︷ ︸

,hS-FS(z)

,

(17)



SUBMITTED TO IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 6

(a) d = 10 (b) d = 1

Figure 3. Comparison of h(z) versus the distance z := ‖z‖2 across ORF,
SSR (a) and S-FS (b). Since hS-FS(z) is no loner a radial function of z
due to Q depending on z, we just present the univariate case of hS-FS(z)
for intuitive display.

where V[RFF] =
(

1− e−z2
)2
/(2D) is given by [24]. In

particular, the variance reduction can be achieved by

V[R̄1(f,ω)]−V[RFF] < 0 when 1−Q < z2e−
z2

2 . (18)

Proof. Refer to Appendix B.2.

Remark: The condition 1 − Q < z2e−
z2

2 in Eq. (18) holds
for most cases with detailed discussion in Section 4.3. Even if this
condition does not hold in some rare cases, there is an alternative
way to make it attainable: normalizing z := ‖x − y‖2/σ to
z := ‖x− y‖2/

√
dσ2 by a scaling factor

√
d. This normalization

strategy implies that the used Gaussian kernel admits k(x,y) =
exp(−‖x− y‖22/(dσ2)), which is quite common in practice and
theory. For example, in SSR [15], the authors directly employ the
formulation k(x,y) = exp(−‖x − y‖22/d) in their algorithm
implementation. In theory, this setting is well studied in random
matrix theory and high-dimensional statistics, see [44], [45], [46],
and accordingly the used normalization strategy depending d is
common and fair.

Here we compare the obtained theoretical results with other
representative methods on the estimated variance reduction.
Variance of ORF [24] is bounded by

V[ORF]− V[RFF] ≤ 1

D

(
g(z)

d
− (d− 1)e−z

2

z4

2d

)
︸ ︷︷ ︸

,hORF(z)

,

where the function g is g(z) = ez
2 (
z8 + 6z6 + 7z4 + z2

)
/4

+ez
2

z4
(
z6 + 2z4

)
/(2d), at an exponential growth of z.

Variance of SSR [15] is bounded by

V[SSR]− V[RFF]≤ 1

D

(
8d+12

d− 2
− (1−e−z2)2

2

)
︸ ︷︷ ︸

,hSSR(z)>0

, (19)

with the positive hSSR(z) satisfying limz→∞ hSSR(z) = 8.
For better illustration, we plot the function h(z) including hORF,

hSSR, hS-FS versus the distance z := ‖z‖2 in Figure 3 for intuitive
explanation. In our simulation, we set d = 10 as an example.
It can be found that, 1) hORF is positive and thus the variance
reduction cannot be demonstrated in theory. More specifically,
hORF almost increases at an exponential order of z, which leads to
a quite loose bound for variance estimation. 2) SSR cannot strictly
guarantee V[SSR] < V[RFF] due to hSSR(z) > 0 in Eq. (19).
Instead, our theoretical result in Theorem 2 admits V[R̄1(f,ω)] <

Table 1
The maximum radius of the hyper-ball Sd(r) under various d.

d rmax d rmax

10 (magic04) 1.208 50 1.1837
16 (letter) 1.1964 54 (covtype) 1.1831

20 1.1896 100 1.18
22 (ijcnn1) 1.1909 200 1.1787

(a) magic04 (b) letter

(c) ijcnn1 (d) covtype

Figure 4. Empirical distribution of z in four datasets used in this paper.

V[RFF] under the condition in Eq. (18) for variance reduction, as
demonstrated by Figure 3(b) in the univariate case. Even if this
condition does not hold, we still have V[R̄1(f,ω)]−V[RFF] ≤
2/(Dd) at a certain O (1/(Dd)) rate as hS-FS(z) is bounded. This
is faster than SSR converging at a certain O(1/D) rate.

4.3 Discussion on the Condition (18) in Theorem 2

Here we verify that the condition (18) for V[R1(f,ω)]−V[RFF] <
0 in Theorem 2 holds for most cases. The description of the
used four datasets (magic04, letter, ijcnn1, covtype) for numerical
validation is deferred to our experiments in Section 6.

Under the Gaussian kernel setting, recall our third-degree D-FS
(7), the condition (18) is equivalent to

d

3
− 1

3

d∑
i=1

cos(
√

3e>i z)− ‖z‖22 exp(−‖z‖22/2) < 0 . (20)

For notational simplicity, we denote the left-hand side of the
above inequality as J(z). In the next, we first study the existence
of solutions to Eq. (20) and then numerically validate that the
condition under these solutions holds for most cases.

4.3.1 Existence

We consider a simple case: finding a d-dimensional Euclidean
ball Sd(r) = {z ∈ Rd : ‖z‖2 ≤ r} as the feasible region,
such that all points in Sd(r) admit J(z) < 0. As a result, our
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target is transformed to maximize r by solving a one-dimensional
optimization problem

max r , s.t.
1

3
− 1

3
cos

(√
3r√
d

)
− r2

d
exp

(
−r

2

2

)
< 0 .

After numerical calculation, the maximum radius rmax under
different d is reported in Table 1. That means, given d, there
exists a hyper-ball Sd(rmax) such that any vector z ∈ Rd with
z := ‖z‖2 ≤ rmax admits the condition (18). We remark that, the
above inequality is not equivalent to Eq. (20) but a special case for
existence.

4.3.2 Numerical validation
Here we numerically validate that the obtained rmax in Table 1
holds for most cases in four datasets used in this paper.

In our numerical simulation, on each dataset, we randomly
select 1,000 data points {xi}1000

i=1 to compute the distance zij =
‖xi−xj‖2 with 1 ≤ i, j ≤ 1000, and then construct a histogram
with 30 bins for counting zij .4 Figure 4 shows the histogram for
counting zij and the fitted empirical distribution of z on these
four datasets. Observe that all the datasets admit zij < 2, which
shows the consistency with [24] (see Figure 2(c) in their paper).
Further, we also plot rmax in Table 1 on each dataset (see the black
line) in Figure 4, and find that, over 90% of {zij}1000

i,j=1 satisfy
z := ‖z‖2 ≤ rmax. That means, our condition (18) holds for most
cases and thus is fair and attainable.

5 UNIFYING FRAMEWORK FOR QUADRATURE
METHODS

In this section, we investigate the relations among third-degree rules,
including SGQ [22], SSR [15], and our deterministic/stochastic
rules, i.e., D-FS/S-FS. Subsequently, we cast them in our unifying
framework for kernel approximation.

5.1 Relations to SGQ
The sparse grids used in [22] are based on the Smolyak rule [19]
which can be approximated by a sequence of nested univariate
quadrature rules in a tensor product fashion

Id(f)≈Ad,L(f)=
L−1∑
q=0

∑
i∈Cdq

(∆i1 ⊗ · · · ⊗∆id)(f) , (21)

with the index vector i = [i1, i2, · · · , id]. The set Cdq ={
i ∈ Nd :

∑d
j=1 ij = d+ q

}
determines the possible accuracy

level ij for each univariate quadrature and the nonnegative q
prescribes the range of the accuracy level ij in each dimension.
Vij is the univariate quadrature rule with the accuracy level
ij ∈ i, which generates the difference ∆i(f) = Vi(f)−Vi−1(f),
∀i ∈ N. This rule is a weighted sum of product rules with different
combinations of accuracy levels i.

To study the relationship between SGQ and D-FS, we construct
the third-degree SGQ in Eq. (21) using the symmetric univariate
quadrature point set {−p̂1, 0, p̂1} and the weights (â1, â0, â1),
then the integration Id(f) can be approximated by SGQ

Id(f)≈(1−d+dâ0) f(0) + â1

d∑
j=1

[
f (p̂1ej)+f (−p̂1ej)

]
.

4. The diagonal elements zii = 0 are not counted and non-diagonal elements
are counted only once.

Table 2
Relationship between typical kernel approximation methods.

Methods Parameters in Eq. (23)

SSR β := d

M(1,d)(f) in Eq. (12) ρ := λ21 and Q := I
ORF β := d and ρ ∼ χ(d)

Q(1,d)(f) in Eq. (7) ρ := λ21, Q := I , and β := d

SGQ ρ := λ21, Q := I , β := d
{â0, p̂0, â1} ← λ1

If the nodes and their associated weights are chosen by the
following scheme

â0 := 1− 1

λ2
1

, p̂1 := λ1, â1 =
1

2λ2
1

,

then the third-degree SGQ is equivalent to D-FS in Eq. (7), as
shown in Figure 2.

5.2 Relations to SSR

The key step in SSR [38] is a change of variable from ω ∈ Rd to a
radius r and direction vector a ∈ Rd. Let ω = ra with a>a = 1
and r ∈ [0,∞), we have

Id(f) =
(2π)−

d
2

2

∫
Ud

∫ ∞
−∞
|r|d−1e−

r2

2 f(ra)dτ(a)dr

≈f(0)

(
1− d

ρ2

)
+

d∑
j=1

f(−ρQej) + f (ρQej)

2ρ2
,

where Q is a random orthogonal matrix, τ(·) is the spherical
surface measure or the area element on Ud, and ρ ∼ χ(d + 2).
SSR includes the following two stochastic integration rules: one is
stochastic radial rule for approximating the infinite range integral∫∞
−∞ e−

r2

2 |r|d−1f(r)dr; the other is stochastic spherical rule for
a surface integral over Ud

IQ,Ud
(f) =

|Ud|
2d

d∑
j=1

[f (Qej) + f (−Qej)] , (22)

where |Ud| = 2
√
πd/Γ(d/2) is the surface area of the unit sphere

with the Gamma function Γ.
Here we present the following theorem that states the

relationship between the third-degree stochastic spherical rule and
the third-degree D-FS.

Theorem 3. The third-degree stochastic spherical integration
rule (22) can be obtained by the random orthogonal projection of
D-FS in Eq. (7).

Proof. Refer to Appendix C.

Accordingly, SSR can be obtained by D-FS in Eq. (7) with the
following two randomized steps. 1) random projection: according
to Theorem 3, by projecting D-FS to the spherical surface of Ud
with a uniform random orthogonal matrix Q, we can obtain the
third-degree stochastic spherical rule. 2) random generator: the
deterministic generator λ1 in Eq. (7) by Gaussian quadrature is
substituted by a random variable ρ with ρ ∼ χ(d+ 2). By doing
so, we can transform D-FS to SSR, as shown in Figure 2.
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Table 3
Dataset statistics and the number of nodes in fifth-degree rules.

datasets d #training #test #nodes N

SGQ Ours

magic04 10 9,510 9,510 221 201
letter 16 12,000 6,000 545 513
ijcnn1 22 49,990 91,701 1013 969

covtype 54 290,506 290,506 5941 5833

5.3 Unifying Framework
Apart from the relations between our deterministic rule and SSR,
here we also study the relationship between S-FS and SSR. On
the one hand, in Eq. (14), if we only consider R1(f,ω) := f(ω),
S-FS degenerates to RFF with the standard Monte-Carlo sampling
scheme. On the other hand, RFF (also ORF) can be regarded
as spacial cases of SSR as demonstrated by [15]. Furthermore,
if we only consider R1(f,ω) := M (1,d)(f,ω) in Eq. (14),
after the above two stochastic operations (random projection and
random generator), it is a triple-stochastic rule with the following
formulation

Id(f)≈f(0)

(
1− β

ρ2

)
+
β

d

d∑
j=1

f(−ρQej) + f (ρQej)

2ρ2
,

(23)
with β ∼ χ(d) and ρ ∼ χ(d + 2). Clearly, this rule is
also an unbiased estimator of Id(f). Finally, we summarize the
relations between D-FS/S-FS, SGQ, SSR, ORF under the unifying
framework in Table 2.

6 EMPIRICAL RESULTS

In this section, we empirically compare our deterministic/stochastic
rules, D-FS and S-FS, with several representative approaches for
kernel approximation, and then incorporate them into the kernel
ridge regression (KRR) for classification on several benchmark
datasets. Given nodes and weights in Eq. (8), our algorithm is
straightforward to be implemented for the feature mapping in
Eq. (9) by our deterministic rule and Eq. (16) by our stochastic
rule. We implement them in MATLAB and carry out on a PC with
Intelr i7-8700K CPU (3.70 GHz) and 64 GB RAM. The source
code of our implementation can be found in http://www.lfhsgre.org.

6.1 Experimental Settings
Kernel: According to the integral representation (1), we choose
the popular Gaussian kernel and the first-order arc-cosine kernel
for experimental validation. Here we use the following formulation
of the Gaussian kernel

k(x,y) = exp

(
−‖x− y‖

2
2

2dσ2

)
, (24)

where the feature dimension d is introduced into the kernel width
for scaling as suggested by the remark in Theorem 2. The parameter
σ2 is tuned via 5-fold inner cross validation over a grid of
{0.1, 0.5, 1, 5, 10}. The first-order arc-cosine kernel [16] used
in this paper is given by

k(x,y) =
1

π
‖x‖2‖y‖2 (sin θ + (π − θ) cos θ) ,

with θ = cos−1
(

x>y
‖x‖2‖y‖2

)
.

Datasets: We consider four typical classification datasets including
magic04, letter, ijcnn1, and covtype; see Table 3 for an overview.
These datasets can be downloaded from https://www.csie.ntu.
edu.tw/∼cjlin/libsvmtools/datasets/ or the UCI Machine Learning
Repository5. The ijcnn1 dataset by the provider has been already
scaled to [0, 1]d by the winner’s transformation [47]. The remaining
three datasets rescale each attribute/feature to [0, 1] by the min-max
normalization. Regarding to the training/test partition, it has been
pre-given on the letter and ijcnn1 datasets. For the remaining two
datasets, we randomly pick half of the data for training and the rest
for test.
Compared methods: We compare the developed D-FS/S-FS with
the following algorithms:
• RFF/MC [6]: The transformation matrix WRFF is constructed

by the standard Monte Carlo sampling scheme with Wij ∼
N (0, 1/(dσ2)) in Eq. (24) for Gaussian kernel approximation
and Wij ∼ N (0, 1) for the first-order arc-cosine kernel
approximation.

• ORF [24]: The transformation matrix WORF is constructed
by a random orthogonal matrix with W = ΛQ, where Λ is
a diagonal matrix with Λii ∼ χ(d) and Q is obtained from
the QR decomposition of WRFF. Note that, this approach
can be applied to the arc-cosine kernel in practice but lacks
theoretical guarantees.

• ROM [25]: The transformation matrixWROM is constructed by
a series of structural random orthogonal matrices with W =
c
∏t
i=1HΛi, whereH is a normalized Hadamard matrix and

Λi is the Rademacher matrix with P(Λii = ±1) = 1/2. Here
c is chosen as

√
2/σ2 for Gaussian kernel approximation and√

d for arc-cosine kernel approximation.
• QMC [27]: The transformation matrix WQMC is constructed

by a deterministic low-discrepancy Halton sequence.
• GQ/SGQ [22]: These two algorithms are deterministic

quadrature methods. GQ generates nodes and weights along
each dimension and thus the dimension of the obtained feature
mapping can be manually adjusted. However, the feature
dimension generated by SGQ is directly fixed if d is given.
Accordingly, we compare SGQ with D-FS in Section 6.2 and
compare GQ with S-FS in Section 6.3. For fair comparison,
we set the generator vector λ = [0,

√
3]> in GQ, SGQ and

D-FS/S-FS to be the same.
• SSR [15]: The feature mapping is constructed by the third-

degree stochastic spherical-radial rule with random orthogonal
matrices obtained by butterfly matrices [48].

Evaluation metrics: We evaluate the performance of all the
compared algorithms in terms of approximation error, time cost,
and test accuracy. The used kernel approximation measure here
is the relative error in Frobenius form ‖K − K̂‖F/‖K‖F on
a randomly selected subset with 1,000 samples. We record the
time cost of each algorithm on generating feature mappings. For
prediction (binary classification), we directly use the closed-form
formula of KRR [2] and the sign function to output a binary label.
The regularization parameter in KRR is tuned via 5-fold inner cross
validation over a grid of {0.0001, 0.001, 0.01, 0.1, 0.5, 1, 10}. All
experiments are repeated 10 trials.

6.2 Evaluation for Deterministic Rules
Our deterministic rules D-FS generate the fixed-size feature
mapping Φ(x) ∈ RN when d is given, e.g., N = 2d + 1 in

5. https://archive.ics.uci.edu/ml/datasets.html.

http://www.lfhsgre.org
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://archive.ics.uci.edu/ml/datasets.html.
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(i) magic04 (j) letter (k) ijcnn1 (l) covtype

Figure 5. Results on the Gaussian kernel in terms of approximation error (top), time cost (middle), and test accuracy (bottom).

(i) magic04 (j) letter (k) ijcnn1 (l) covtype

Figure 6. Results on the first-order arc-cosine kernel in terms of approximation error (top), time cost (middle), and test accuracy (bottom).
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our third-degree rule (m = 1) and N = 1 + 2d2 in our fifth-
degree rule (m = 2). In this case, we consider a deterministic
setting, in which RFF, ORF, ROM, QMC and SSR are conducted
under the same feature dimension N with our third/fifth-degree
rules for fair comparison. Note that SGQ generates the same feature
dimension N = 2d + 1 with D-FS in the third-degree rules but
outputs the larger one N = 1 + 2d2 + 2d in the fifth rule, see in
Table 3.
Results on Gaussian kernel: Figure 5 shows approximation error,
time cost, and test accuracy (mean±std.) of all the compared
algorithms across the Gaussian kernel in terms of the third-degree
rules (see the blue bar) and the fifth-degree rules (see the yellow
bar), respectively. We find that, our third-degree D-FS decreases
the approximation error of RFF and QMC, achieves a comparable
performance with ORF and ROM, but is slightly inferior to SSR.
Besides, the third-degree SGQ performs the same with D-FS in
terms of the approximation error as the generated nodes in these
two algorithms are almost the same due to the same generator used.
Nevertheless, our fifth-degree D-FS not only requires smaller N
than SGQ, but also achieves the best approximation quality (with
noticeable reduction) of all the compared algorithms.

In terms of time cost on generating the feature mapping, there
is no distinct difference between our third/fifth-degree D-FS and
RFF. Interestingly, our fifth-degree D-FS is more efficient than
quadrature methods SSR and SGQ. For prediction, most algorithms
achieve the similar test accuracy on these datasets. Good kernel
approximation quality cannot guarantee the final good prediction,
which still remains an open question in theory. The reason may
be that the approximated kernel is not necessarily optimal for
prediction, as discussed by [23], [32], [49]. Nevertheless, for the
design of kernel approximation, it is reasonable to pursue small
approximation errors.
Results on arc-cosine kernel: Figure 6 shows the related
results across the first-order arc-cosine kernel. The trends of the
compared algorithms are analogous to those across the Gaussian
kernel in Figure 5. Generally, the approximation error of each
algorithm on the arc-cosine kernel is larger than that of Gaussian
kernel. The reason may be that the integrand f for the Gaussian
kernel corresponds to trigonometric functions that are infinitely
differentiable; while f for the first-order arc-cosine kernel is
actually a ReLU function that is non-differentiable. In fact, as
we discussed in the introduction, the differentiable property on the
integrand significantly affects the approximation performance in
Monte Carlo sampling, QMC, and quadrature methods.

Based on the above results, we conclude that our deterministic
third/fifth-degree rules are quite efficient to achieve promising
performance on the approximation quality, and comparable results
on classification accuracy.

6.3 Evaluation for Stochastic Rules

Here we evaluate the proposed third-degree S-FS under a dimension
adjustment setting, in which the feature dimension in Eq. (16) is
manually fixed with D = {2d, 4d, 8d, 16d, 32d}. In this case,
S-FS generates the feature mapping Φ̂(·) ∈ RD+4d+2, but still
achieves the same time/space complexity O(Dd) with RFF. We
begin with an intuitive comparison of S-FS in Eq. (16) against RFF
and then conduct a comprehensive experimental evaluation of all
the randomized algorithms.

First, to validate the effectiveness of S-FS on variance reduction,
Figure 7 shows the approximation error and the time cost across

(a) approximation error (b) time cost

Figure 7. Benefits of our S-FS rule in Eq. (16) against RFF across the
Gaussian kernel on the magic04 data set.

the Gaussian kernel on the magic04 data set between S-FS and
RFF. Both of them draw {ωi}Di=1 ∼ N (0, Id) by Monte-Carlo
sampling, so S-FS under this setting is termed as “S-FS+RFF”. It
can be noticed that, admittedly, “S-FS+RFF” takes a little more time
than RFF on generating the feature mapping. However, it achieves
significant improvement on RFF in terms of the approximation
quality, which demonstrates the effectiveness of the used control
variates technique in Eq. (16). Besides, we observe that, the
variance reduction effect weakens or even disappears when D
is large. One reason might be that, the variance of S-FS converges
to that of RFF at a fast O(1/(Dd)) rate, as demonstrated by
Theorem 2.

In the next, we present a comprehensive evaluation of the
proposed S-FS rule with other representative approaches. To purse
a better approximation performance, apart from the original Monte-
Carlo sampling in S-FS, we also incorporate various sampling
strategies into S-FS: {ωi}Di=1 in Eq. (16) are obtained by QMC
and SSR, termed as “S-FS+QMC” and “S-FS+SSR” respectively.
Results on Gaussian kernel: Figure 8 shows the approximation
error, time cost, and test accuracy (mean±std.) of all the compared
algorithms across the Gaussian kernel under different feature
dimensionality with D = {2d, 4d, 8d, 16d, 32d}. We find that,
when compared to the original RFF, QMC, SSR, our stochastic
rules including “S-FS+RFF”, “S-FS+QMC”, “S-FS+SSR” manifest
significant reduction on the approximation error, respectively.
In terms of time complexity, due to the used control variates
technique, our stochastic rules take more time than the original
RFF/ORF/QMC/ROM/GQ. Among these three sampling strategies,
“S-FS+RFF” and “S-FS+QMC” take the similar time cost on
generating the feature mapping, achieving the same time complexity
O(Dd) with RFF. However, “S-FS+SSR” is relatively time-
consuming on the ijcnn1 and covtype datasets as SSR itself requires
more time to obtain random orthogonal matrices in large scale
situations.

As mentioned before, the compared algorithms achieve the
similar test accuracy in the deterministic setting. There is almost
no distinct difference between these approaches on the final
classification accuracy under varying feature dimensionlity.
Results on arc-cosine kernel: Figure 9 shows the approximation
error and test accuracy of all the compared algorithms across the
first-order arc-cosine kernel on these four datasets. It can be found
that, the compared algorithms across the arc-cosine kernel are
generally inferior to them across the Gaussian kernel in terms of
the approximation quality and generalization performance.

In sum, we experimentally validate that our stochastic rules
are unbiased and achieve variance reduction in terms of the
approximation error. Since “S-FS+QMC” is more efficient than



SUBMITTED TO IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 11

(i) magic04 (j) letter (k) ijcnn1 (l) covtype

Figure 8. Kernel approximation (top), time cost (middle), and test accuracy (bottom) across the Gaussian kernel.

(e) magic04 (f) letter (g) ijcnn1 (h) covtype

Figure 9. Kernel approximation error (top) and test accuracy (bottom) across the first-order arc-cosine kernel.

SSR on these datasets, and thus is demonstrated to achieve a good
trade-off between the approximation quality and time cost.

7 CONCLUSION

We present deterministic/stochastic quadrature methods D-FS/S-FS
based on the fully symmetric interpolatory rule to approximate
the Gaussian kernel and the first-order arc-cosine kernel via the
integration representation (1). Our third/fifth-degree deterministic
rules achieve promising approximation quality while retaining

the same time cost with RFF. Our S-FS rules exhibit variance
reduction on the approximation error due to the used control
variates technique, and performs well on real datasets. By studying
the relations among the third-degree quadrature based methods,
our unified framework mainly demonstrates that, 1) D-FS recovers
SGQ by choosing suitable parameters; 2) SSR can be regarded as a
doubly stochastic version of D-FS via a random projection scheme
and a randomized generator.
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APPENDIX A
FIFTH-DEGREE RULE

When choosing m = 2 in Eq. (6), we obtain a fifth-degree rule
Q(2,d) with ‖p‖1 ≤ 2 to further improve the approximation
accuracy. To derive the fifth-degree rule, we cast it in three cases,
i.e., ‖p‖1 = 0, ‖p‖1 = 1, and ‖p‖1 = 2.

If ‖p‖1 = 0, we have pi = 0, λ = 0, and K = 0. Then the
weight a(2,d)

0 is

a
(2,d)
0 =

∑
‖u‖1≤2

d∏
i=1

bui∏ui

j=0, 6=0

(
λ2

0 − λ2
j

)
= 1− d

λ2
1

+
d(d− 1)

2λ4
1

+
d(3− λ2

1)

λ2
1λ

2
2

,

(25)

where b2 = 3 − λ2
1 is obtained by Eq. (5). In our derivation,

‖u‖1 ≤ 2 is cast into three cases: u = 0, ‖u‖1 = 1, and
‖u‖1 = 2 for calculation.

If ‖p‖1 = 1, only one element of p is 1 and the remaining are
zero. We thereby have K = 1 and λ = λ1ei with i = 1, 2, . . . , d,
where ei is a unit vector with the i-th element being 1. Without
loss of generality, assuming p = [1, 0, · · · , 0], the weight a(2,d)

1

is computed as

a
(2,d)
1 =

1

2

∑
‖u‖1≤1

d∏
i=1

bui+pi∏ui+pi
j=0,6=pi

(
λ2
pi − λ

2
j

)
=

1

2λ2
1

+
3− λ2

1

2λ2
1 (λ2

1 − λ2
2)
− d− 1

2λ4
1

,

(26)

where ‖u‖1 ≤ 1 is cast into two cases: u = 0 and ‖u‖1 = 1 for
derivation.

If ‖p‖1 = 2, the derivation is a little complex and we cast it
into two cases. One is that there are two elements in p being 1,
i.e., pi = pj = 1 with i 6= j. The other is only one element of p
being 2, i.e., pi = 2. For the pi = pj = 1 case, we have K = 2

and λ = λ1s
+
l or λ = λ1s

−
l , where the point sets of s+

l and s−l
are given by

{s+
l }

d(d−1)/2
l=1 := {ei + ej : i < j, i, j = 1, 2, · · · , d}

{s−l }
d(d−1)/2
l=1 := {ei − ej : i < j, i, j = 1, 2, · · · , d}

Without loss of generality, assuming p = [1, 1, 0, · · · , 0], the
weight a(2,d)

2 is

a
(2,d)
2 =

1

4

d∏
i=1

bpi∏pi
j=0,6=pi

(
λ2
pi − λ

2
j

)
=

1

4

[
b1

(λ2
1 − λ2

0)

]2

=
1

4λ4
1

.

(27)

For the pi = 2 case, we have K = 1 and λ = λ2ei. Without
loss of generality, assuming p = [2, 0, · · · , 0], the weight a(2,d)

3

is computed as

a
(2,d)
3 =

1

2

d∏
i=1

bpi∏pi
j=0,6=pi

(
λ2
pi − λ

2
j

) =
3− λ2

1

2λ2
2(λ2

2 − λ2
1)
. (28)

Accordingly, combining the derived weights in Eqs. (25), (26), (27),
and (28), the fifth-degree full symmetric interpolatory rule is

Q(2,d)(f) = a
(2,d)
0 f(0) + a

(2,d)
1

d∑
i=1

[f (λ1ei) + f (−λ1ei)]

+ a
(2,d)
2

d(d−1)/2∑
i=1

[
f
(
λ1s

+
i

)
+f

(
−λ1s

+
i

)
+f

(
λ1s
−
i

)
+f

(
−λ1s

−
i

)]
+ a

(2,d)
3

d∑
i=1

[f (λ2ei) + f (−λ2ei)]

:= a
(2,d)
0 f(0) +

2d∑
j=1

(
a

(2,d)
1 f(Pj,1) + a

(2,d)
3 f(Pj,3)

)

+ a
(2,d)
2

2d(d−1)∑
j=1

f(Pj,2) ,

where

Pj,1 =

 λ1ei; ai =
1

2d
; 1 ≤ i ≤ d

− λ1ei−d; d+ 1 ≤ i ≤ 2d

Pj,3 =

{
λ2ei; 1 ≤ i ≤ d
− λ2ei−d; d+ 1 ≤ i ≤ 2d

Pj,2 =


λ1 (ei + et) i, t = 1, . . . , d; i < t
λ1 (ei − et) i, t = 1, . . . , d; i < t
λ1 (−ei + et) i, t = 1, . . . , d; i < t
λ1 (−ei − et) i, t = 1, . . . , d; i < t

Similar to the third-degree rule, we also choose λi by successive
extensions of the one-dimensional 3-point Gauss–Hermite rule.

APPENDIX B
STATISTICAL GUARANTEES OF STOCHASTIC INTER-
POLATORY RULES

This section includes three parts:
• in Section B.1, we prove Theorem 1, that is, our third-degree

S-FS R̄1(f) is an unbiased third degree rule for Id(f).
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• in Section B.2, we prove Theorem 2 that gives the vari-
ance of our third-degree stochastic interpolatory rule, i.e.,
V[R̄1(f,ω)].

B.1 Proof of Theorem 1
Proof. We compute Id(ã

(1,d)
p (ω)) as follows. For ã(1,d)

0

Id(ã
(1,d)
0 ) =

∫
Rd

(
1−

∑d
i=1 ω

2
i

λ2
1

)
µ(dω) = a

(1,d)
0 .

For ã(1,d)
1 , we have

Id(ã
(1,d)
1 ) =

1

2dλ2
1

∫
Rd

(
d∑
i=1

ω2
i

)
µ(dω) = a

(1,d)
1 .

So we have a
(1,d)
p = Id[ã

(1,d)
p (ω)], and thus Q(1,d)(f) =

Id[M
(1,d)(f,ω)]. Due to I(f) = Eω∼µ[f(ω)], we have

Q(1,d)(f) = Eω∼µ[M (1,d)(f,ω)]. Based on this, the expectation
of R1(f,ω) is

Eω[R1(f,ω)]=E[f(ω)]−E[M (1,d)(f,ω)]+E{Id[M (1,d)(f)]}
= Id[f(ω)]−Q(1,d)(f) +Q(1,d)(f)

= Id(f) .

Accordingly, due to {ωi}Di=1 ∼ µ, the average R̄1(f) is unbiased
for Id(f).

Besides, if we choose f(ω) = ω2u with ‖u‖1 ≤ 1, then we
have R1(f,ω) = Q(1,d)(f) = Id[M

(1,d)(f,ω)]. If we choose
f(ω) = ωu in which at least one element of u is odd, we have
R1(f,ω) = 0. So it means that R1(f,ω) is a third-degree rule
for Id(f). Hence, R̄1(f,ω) is an unbiased third-degree stochastic
rule for Id(f), which concludes the proof.

B.2 Proof of Theorem 2
This section aims to prove Theorem 2 including two parts. In
Section B.2.1, we present Lemma 1 that is used to prove Theorem 2.
The proof of Theorem 2 can be found in Section B.2.2.

B.2.1 Proof of Lemma 1
To aid the proof of Theorem 2, we need the following lemma.

Lemma 1. Denote ω = [ω1, ω2, · · · , ωd]> ∼ N (0, Id), z :=
x− y/σ = [z1, z2, · · · , zd]>, and f(ω) = cos(ω>z), we have

Eω

f(ω)
d∑
j=1

ω2
j

 = e−
‖z‖22

2 (d− ‖z‖22) .

Proof. We expand Eω
(
f(ω)

∑d
j=1 ω

2
j

)
as

Eω

f(ω)
d∑
j=1

ω2
j

 =
d∑
j=1

Eω
[
ω2
j cos(ω>z)

]
.

The j-th term ω2
j cos(ω>z) can be reformulated as

ω2
j cos(ω>z) = ω2

j cos

ωjzj +
d∑

t=1,6=j
ωtzt


=ω2

j

cos(ωjzj) cos

( d∑
t=1,6=j

ωtzt

)
−sin(ωjzj)sin

( d∑
t=1,6=j

ωtzt

).
(29)

Now we compute Eωj
[ω2
j cos(ωjzj)] as follows.

E[ω2
j cos(ωjzj)] =

1√
2π

∫ ∞
−∞

ω2
j cos(ωjzj)e

−
ω>j ωj

2 dωj

= Re

(∫ ∞
−∞

1√
2π
ω2
j e
−

z2j
2 e−

(ωj−izj)
2

2 dωj

)
= e−

z2j
2 Eωj

(
ω2
j

)
with ωj ∼ N (izj , 1)

= e−
z2j
2
[
1 + (izj)

2
]

= e−
z2j
2 (1− z2

j ) ,
(30)

where i denotes the imaginary unit. Similarly, E[ω2
j sin(ωjzj)] can

be computed as

E[ω2
j sin(ωjzj)]=Im

∫ ∞
−∞

ω2
j e
−

z2j
2

√
2π

e−
(ωj−izj)

2

2 dωj

=0 .

(31)
Besides, by virtue of the above derivation, or directly using Bochner
theorem [17] for the Gaussian kernel Eω[cos(ω>z)] = e−‖z‖

2
2/2,

we have

E{ω1,··· ,ωd}\ωj

cos

 d∑
t=1,6=j

ωtzt

 = e−
‖z‖22−z2j

2 . (32)

Combine the above equations in Eqs. (29), (30), (31), and (32),
we have

Eω
[
ω2
j cos(ω

>z)
]

= Eωj

[
ω2
j cos(ωjzj)

]
× E{ω1,··· ,ωd}\ωj

cos

 d∑
t=1,6=j

ωtzt


= e−

z2j
2 (1− z2

j )e−
‖z‖22−z2j

2

= (1− z2
j )e−

‖z‖22
2 .

(33)

Accordingly, we can conclude

Eω

f(ω)
d∑
j=1

ω2
j

 =
d∑
j=1

Eω
[
ω2
j cos(ω>z)

]

= e−
‖z‖22

2

d∑
i=1

(1− z2
j ) ,

which yields the final result.

B.2.2 Proof of Theorem 2
In the next, we are ready to prove Theorem 2.

Proof. For ease of description, we use some short notations
including

∑d
i=1[f ] :=

∑d
i=1 [f(λ1ei) + f(−λ1ei)], Q :=

Q(1,d)(f), and z := ‖z‖2.
Recall RFF, its kernel approximation form is obtained via the

Monte Carlo sampling

1

D

D∑
i=1

cos(ω>i z), ωi ∼ N (0, Id) .

By virtue of E[cos(ω>z)] = e−z
2/2 and V[cos(ω>z)] =

(1− e−z2)2/2 [24], we have

E[RFF] = e−z
2/2 ,V[RFF] =

(1− e−z2)2

2D
.
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Due to V[R̄1(f,ω)] = 1/D(V[R1(f,ω)]) with ω ∼
N (0, Id), in the next we focus on V[R1(f)]. The variance of
R1(f) can be formulated as

V[R1(f)] = E
[
f(ω)−M (1,d)(f) +Q(1,d)(f)

]2
−
{
E
[
f(ω)−M (1,d)(f) +Q(1,d)(f)

]}2

= E
[
f(ω)−M (1,d)(f) +Q(1,d)(f)

]2
−
{
E[f(ω)]

}2

= E
[
f(ω)−M (1,d)(f) +Q(1,d)(f)

]2
− e−z

2

,

where the used Gaussian kernel admits f(ω) = cos(ω>z).
Further, the above equation can be rewritten as

V[R1(f)] = E[f2(ω)] + E[(M (1,d)(f))2] + [Q(1,d)(f)]2

+ 2E[f(ω)Q(1,d)(f)]− 2E[f(ω)M (1,d)(f)]

− 2E[M (1,d)(f)Q(1,d)(f)]− e−z
2

= DV[RFF]−[Q(1,d)(f)]2+2e−z
2/2Q(1,d)(f)

+ E[(M (1,d)(f))2]− 2E[f(ω)M (1,d)(f)] .
(34)

Hence, we need to bound E[(M (1,d)(f))2] and
E[f(ω)M (1,d)(f)] in Eq. (34). First, byy expanding [M (1,d)(f)]2

in Eq. (12), we have

[M (1,d)(f)]2 =

(
1−

∑d
i=1 ω

2
i

λ2
1

)2

+
(
∑d
i=1 ω

2
i )2

4λ4
1d

2

{
d∑
i=1

[f ]

}2

+

(
1−

∑d
i=1 ω

2
i

λ2
1

) ∑d
i=1 ω

2
i

λ2
1d

d∑
i=1

[f ]

= 1− 2
∑d
i=1 ω

2
i

λ2
1

+
(
∑d
i=1 ω

2
i )2

λ4
1

+
(
∑d
i=1 ω

2
i )2

4λ4
1d

2

{
d∑
i=1

[f ]

}2

+

∑d
i=1 ω

2
i

λ2
1d

d∑
i=1

[f ]− (
∑d
i=1 ω

2
i )2

λ4
1d

d∑
i=1

[f ] ,

where we use f(0) = 1 for the Gaussian kernel. Accordingly, we
have

E[M (1,d)(f)]2 = 1− 2d

λ2
1

+
d2 + 2d

λ4
1

+
d+ 2

4λ4
1d

{
d∑
i=1

[f ]

}2

+
1

λ2
1

d∑
i=1

[f ]− d+ 2

λ4
1

d∑
i=1

[f ]

(35)

where
∑d
i=1 ω

2
i ∼ χ(d), E(

∑d
i=1 ω

2
i ) = d, V(

∑d
i=1 ω

2
i ) = 2d

and E([
∑d
i=1 ω

2
i ]2) = d2 + 2d.

Second, we estimate E[f(ω)M (1,d)(f)] in Eq. (34). The
notation f(ω)M (1,d)(f) is formulated as

f(ω)M (1,d)(f)=

(
1−
∑d
i=1 ω

2
i

λ2
1

)
f(ω)+

∑d
i=1 ω

2
i

2λ2
1d

f(ω)
d∑
i=1

[f ] .

Accordingly, we have

E[f(ω)M (1,d)(f)]=e−z
2/2+

(∑d
i=1[f ]

2λ2
1d
− 1

λ2
1

)
E

[
f(ω)

d∑
i=1

ω2
i

]

= e−z
2/2 +

1

λ2
1

(
−1 +

∑d
i=1[f ]

2d

)
e−

z2

2 (d− z2) ,

(36)

where we use f(0) = 1 and E[f(ω)] = e−z
2/2 and Lemma 1.

In our third-degree rule with m = 1, Eq. (7) implies
∑d
i=1[f ] =

2λ2
1Q− 2λ2

1 + 2d, and thus we have

E[M (1,d)(f)]2 = 1 +
d+ 2

d
(Q− 1)2 + 2(Q− 1) ,

and

−2E[f(ω)M (1,d)(f)] = −2e−z
2/2 − 2(Q− 1)

d
e−

z2

2 (d− z2) .

Hence, combining the above equations into Eq. (34), we have

V[R̄1(f)]− V[RFF]=
2

Dd

(
(1−Q)2−(1−Q)z2e−

z2

2

)
=

2

Dd

([
(1−Q)− 1

2
z2e−

z2

2

]2

− 1

4
z4e−z

2

)
.

(37)

Since Q is the approximation of Id(f) = k(x,y) ∈ [0, 1] for the
Gaussian kernel, we can also consider Q(1,d)(f) ∈ [0, 1]. Note
that, even if the estimation Q(1,d)(f) is out of [0, 1], we can still
set it to [0, 1] by a threshold operator and thus 1−Q ≥ 0. Finally,
Eq. (37) can be formulated as

V[R̄1(f)]− V[RFF] < 0 when 1−Q < z2e−
z2

2 ,

which concludes the proof.

APPENDIX C
PROOF OF THEOREM 3
To prove Theorem 3, we need the following lemma.

Lemma 2. (Theorem 4.1 in [50]) Denote xM and sM as
polynomials with total degree M , then the following integral
satisfies

I ′
(
ωd
)

=

∫
Rn

ωα1
1 ωα2

2 · · ·ω
αd

d exp
(
−ω>ω

)
dx

=

∫ ∞
0

rd−1+M exp
(
−r2

)
dr

∫
Ud

sMdτ(s) ,

can be exactly calculated by the quadrature rules I ′(ω) =∑Ng

j=1 ājf(γ̄) with f ′(ω) = ωM . Then the spherical integral

can be expressed as
∫
Ud
sMdτ(s) =

∑Np

j=1 as,j (sj)
M with the

nodes sj =
γ̄j

‖γ̄j‖2 and and the weights as,j of the spherical rule
are

as,j =
āj (sj)

M∫∞
0 rd−1+M exp (−r2) dr

=
āj (sj)

M

Γ(d/2 +M/2)/2
,

where Np is the number of projected quadrature non-zero nodes.
Note that Np ≤ Ng .

Formally, we are ready to prove Theorem 3.

Proof. The integral in Eq. (1) can be reformulated as

Id (fxy) =

∫
Rd

fxy(ω)N (ω; 0, Id)dω

= π−
d
2

∫
Rd

e−ω
>ωf(

√
2ω)dω .
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Hence, the integral I ′(ω) =
∫
Rd f(ω) exp(−ω>ω)dω can be

approximated by our third-degree D-FS in Eq. (7), that is

I ′(ω) = π
d
2

∫
Rd

f(
ω√
2

)N (ω; 0, Id)dω ≈
2d+1∑
i=1

āif(γ̄i)

= (1− d

λ2
1

)π
d
2 f(0) +

π
d
2

2λ2
1

d∑
i=1

(
f(
λ1√

2
ei) + f(− λ1√

2
ei)
)
,

with 

γ̄i = 0; āi = (1− d

λ2
1

)π
d
2 ; i = 0

γ̄i =
λ1√

2
ei; āi =

π
d
2

2λ2
1

; 1 ≤ i ≤ d

γ̄i = − λ1√
2
ei−d; āi =

π
d
2

2λ2
1

; d+ 1 ≤ i ≤ 2d .

By projecting γ̄i on the surface of the unit Ud sphere with an
uniform random orthogonal matrix Q, we have

si =
Qγ̄i
‖Qγ̄i‖22

=

{
Qei; 1 ≤ i ≤ d,
−Qei−d; d+ 1 ≤ i ≤ 2d ,

(38)

with ‖Qγ̄i‖2 = ‖γ̄i‖2. Note that the point at the origin has been
omitted. By Lemma 2, for the third-degree, the polynomial degree
M is set to 2. Accordingly, the weight as,j of the spherical rule
can be obtained by

as,j =
āj (sj)

M

Γ(d/2 +M/2)/2
=

π
d
2

2λ2
1

λ2
1

2
/

(
d
2 Γ(d2 )

2

)
=
|Ud|
2d

.

(39)
Hence, using Eq. (38) and Eq. (39) yields the spherical rule

IQ,Ud
(s) =

|Ud|
2d

d∑
j=1

[s (Qej) + s (−Qej)] ,

which is identical to the third-degree stochastic spherical integration
rule in Eq. (22).
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