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Abstract

This paper studies the minimax rate of nonparametric conditional density estimation under
a weighted absolute value loss function in a multivariate setting. We first demonstrate that
conditional density estimation is impossible if one only requires that px|z is smooth in z for
all values of z. This motivates us to consider a sub-class of absolutely continuous distributions,
restricting the conditional density px|z(z|2) to not only be Hélder smooth in z, but also be total
variation smooth in z. We propose a corresponding kernel-based estimator and prove that it
achieves the minimax rate. We give some simple examples of densities satisfying our assumptions
which imply that our results are not vacuous. Finally, we propose an estimator which achieves
the minimax optimal rate adaptively, i.e., without the need to know the smoothness parameter
values in advance. Crucially, both of our estimators (the adaptive and non-adaptive ones)
impose no assumptions on the marginal density pz, and are not obtained as a ratio between
two kernel smoothing estimators which may sound like a go to approach in this problem.

1 Introduction

A significant yet challenging problem in statistical inference is how to learn from complex, mul-
tidimensional data. While the nonparametric regression problem of estimating conditional mean
E(z|z) from an i.i.d. sample of (X, Z) is well studied, the alternative problem of estimating the
full conditional density px|z(z|2) remains largely unexplored. There is little literature studying
minimax optimal conditional density estimation, and particularly not when both X and Z are in
a multivariate setting. However, the advantages of estimating px z(x|z) over just the conditional
mean are numerous. Fundamentally, the conditional mean is a summary of the conditional density.
It follows that conditional density yields more information about the data and can be more useful
for subsequent analysis. This is especially important when there exists multi-modality, asymme-
try, or heteroscedastic noise in py|z(z|z), in which case the conditional mean E(z|z) would be
insufficient to explain the data and to do inference. Furthermore, the problem of nonparametric
quantile regression [1] can be solved via conditional density estimation. Finally, when forecasting
and making predictions in fields such as economics, conditional density has been proven to be a
key component of interest [2]. However, although the advantages of conditional density estimation
are clear, it is a harder problem than conditional mean estimation, which in turn raises the need
to impose stronger assumptions.

To the best of our knowledge in this paper we give the first matching minimax upper and lower
bounds for conditional density estimation in a multivariate setting. Concretely, the problem we
consider is the following. Suppose here and throughout the paper that we have random variables



X € [0,1]%, Z € [0,1]%, and n independent and identically distributed (i.i.d.) observations
D, ={(X1,21),...,(Xn, Zy)}, coming from a joint distribution px z that is absolutely continuous
with respect to the Lebesgue measure on [0, 1]d, where d = dx +dyz. Our goal is to estimate the con-
ditional density pxz(7|z) with the estimate px|z(z[z) where x = (71,...,%4y),2 = (21, 2d,)-
We will focus on the following loss function

E//]f)\xz(a:\z) — px|z(z]2)|pz(2)dzdz, (1.1)

where pz denotes the marginal density of Z, the expectation is taken with respect to n i.i.d.
samples from pyx 7z, and dx and dz are shorthands for Hie[dx} dx;, Hie[dz} dz; respectively. The
loss function (1.1) is largely inspired by the works [3, 4], where the authors consider the squared
version of this loss. The Li-based loss function that we use has several benefits, and has been
argued for in past works (see, for instance, [5, 6] in the context of density estimation, and [7, 8]
in the context of density testing). The Lj-based distance metric induced by this loss function
is invariant to monotonic transformations, and in contrast to the Lo-based distance, closeness in
this distance has a clear probabilistic interpretation. Equivalently, the loss function we define
may be interpreted as the L; distance between the joint distribution px|z(z[2)pz(2) and the joint
distribution px, z(z, z). Furthermore, we can decompose the loss function into two parts. First we
have [ |px|z(z]z) — px|z(z|z)|dz which is equal to the L; distance between the estimated density
and the target density. Next we weigh this distance by pz to stress on the regions where Z is
more common, and downweight regions where Z is less common. An important point that is worth
making is that in this work we do not impose any assumptions on pz, which is enabled by the fact
that the true density pyz is present in the loss function. Hence our estimators can handle situations
where pz may be non-differentiable and not even continuous. This is in stark contrast with an
approach that one may be willing to take, i.e., to assume that pz is Holder smooth and estimate
the conditional distribution as a ratio between kernel smoothed estimators of the joint px 7 and
the marginal pz.

We note that minimax rates with respect to this loss function have not been previously studied
in the literature, and in fact any analysis of the minimax rates of conditional density estimation is
scarce. The closest minimax analysis is given by Efromovich [9], where the author studied minimax
rates of conditional density estimation under an unweighted squared loss function. Unlike in the
present work, [9] only focused on the one dimensional setting, i.e., when dx = dz = 1. Additionally,
there exist more significant differences in the assumptions made and the problem settings, which
will be elaborated on later.

1.1 Relevant Literature

In this section we review some of the relevant literature. In a classical work, Rosenblatt [10]
proposed a kernel based estimate of px 7 and pz and combined them using the formula px|z = P ;f Z
Assuming that px|z, pz and the conditional mean of X |Z have continuous second derivatives,
Hyndman et al. [11] analyzed the mean integrated squared error of a ratio between two kernel
smoother estimators in the dx = 1 dimensional case. Bashtannyk and Hyndman [3] looked into
optimal bandwidth selection in the aforementioned kernel smoother estimate. Fan et al. [12] used
locally polynomial regression to develop nonparametric estimate of the conditional density function
in nonlinear dynamical systems. In a follow-up work, Fan and Yim [13] used cross-validation to

select the bandwidth of the double-kernel estimator developed by Fan et al. [12]. Hall et al. [14]




used cross-validation to automatically reduce the number of relevant covariates when estimating
the conditional density, but they did not study the minimax rates of estimation. In a related work,
Hall et al. [15] proposed a different method for estimating the density using dimension reduction.
Hall et al. [16] studied methods for conditional distribution estimation based on parametric and
nonparametric techniques, including a logistic model and a Nadaraya-Watson estimator. A different
method using dimension reduction was proposed by Efromovich [17] where the author used an
orthogonal series based approach. Chagny [18] used an expansion of a “warped” conditional density
onto a space spanned by orthonormal bases. Recently, Cevid et al. [19] studied conditional density
estimation using an adapted Random Forest algorithm. In conclusion, although there has been
some work on conditional density estimation, the minimax optimal rate is an open question. In
this paper we address this question for the loss function (1.1) under certain smoothness assumptions
on the conditional distributions px|z—..

1.2 Summary of Results

We begin by showing that conditional density estimation is impossible if one does not impose
sufficient assumptions on the class of distributions. In particular, assuming that py ; is smooth
in x for all z is not enough and further assumptions are needed. We formally prove this fact by
arguing that for any sample size n € N, there exists a finite class of distributions whose conditional
densities px|; are Holder smooth (see Definition 2.1) in x for all z, for which the worst case loss is
bounded from below by a constant. This result motivates the assumptions that we impose next.

We formalize a class of distributions Pg . consisting of conditional densities that are Holder
smooth with smoothness 5 in z, and y-total variation (y-TV) smooth in z (see Definition 3.1). We
show the following result:

-1
inf sup E/ / Dx|2(2]2) — pxiz(@]2)|p7 (2)dadz = nF Tax 2 Taz53
P pePg, y

where < means equality up to constant factors, and [E, is the expectation over n i.i.d. samples,
each of which comes from the distribution p. This minimax rate is achieved by a kernel-based
estimator, which is defined in (3.1). Furthermore, observe that there is a curse of dimensionality,
where the dimensions dx, dz may have different effects on the rate depending on the corresponding
smoothing parameters 8 and ~.

Finally, we devise an adaptive estimator to achieve the minimax optimal rate without the need
to know the values of the smoothness parameters § and v in advance. Our estimator is based on
the work of Yatracos [20], but requires delicate care and crucial modifications, since we do not
possess knowledge of, and are not willing to make any assumptions on the marginal py.

1.3 Notation

The following notations will be used throughout the paper. We use px z = px|z - pz to denote
any joint distribution (and density function) of the pair of random variables (X, Z). We also use
px|z(x]2), Px|z=- to denote the conditional density function and the conditional distribution of
X|Z = z respectively, and pz to denote the marginal distribution (and density function) of Z. For
an integer n we use the shorthand [n] = {1,...,n}.



We also use multi-index notations. Suppose we have vectors x = (21, ..., 24, ), @ = (a1,..., 04y )
such that x € R o € Rix, where Ry = {z € R|z > 0}, then we have

dx dx dx
llallx :Z|ai|v a!:Hai!, :EO‘:H:E;”.
i=1 i=1 i=1
Furthermore
Hlledly
Do f !

- o1 Qdx
0z} ...c%zdx

We let | 3] denote the greatest integer strictly less than the real number 5. We also use <, 2 to

~) o~

mean inequalities up to universal constants, and we write f(n) =< g(n) if both f(n) < g(n) and
£(n) 2 g(n) hold.

2 Impossibility

In this section, we will show that it is, in general, impossible to estimate the conditional density at
a reasonable rate unless some assumptions on the class of distributions are imposed. Importantly,
we show that even if one is willing to assume that px,|z is smooth in z for all z, it is still insufficient,
and more assumptions are needed. Intuitively, when the conditioning variable Z has a continuous
density we observe no replicates (multiple samples with identical Z values) and it is necessary to
impose that the conditional densities px|z are smooth in z in order to reliably estimate px|z. Our
impossibility result, Theorem 2.2, formalizes this intuition.

As detailed in the introduction, for an estimate px|z(x|2), based on a dataset D,, = {(X1, Z1),
-+ (Xn, Zpn)} with n observations and a density px|z(x|z), we will use the loss function (1.1). In
order to formally state our result, we first define Holder smoothness.

Definition 2.1 (Holder smoothness). We say that the collection of conditional densities px|z(|z)
for Z € [0, 1]dZ is Holder smooth with some constant W1 and smoothness 3, where 5, W7 are positive
numbers, if it is { = | 3] times differentiable, and for all z, 2’ € [0,1]%%, z € [0,1]9% satisfies

sup [D%px|z(x]2) — Dpx |z (2'|2)| < Wiz — x'H?_é, for all « such that ol = ¢, o € Ngx,
(0%

where o = (aq, ..., gy ) and Ng = NU {0}.
We then have the following result:

Theorem 2.2 (Impossibility of Conditional Density Estimation). Let the sample size n be any fixed
integer. Then for any constants 3, Wy and € > 0, there exists a finite class of distributions C(8, W1)
(whose cardinality depends on n and €) on [0,1]9X T2 satisfying the following three properties:

1. the marginal Z densities are absolutely continuous with respect to the Lebesgue measure on
[0,1]%2, with density equal to py (which can be specified by the user),

i. the conditional distributions px; are Holder smooth with constant W1 and smoothness f3,
and



1. the following inequality holds

inf max E Pxiz(x|z) — x|z z)dxdz > Kk — €,
ot max B, [ [ px1200l2) ~ pxiztellp (2)dnds =

where Kk is some positive constant that depends on 8 and W1. More specifically, if 8 <1 and
2d(25*1) .
Wy < é, we have k = ———, and otherwise k = ﬁ.

Remarks:

1. It is important to note that this result holds for any arbitrary marginal Z density pz (i.e. it
can be chosen to be arbitrarily smooth and known to the statistician). Our result shows that
consistent conditional density estimation is impossible when the only assumptions made are
that the marginal density pz, and the conditional densities px|z are smooth (no matter how
smooth they are).

2. A straightforward extension of our proof shows that one can further relax the condition on the
marginal pz. If the absolutely continuous part of Z has probability mass at least 6 for some
6 > 0 then an identical argument will show that the minimax error can be made arbitrarily
close to k#.

Here we provide a sketch of the proof, while the full proof is deferred to Section 7.1.

Proof Sketch. We define a “null” distribution by taking px|; to be uniform on [0, 1]4x for all values
of Z. We then construct a family of “alternate” distributions which are perturbations of the null
distribution constructed in the following way. We first construct a pair of smooth distributions
p1, p2 such that they yield that uniform distribution when mixed with equal weights, but which are
individually sufficiently far from uniform. We divide the support of Z into many small intervals, and
in each interval, we randomly (with equal probability) set px|; to be either p; or pa. This constructs
a large family of possible alternate distributions. We then argue that with high probability each
sample point Z; falls into different intervals, and show that this in turn makes it impossible to
distinguish whether the samples came from the null distribution or the uniform mixture over the
possible alternate distributions. O

Theorem 2.2 illustrates that if we only assume that px|z is smooth in z for all z (e.g. Holder
smooth), we can construct a finite collection of distributions such that any estimate will produce
an expected error of at least k in the worst case sense. Importantly, the proof makes use of the fact
that we do not see replications of the densities py|z for different Z values. We can remedy this by
assuming that the distributions py|z—, vary smoothly with 2. In the following section, we do so by
imposing a Total Variation smoothness assumption on z, and show that under such conditions we
can obtain reasonable (and minimax-optimal) bounds (i.e., bounds decreasing with the sample size)
on the loss function. Intuitively, this happens since with additional smoothness assumptions, one
can group observations whose Z; values are close, while this strategy is unavailable in the general
setting.



3 Upper Bound

In this section we propose an estimate ﬁX‘ z(x|z) under certain smoothness assumptions on the
class of distributions. Formally, suppose we have a joint distribution of two variables (X, Z):
px.z(z,2) where z = (v1,...,%4y),2 = (21,...,24,) and X € [0,1]%, Z € [0,1]%2. We assume
that the conditional density px|z(z|2) satisfies Hélder smoothness in x (see Definition 2.1) and the
following ~-total variation (y-TV) smoothness in z. We denote the class of densities which satisfy
our smoothness conditions by Pg .

Definition 3.1 (y-TV smoothness). We say that the distribution is ~y-total variation (y-TV)
smooth if the following inequality holds for some 0 < v < 1, and for all x € [0,1]%% and z, 72 €
[0, 1] :

HPX\Z:,Z - pX\Z:z’”l < Walz - Z/||Y,
for some sufficiently large constant Ws.

In the above, the L; distance between probability densities (equal to 2 times the TV distance)
is defined as:

||pX|Z:z - pX\Z:z’”l = 2TV(PX|Z:z,PX|Z:z/) = / |PX|Z(<17|Z) - pX\Z($|Z/)|d$'

In other words, TV smoothness requires that the distributions px|z—. vary smoothly with z in
the Ly sense. This assumption is inspired by [21], where the authors used a similar assumption to
establish the minimax rate for conditional independence testing. Furthermore, v < 1 is required
due to the following lemma:

Lemma 3.2. Suppose y > 1, and the inequality |px|z=>—px|z=»|1 < Wa|z—2'||] from Definition
3.1 holds. Then it must be that px|z—. = px|z=» for all z,2" € [0, 1]4z.

Proof. Fix any two points z, 2’ in [0,1]97. Take o; = k%rl, j=0,1,...,k+1. Let z; = ojz + (1 —

a;)z'. Then by 4-TV smoothness with v > 1 we have

k Ny
zZ—Z
TV(px |72 Px|7=2) < D IV(DX| 70200 DX | 72501) < W2 <%> (k+1).
i=0

Taking k — oo lets us conclude that px|z—. = px|z—. as desired. U

Finally, the estimator we propose under the Holder smoothness assumption makes use of kernels.
Below we define a class of kernels that can be used in the estimator to achieve the minimax optimal
rate.

Definition 3.3 (Appropriate Kernels). We say that a kernel K : RIx — R is appropriate if
/K(u)du =1, /uaK(u)du =0, for all o such that |1 < 4, € Ngx,
where Ng = NU {0}. In addition the kernel should satisfy

/K2(u)du < 00



and
/|K(u)| Ju®| < oo, for all « such that |1 < B, € Rix,

where Ry = {z € R | z > 0}.

Importantly, appropriate kernels do exist, and one method of constructing them is detailed in
Lemma 3.4 below.

Lemma 3.4 (Appropriate Kernels’ Construction). We can construct appropriate kernels K :
RX — R using a product kernel K(u) = []K;(u;), where each K; is a kernel of order ¢ as
defined in [22, Proposition 1.3].

We prove this lemma in Appendix B. We now formally define the estimator. Recall that we are
interested in estimating the conditional density px;(z|z) with the estimate px|z(z[z) under the
loss function (1.1). We propose a histogram-type estimator that uses kernel smoothing. Namely, bin
[0, 1] into intervals Ay, ..., A,, of equal length (m~!), and consider the hyper-rectangles created from
the Cartesian product of such intervals over [0,1]9%. We define the following shorthand notations:
let j = (j1,..-, ja,) € [m]% denote the bin indices for some dz dimensional hyper-rectangle. Then
A; = Hii 1 Aj, denotes that hyper-rectangle itself, where [] stands for the Cartesian product
between sets. Finally, define the estimate

N B e L(Zi € AP K (F52)
Prizel) = 3 1(z€4y) hix 3 e L(Zi € A7) (3.1)

j€lm]?z

where K : R — R is an appropriate multi-dimensional kernel as in Definition 3.3 and g is
understood as 0. Note that we only apply binning to Z here, and apply kernel smoothing to X.
Our estimator (3.1) need not be a proper density since it need not be positive, but we provide a
simple modification below. This modified estimator has the same properties as p x|z but is in fact a
proper density. This will play an important role when we devise our adaptive estimator in Section
6.

Theorem 3.5 (Hélder Upper Bound). Suppose that px,z € Pg,. Using the estimate (3.1) with

-1
an appropriate kernel as per Definition 3.3, and selecting the parameters h =< ndx+dzB8v~'+28 gnd

m < ndx+dzB8"128 (for some appropriately selected constants) we have that
-1
~ ¥ P
B [ [Ipxiztals) - pxiplal2)lpz()deds S o7 S TEE < By dyody). (32)

Theorem 3.5 provides an upper bound for the estimator (3.1), and in Section 4 we will derive a
matching lower bound. Combining the two proves that (3.2) is in fact the minimax optimal rate,
and therefore no estimator can do better than px|; up to constant factors. We defer the proof of
Theorem 3.5 to Section 7.2. Roughly, the proof consists of a “bias” and “variance” decomposition
(in quotation marks due to the fact that the two terms in the decomposition are not exactly bias
and variance since our loss function is not the squared loss) and carefully controlling both ensures
that the rate exhibited in (3.2) holds.

Remarks:



1. Equation (3.2) shows that the estimator we propose exhibits the curse of dimensionality. In
particular, the presence of 8 and ~ smoothness parameters makes sense intuitively. Recall
that the class of distributions Pg,, assumes conditional densities that are S-Holder smooth
in z, and +-TV smooth in z, which matches the effects observed here. We note that when
holding both dimensions dx,dz constant, our estimator performs better for higher values of
B or v smoothness (i.e. smoother densities). Indeed, as ( increases, the effect of dx on the
estimator’s effectiveness diminishes, and when 8 — o0, the dimension of X has no effect on the
minimax rate at all. In addition, since our proof does not require the restriction v < 1, we note
that when we take ¥ — oo, the minimax rate simply reduces to that of classical unconditional
density estimation of z in a multivariate setting with Holder smoothness assumptions. In
fact, by Lemma 3.2 any value of v > 1 can be thought of as v — oc.

2. Once again, we would like to stress the fact that we make no assumptions on the marginal
density of Z. This is in stark contrast to an approach one may be compelled to take, by first
estimating the joint density px z(z,z), then the marginal density of z by integrating x out,
and dividing the two to arrive at an estimate of px|z. This implies consistently estimating
px,z(x,z) and pz(z), which likely requires assumptions on both of these densities, whereas
that is not needed in our case. In fact, Theorem 5.1 provides examples of one such class of
Holder smooth densities where our approach is minimax optimal regardless of what py is,
whereas the aforementioned approach will likely fail.

3. Finally, as discussed earlier, there does not exist work closely comparable to ours. The most
related paper is [9], where the author studied local minimax rates for conditional density
estimation in a bivariate case (i.e. dx = dz = 1). Furthermore, [9] imposed vastly different
assumptions (e.g. the conditional densities are assumed to belong to a perturbed Sobolev
class), and utilized different loss functions. The difference in the two problem settings renders
the comparison of the resulting minimax rates nonproductive.

We now provide a modified estimator of (3.1) to ensure that it is a proper density. Consider
the following estimator:

o if px|z—. # 0 (which implies [ px|z(z|z)dx = 1), define px z(z|2) = C1 (Pxz(x[2))+ where
C = [(px|z(%|2))4dx, and for a function f(z) we denote (f(z))+ = f(z)1(f(x) > 0);

e else if py|z—, =0, define px|z—. = 1.
Lemma 3.6. px z(z|z) satisfies (3.2), and is a proper density.

The details of Lemma 3.6 are given in Appendix B. Finally, recall our result in equation (3.2),
which shows an upper bound for the loss function (1.1) by a quantity which is of the same order
as 1, = (8,7, dx,dy). Now consider our modified estimator px|z(z|z). We have the following
result which is a simple consequence of Markov’s inequality:

Lemma 3.7. For any e > 0 there exists a set A, satisfying P(Z € A.) > 1 — €, such that for all
z € A, we have

_ 1
TV(px|z(z]2), px|z(2]2)) S -



Proof. Since py| is a density this allows us to write

[ 1px126e12) - pxiz(elolde = 2TV (px2(o) pxiz(al))
Let f(2) := TV(px|z(®|2), px|z(2|2)), and note that by Theorem 3.5 and Lemma 3.6 we know that
Ef(z) < ry.

By the Markov’s inequality we have

P(£6)> LESO)) <

This implies that there exists a subset of the support of Z — call it Ac — which has probability of
at least 1 — e to occur, and for all 2z € A, f(2) < 1E[f(2)] < ir,. This completes the proof. O

Lemma 3.7 illustrates that we can estimate well an overwhelming majority (in terms of the Z

distribution) of conditional densities in terms of TV distance. Next we move on to establish a lower
bound.

4 Minimax Lower Bound

In this section we produce a minimax lower bound for the estimation problem with the loss func-
tion (1.1). We recall the definition of the class Pg . in Section 3.

Theorem 4.1 (Holder Lower Bound). For any pz(z) > ¢ where c is some constant, we have that

—1

inf sup E/ / Px12(x]2) — px|z(2]2)|pz (2)dedz 2 nP Tix T Taz Tz,
P pePg,y

Remarks:

1. Theorem 3.5 and this theorem together show that the proposed estimate (3.1) achieves the
-1

minimax rate n?”'4x+v"'4z+2 under the loss function (1.1).

2. It is worth comparing and contrasting the results of this Theorem with our earlier impossibility
result in Theorem 2.2. In rough terms, they convey the same basic intuition that when
is very small (or 0) conditional density estimation is difficult (or impossible) in a minimax
sense. This result is more quantitative, capturing in a more precise sense the dependence on
~. On the other hand, the result of Theorem 2.2 is more flexible, allowing essentially any
marginal density pz (not requiring it to be lower bounded by a constant), as long as the
marginal density has some non-trivial absolutely continuous component (as discussed in the
remarks following Theorem 2.2).

Here we provide a sketch of the proof for the minimax optimal lower bound. The full proof is
deferred to Section 7.3.



Proof Sketch. We first define a class of conditional density functions and show that their joint
distributions indeed belong to Pg . Then, we apply Fano’s inequality to derive the minimax lower
bound.

The conditional density functions are defined as

pX|Z zlz) =1+ Z Z A H hi, (x,) H 9 (2),

ic[m]x je[m]?z ke [dx] keldz]

where recall the shorthands i € [r]%%,j € [m]? (r,m are integers chosen later), and A;5 €
{#1}. The intuition for such a construction is to add multiple small perturbations to the uniform
conditional density function by using infinitely differentiable bump functions h;, , g;, . We proceed
to verify that the constructed conditional density functions are indeed density functions (i.e. always
positive and integrates to 1), and follow both the 4-TV smoothness condition as in Definition 3.1
and the Holder smoothness condition as in Definition 2.1.

In order to apply Fano’s inequality [23], we first show that there exists a subset of the conditional
density functions defined above, such that the distance between any pair as measured by the loss
function is sufficiently large (more specifically, is lower bounded by some ¢). This is done by
using Varshamov-Gilbert’s construction [22, Lemma 2.9]. We then find an upper bound on the
Kullback-Leibler (KL) divergence between any pair of our conditional density functions. Finally,
applying Markov’s inequality to the Fano’s inequality allows us to express the minimax lower bound
in terms of the distance lower bound and KL divergence upper bound we just derived. Making
some optimal selection of parameter values completes the proof and produces the desired matching
minimax optimal lower bound. O

Importantly, note that in the process of proving Theorem 4.1, we constructed a class of con-
ditional density functions and showed that it satisfies all our assumptions. In order to better
understand the class Pg ., we develop further examples of densities belonging to this class in the
next section.

5 Examples

In this section we provide examples of distributions which belong to Pg,. Recall that this class
of distributions requires conditional densities to be Holder smooth (see Definition 2.1) and v-TV
smooth (see Definition 3.1). We already saw examples of such distributions in the proof of Theorem
4.1. Below we give two additional classes of examples for different values of the smoothness f3.

Theorem 5.1 (Examples for 3 > 1). Suppose g(x, z) : [0,1]? — R is such that g(x,z) > a > 0 for
some constant a, and is Holder smooth with smoothness 5 > 1 in both x and z, i.e.,

sup |[D%(z, z) — Dg(2',2")| < C(llz — |l + |2 = 2'[l)"~,
(0%

for all o such that ||a|ly = £, € NO , where £ = |B]. Then if px|z(z]z) = %, we have

Px|z € Pg1 C Ppy, for any v < 1.

Theorem 5.2 (Examples for § < 1). Suppose g(x,z) : [0,1]% — [~M, M] is a bounded function
such that

l9(x,2) — g(a,2)] < C(llx —2'|[] + |2 = Z[17).

10



Then if px|z(x|z) = m%, we have px.z € Pg .

The proofs of Theorem 5.1 and 5.2 are given in Appendix C.

6 Hyperparameter Tuning and Selection

—1
We have shown that our proposed estimate (3.1) achieves the minimax-optimal rate n 8~ dx+7~tdz+2
under the loss function (1.1). However, in doing so we manually picked the values of the hyperpa-
rameters h and m, which depend on the smoothness parameters 5 and v of the true distribution.
Here we introduce an adaptive method of selecting the hyperparameters without needing to assume
the knowledge of 5 and ~.

Towards the goal of hyperparameter tuning we first design and analyze a selection procedure
for conditional density estimation which satisfies a type of oracle inequality with respect to the
loss (1.1). Given a collection of candidate conditional density estimates we devise a procedure
which selects one which has nearly minimal loss. Our procedure is inspired by a minimum distance
estimate described in the work of Yatracos [20], and further developed in the works [5, 6]. However,
in contrast to these works our selection procedure only has access to conditional density estimates
(as opposed to joint density estimates), and we aim to design a selection procedure tailored to
the loss (1.1) (as opposed to the usual L; loss on the joint densities). Furthermore, our goal is to
avoid smoothness assumptions which would be required to estimate the marginal of Z, and this
necessitates careful modifications of the minimum distance procedure.

We describe our oracle inequality in Theorem 6.1 and use this result to develop an adaptive
conditional density estimate which achieves the same minimax-optimal rates as the estimate in (3.1)
without knowledge of the smoothness parameters in Section 6.2.

6.1 A Modified Selection Procedure for Conditional Density Estimates

To begin with we consider the following setup. We are given access to a collection of conditional
density estimates f1,..., fn, which are either fixed, or estimated on a separate sample. Our goal
is to select an estimate of (nearly) minimal loss. B R

We associate each estimate with an oracle joint distribution f;(z,2) = f;j(x|2)pz(2) where p is
the unknown true density of the samples. Associated with each pair (7, ) of density estimates we
define the so-called Yatracos set:

Aij ={(z,2) : ﬁ-(:n,z) > E(x,z)}

We note that we can compute A;; even without access to the unknown density p. Denote the
collection of such sets A. For a set A we let A* denote the subset with Z = z.

Given n samples {(X1, Z1),...,(Xn, Zn)} from p, we use the following minimum distance esti-
mator:
1 n
1 = argmin sup |— Z Flz|Z)dz — P, (A)].
]?j:jE[N] AcA T =1 AZi

In rough terms our selection procedure compares, for each candidate fj, an estimate of the mass
of the Yatracos sets under f; to an estimate of the population mass of these sets, selecting the
candidate for which the largest discrepancy is smallest.

11



We show the following result:
Theorem 6.1. With probability at least 1 — 6,

log(N/0)

/ [4(al2) — plal2) |1pz()dz < 3min / I - (a2 pz(2)dz + 14

Remarks:

1. Our method and analysis are inspired by those of Yatracos [20]. The crucial insight of Yatracos
is that when our goal is to select one of a collection of candidates, the supremum over the
relatively small collection of Yatracos sets is adequate as a (statistically and computationally)
tractable proxy for the supremum over all measurable sets (the TV/L; distance).

2. The guarantee of the theorem is extraordinary in that we are able to obtain an oracle inequal-
ity with an excess error which scales as 1/y/n, despite the fact that accurately estimating the
loss (1.1) of even a single estimate would require many more samples. Furthermore, the guar-
antee degrades only logarithmically in the number of estimates /N we are aiming to select from
and in the failure probability §. This, for instance, will be important in the next section when
we use the method to select from a large collection of candidate density estimates constructed
using different values of the tuning parameter.

3. Although not the main focus of our paper, the computational costs of constructing the Ya-
tracos sets and computing the minimum distance estimate are discussed extensively in [5, 6].
At the expense of a slightly worse guarantee one might use a tournament-based selection rule
which has a computational cost which scales linearly (as opposed to quadratically) in the
number of estimates V.

6.2 Adaptive Conditional Density Estimation

With our previous result i in place we now describe an adaptive conditional density estimate which

achieves the rate n®~ 1dx+fldz+2, without knowledge of the smoothness parameters 5 and . We
assume throughout that 5 and ~ are upper bounded by some (unknown, but fixed) universal
constants. We split our sample in two halves, using one half to construct a collection of candidate
density estimates, and the second half to select one of these candidates following the procedure
in Section 6.1. In practice, one might choose instead to use cross-fitting, where we repeat this
procedure swapping the roles of the two samples, and average the two resulting estimates. It is
straightforward to show that our guarantees continue to hold for the cross-fit variant as well.

We postulate two intervals where h and m are assumed to lie in respectively. Recall our

choice of optimal hyperparameter values while proving Theorem 3.5: h < ndX“lZBW '+28 and
8

m < ndx+dzAr'+28  Based on this result we consider values of the tuning parameters in two
sets T = {n~1/4x 2 x n‘l/dX,...,2“°g2”1/dx1n_1/dX}, and T, = {1,2,4,...,2[(ee2m)/21} = We
consider all pairs of tuning parameters (h,m) € Z; X Iy, noting that there are at most N :=
(’)(log2 n) such choices. For each possible hyperparameter combination, we compute our conditional
density estimate p;(x|z), for j € [N] (we use the truncated and renormalized estimate analyzed in

) S
Lemma 3.6). At least one of these estimates achieves the minimax rate of n# 'dx+v"'dz+2 and it
thus only remains to select a sufficiently good candidate.

12



We apply the Yatracos procedure from Section 6.1 to select a candidate {b\ using the second half
of the sample, and we obtain the following result.

Theorem 6.2 (Adaptive Conditional Density Estimation). Suppose that px z € Pg. The tuning-
parameter free procedure described above yields an estimate 1 such that,

~ . S
E//WXZ(UU’Z) — px|z(x]2)|pz(2)dedz S nP~ldxtr Az 42,

Remarks:

1. The proof of this result is fairly straightforward given the result of the previous section, and
only requires us to convert the high-probability bound from Theorem 6.1 so that we may use
our previously derived upper bound in Theorem 3.5. We present the details in Section 7.5.

2. We note that, in contrast to works on pointwise adaptation over smoothness classes [24] where
typically a logarithmic price is unavoidable, we design an adaptive estimator which achieves
the (oracle) minimax-rate (of Theorem 4.1).

7 Proofs

In this section we present the proofs of the main results of our paper, deferring remaining technical
aspects to the Appendix.

7.1 Proof of Theorem 2.2

We start by constructing a joint distribution px z(z, z) such that p x|z is uniform on [0, 1]¢x for all
values of Z (i.e. X is independent of Z), and the marginal of Z is equal to pz which is specified
by the user. We will now construct multiple distributions out of px z(x,z). Take disjoint Borel
measurable sets C1,...,Cy, C [0,1]% such that fCi pz(2)dz =m™" and Uje), Ci = [0,1]92.

For a given 8 and Wi, we construct two distributions py, ps which are Holder smooth with
constant W7 and smoothness 3, and have sufficiently large total variation (TV) distance from the
uniform distribution. In addition, their mixture distribution with equal weights produces px|z, i.e.

1 1
SP1+ P2 =Px|z = U([0,1]%).

For a constant 0 < ¢ < 1 which we will set appropriately in the sequel, we define pi,ps as linear
functions of the x; as follows:

pi(e) =201 -) 3 o te pale) =2-pilo).
i€[dy]

The following result develops some properties of the distributions p; and ps.

Lemma 7.1. 1. The densities p1,ps are positive, integrate to 1, and satisfy the property that
$p1+ 3p2 = U([0,1)9).

2. When 8 < 1 the densities are Hélder with Wy = 2(1 —c)/di and if B > 1 they are Holder for
any value W1 > 0.

13



3. Furthermore, TV(U([0,1]%),p1) = TV(U ([0, 1% ), p2) > G =: ¢y

Now, for a A = (Aq,...,A,,) € {1,2}™, construct the distribution p)A(’Z($,Z) which has the
same marginal distribution on Z as p X, 4(z,2), i.e., pz, and the conditional distributions defined as
follows: for z € C; we have

PR1z(12) = pa; ().

We know from Lemma 7.1 that TV(U([0,1]%%), p;) = TV(U([0,1]%), p2) > crv where cry is some
positive constant, so it follows that

[ [ xiztele) = 4 allpze)adz = [2TV@0.10%), pr)pat:)ds = 2emy > 0. (1)

Next the proof will emulate a classical reduction scheme from estimation to a testing problem.
This reduction is similar to the one described in Section 2.2 of [22], yet there are differences hence
we provide full details. For brevity note that our loss function is

1Px12p2 — axizpzllh = / / Px12(212) — 4x12(z]2)|p2(2)ddz.

By Markov’s inequality, we have that:
Elpx|zpz — ax|zpzlh1 > CTVP<Hﬁxzpz —qx|zpzl > CTV>- (7.2)

Define the finite class of distributions C(8, W1) = {px|z, {p)A(|Z}A€{172}m}, and for ease of notation

enumerate the elements of C(8,W7) by py = PX|z> PA+1 = p)Aq , Where with a slight abuse of
notation we refer to A as the integer with binary representation A. Thus the cardinality of the set
IC(8,Wh)| = 2™ + 1. In light of (7.2), it follows that in order to lower bound the quantity

inf max E,,,||px|zpz — pipzll,

Px|z 1€{0}u[2™]

it suffices to control

inf  max P, px|zpz — pirzl1 = CTV),
Px|z 1€{0}U[2™] pipz <” | i H

where we are indexing the expectation and the probability to stress that the distribution of the
data is generated under the distribution p;pz (importantly note that we have n i.i.d. observations
from p;pz). Next we notice that

Ppop, <HI7XZPZ —popzlh = ch> > Ppop, (V" #0),

and

Ppips <”ﬁX|ZPZ —pivzlh > CTv> > Ppips (¥* =0),
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where
Y* = argmin ||px|zpz — pipzll1,
0<i<2m
and the above two inequalities follow by the triangle inequality and (7.1). We conclude that
inf ~ max P, <HﬁX|sz —pipzlli > CTV)

Px|z 1€{0}U[2™]

> iﬁf max(Ppqp, (¥ # 0), g{% Ppip, (1 = 0)),

where the inf is taken over all measurable test functions with values in the set {0} U [2™]. Using
the fact that the max is bigger than the average we have

inf max P, px|zpz — pipzl1 = CTV>
Pz ic{ojuzm) PPZ <H | vzl

> ildl)f max(Ppop, (¢ # 0), igf% Ppips (1 =0))

> iﬁf max <IP’p0pZ (v #0), ZLm Z Ppp, (¥ = 0)> (7.3)

i€[2m]

Suppose we are able to show that the TV distance between these distributions can be made arbi-
trarily small, i.e. for any € > 0 we can ensure that,

1
v <]P)Popzv 2_m Z Pmpz) <€ (7’4)
i1€[2m]
then as a consequence we obtain that,
. 1
111zf max <Ppopz (v #0), om Z Ppip, (¥ = 0))
1€[2™m]

> iﬁf max <IP’p0pZ (¢ #0),Ppyp, (¥ =0) — €>

1
> — — €.
-2

Hence we conclude following (7.2) that,

inf  max K, ||px|zpz — pipz|i > AV _ epve.
Px |z i€{0}U[2™] 2

It remains to specify the choice of the constant ¢ in our definition of p;. When 5 > 1 or when
Wy <2/ di we can choose ¢ = 0 to obtain the lower bound of 1/36dx. Otherwise, we must choose

¢ large enough to ensure that 2(1 — c)/di < Wy, i.e. we choose ¢ =1 — (Wldi)/2 to obtain the

24(28-1)
lower bound of % as claimed, completing the proof of the theorem.
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Finally, we prove the total variation bound in (7.4). Note that,

v <]Ppopzvz_m Z Ppmz) = sup Ppops (A) — om Z Ppips (A ‘

i€[2m] ie[2m]

where 3 is the Borel o-field. Let B be the event where at least two points Z; for i € [n] belong
to the same bin C}, for some k. The complement B¢ is therefore the event where each point Z; for
i € [n] falls into its own bin. For any event A we have

(& 1 C
]P)popz Z szpz ‘ —= popz (A nB ) - 2_m Z Ppipz (A nB )
ze[2m 1€[2™m]
1
+ Ppopz(AmB)_2_m Z Ppipz(AmB)‘
1€[2m]
(& 1 (&
< PPOPZ(AQB)_Z_m Z ]Ppipz(AmB)
1€[2™]
+ ]P)POPZ(AHB ‘ ‘_ Z ]P)Pzpz AﬂB)‘
1€[2m]
< ]P)POPZ (A N Bc) - 2_m Z Ppipz (A n Bc) + 2]PPOPZ (B)v
1€[2™m]

where in the last inequality we used the fact that Pyp, (B) = 55 icom] Ppip, (B) since the two

distributions have the same marginal distribution on Z. Now by the definition of our distributions
p; we know that the mixture distribution 2% Zz’e[zm} Pp.p, assigns the same measure to the set
AN B¢ as the distribution IP,,,, and therefore

Ppopz - m Z ]P)pzpz ‘ < 2]P)popz(B)'

1€[2™m]

Due to the definitions of the sets C; we have that P, (B) = mn_m(m_ry;“(m_"ﬂ) =0(L), for a
sufficiently large m. It follows that

1 1
v (Ppopz’ 2_m Z Ppmz) < O(E)

1€[2™m]

Thus going back to (7.3), we have

1nf max < popz (W 7 0),  om Z Ppip, (¥ = 0))

ie[2m]

> inf (P (6 7 00 Py (0 = 0) — O(1)

1 1
21 o(1)

Taking m large enough completes the proof.
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7.2 Proof of Theorem 3.5

For each Aj;, define the corresponding estimate

X,j : hdx ZZE[n} ]]'(Zz c AE)

Using the triangle inequality we have
E / / Px12(2l2) — 2 (e]2) pz () dud:
< / / P12 (el2) — px|2(@|)pz(z)dadz + E / / Pxiz(el2) — Pxiz(@l2)pz(z)dadz,  (7.5)

where

o 1(Z; € A K (Zi

J

and

N Siem L(Zi € A7) K (245 _
pX|Z(x|z) = Z 1 (z € Aj) hd[x} Zie[n] 107, c Ajh) = Z 1 (z € A;) pXJ(:E).

J J

We proceed to bound the two terms of (7.5) separately.
Bounding the first term of (7.5):

By Lemma B.1 in Appendix B.1 we know that

E[py;(2)] = h‘dXE[K <X; x) ‘Z e Aj] (1-P(Z € A)").

So we have
//'ﬁXZ(W)_lez(xl»Z)lpz(z)dxdz
:// ‘ Z 1(z € 4;) (E[px ;(z)] — pxz(x]2))

S| | ][50 - pxiztal)
:Z/A; / ‘h_dXE[K (Xh_ ”“’> ‘Z € Aj} (1-P(Z € 49)")

—pxz(z|2)(1 = P(Z € AS)") — px|2(z|2)P(Z € AF)" |pz(2)dzdz

pz(2)dzdz

pz(z)dzdz
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(z)dzdz

<Z/ /‘ (1-P ZeAC)”)<h dXIE[ (X];:E) 'ZGAJ} —pXZ(:E|Z)> Pz

+Zj:/Aj/pX|z(x!z)]P’(Z € A;)npz(z)dxdz

S;/A;/‘h_dXE[K (X

+§3:/A3 /pX|Z(x|z)]P’(Z € A5)"pz(z)dwdz. (7.6)

w) 'Z € Aj} —px|z(z|2)

pz(2)dzdz

We consider the two terms separately. To upper bound the first term, we know from Lemma
B.2 in Appendix B.1 that

_ X —z
‘h dXE[K( - > ‘ZGAJ} — px|z(|2 eAj)‘ < Ch?,

for some constant C'. Then applying the triangle inequality we have

£, sl (552 fres] -

g; / 3 / (‘pm(wlz) ~ pxizlalz € 43)

o ‘“‘E[ (5

<Z/ /'pxz z|z) — " PXZ(HJ\Z)P(IJZZ(;Z_')CZZ/

<Z/ / /‘p)qz z|2) — px|z(z|2)

—Z/ / HPX\Z z pX|Z_z'H1pz() P(Z (jlj)dz’dz—kChﬁ

(z)dzdz

> ‘Z € 4; ] — px|z(x[z € A7)

> pz(2)dwdz

pz(2)dzdz + Ch®

dxpz(2) (Z( Z)dz'dz+0h5

< — |7 _pz(Z) 8
_Z/ A__WQHZ ZHlpZ(Z)]P’(ZeAj)dZdZJFCh

dz\" pz(Z) ,
3 / _. : < > 1192(;;)7]?(2E j)dz dz+C

where W5 and C' are constants.
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Now we upper bound the second term in equation (7.6). Notice that it reduces to:

Z /A_ /px|z(x!z)]P’(Z € AS)"pz(2)dzdz = Zp;(l )",
J j ;

where p; = P(Z € A;).

Lemma 7.2. We have

Zp;(l —p;)" < <1 - m1dZ>" (7.7)

The proof of Lemma 7.2 relies on Lagrange multipliers and is deferred to Appendix B.1. Finally
we have an upper bound for the entirety of the first term of (7.5):

// Px|z(x]2) — px|2(%|2) Pz (2)dwdz < W3 <%Z>7 +ChP + (1 - mzz>n

Bounding the second term of (7.5):

Recall that both pxz(z|z) and px|z(z|z) are of the form > -1 (z € A;) M where the first part

23 1 (z € A;) depends on z while the second part M is independent of z. Then we can rewrite the
integral as

E / / 1Px(2(2l2) — Bz (el2) Ipz () dedz
B[S [ [1(: € 43 [p (@) - Elpx ;@)
|5 // J X,j X,j

_E Z / (e / ‘ﬁx,j(ﬂ?) — E[py () dx}
_E Z /]P’(Z € As) dw]
:Z/p(ZeAj)E[ }d‘%'

We can further bound this term by first bounding the inner expression. By Jensen’s inequality

we have
E [\ﬁx,;u) ~ Elpy;(2)] @ < \/E [(ﬁx,;<x> - E[ﬁx,j(w)])2] = Jearlprs (@)

But by Lemma B.3 in Appendix B.1 we know this variance is upper bounded as,

pZ(z)da;dz}

pxj(@) — E[pxj(2)]

pxj(@) — E[px j(2)]

~
= <
Var[pX,](:E)] = nhix P(Z € Ai)

+ BP(Z € A3)",
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for some constants A, B. Notice that this bound is independent of x, so substituting back into the
second term we have
] dx

1 \n
SKZ/]P’(ZGA;)\/nth]P(ZGAj) +PB(Z € A9)d

_KZ\/H\/ e TB(Z € AP(Z € A,

where K is a constant. Once again denote p; = P(Z € A;). Then by Cauchy-Schwarz we have

> [ (2 < 458 o) - Blps (o)

1 1
Kimm—dmu—pmg\ 27 |\ 2 g+ om0
j j j j

:K —i—ijl—p]

(i)’

where the last step follows from (7.7), since we already proved that Z; p;(l - p;)" <(1—- -2
So we have shown that the second term is upper bounded as
1\ 2
(1-77)

<K

B [ [ xiztel2) - Pz(alo)lpa(z)dods < K

Combining the terms:

Combining the bounds for the two terms, we have found an upper bound to the loss function:

B [ [ 1px2(1) - pxiz(ellpz (2)dads
g%(if) +Ch? + <1——dz> +KF+K<1——> ,

where W5, C and K are constants. This yields the optimal parameter values h < ndx+dzfv'+28
B
and m < ndx+dzBr— 428 and a rate of nﬁ 1dx+fldz+2 Notice that by our selection of h,m, we

have (1 — W) <(1-— ) 3 < exp(5—a; ), both of which are negligible compared to other terms
for sufficiently large n, and thus can be 1gnored
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7.3 Proof of Theorem 4.1

We first choose a “bump” function h supported on [0, 1] which is an infinitely differentiable function,
and satisfies the conditions that [ h(z)dz =0, [ h?(z)dz = 1, and for which [ |h(z)|dz is a non-zero
constant.

We construct a collection of densities by setting the conditional distributions px|z to be the
uniform density perturbed by bumps of an appropriate resolution. Formally, we bin [0, 1] into m
bins for Z and r bins for X. We then define the following conditional density functions:

pX‘Z$| —1—|—ZZA” H hi,, r(xr) H Pjem(2k)s

keldx] keldz]

where we recall the shorthands i € [r]%%,j € [m]? (r,m are integers chosen later), and A5 € {£1}.
We further define

hi, r(xk) = pV/Th(rog — ik + 1),

Rjm(2k) = pv/mh(mzy, — ji + 1),

where p is a positive constant which we will choose appropriately. The support of hiy, () is

Ty € [Z’“ L %] and the support of Rjem(21) 18 2z € [2 nzl, Z)’;] The supports of these bumps are
disjoint for different values of ix or jg.

ror
The following lemma develops some important properties of the perturbed densities p2.

Lemma 7.3. 1. Suppose we ensure that,

1
plrdx2mdz/2) |y < (7.8)

then p® is a valid density.

2. Suppose we ensure that,

oottty e (o T o] v [Vax T [l v i) | ) < wa

k€ldx] keldx]
(7.9)
then p® satisfies the Holder smoothness condition.
3. Finally, if we ensure that,
d d
2% 3 mF m||B)| 227 (2]|hl|oe V[|B [|eo) < W, (7.10)

then p™ satisfies the TV smoothness condition.

Our lower bound will follow as a consequence of Fano’s inequality [23]. In order to apply Fano’s
inequality it will be useful to bound the KL divergence between a pair of densities p® and p2A' and
to show that we can construct a collection of sufficiently large cardinality which are well-separated
in the loss function (1.1).
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Lemma 7.4. 1. Suppose that the condition in (7.8) holds. For a given pairs of densities pA
and p?' the KL divergence can be bounded as,

KL(pA,pAI) < 8Hh|]oop2drdxmdz.

2. There is a subset T of densities p™ such that, |T| > grixmiz/ 8, and furthermore for any pair
of densities p® and p®' in T there is an absolute constant C' > 0 such that,

, 1
[ [ #1601~ 881 ol e)dadz = 5 el Pz,

Ignoring constants in the remainder of the proof we now describe our choice of (p,r,m). We
select pt =< 1/y/m, r = nf /(dx/B+dz/7+2) and m < p?~ '/ (dx/F+dz/7+2) (with appropriately small
constants) and observe that each of the conditions of Lemma 7.3 are satisfied.

The proof of the theorem follows from a straightforward application of Fano’s inequality (see
for instance [22, Theorem 2.7]). In rough terms, we apply Fano’s inequality to the collection of
distributions 7. Provided that we can show that the average pairwise KL divergence between
the n-sample product distributions is at most some small constant times log |T'| we obtain a lower
bound on the loss (1.1) of any estimator which scales as plrdx/2mdz/2 = p=1/(dx/B+dz/7+1) e
note that,

KL((p™)", (™)) = nKL(p™,p?) < np*rdxmz < rdxmdz <log |7,

as desired, completing the proof of the theorem.

7.3.1 Proof of Lemma 7.3

We prove each of the three claims in turn.
Proof of Claim (1):  We now verify that p)Aq 4(x]2) is a density function. Consider the integral

// 1+ZZA H hiy, (k) H hj,m(zk) | dedz

keldx) ke(dz]

=1+ ZZAM/ i1,r :El dﬂjl / Zdz dZdZ
P

=1+ ZZAW (,or_% du> < % h(u)du>
P

And under the additional assumption

1
[T hiota) TT Aozl < o' Pm= 20, < 2.
kG[dx} kE[dz}

the function QU)A(| ,(x]z) is always positive. So it is indeed a density function.
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Proof of Claim (2): Now we verify that pfq 4(z|2) indeed satisfies the Holder smoothness
assumption. Since the Ly norm is always smaller than or equal to the L1 norm, it suffices to show

A A —/
|DpR 4 (xl2) — Dp% 2 (2/|2)] < Wallw — /|15

pfq 4(x]z) is infinitely differentiable since h is infinitely differentiable, and so it is £ = [f3]
times differentiable. Now we want to show the second requirement. Without loss of generality let
(a1, ..., a4, ) be fixed, and suppose we are given arbitrary z, 2/, z.

Since z is fixed and [ [;.¢(q,] Ajs,m (2%) have disjoint support, the only non-zero one is [ [;.cq,] Pjr,m (2k)
for the bins j* = (ji, ..., jj,)-

So we have

’Dap)%\z(ﬂf‘z) - Dap)qu(w/’Z)’

k‘E[dX ke[dz] ke[dx] k‘E[dZ
—pdrdx/2mdz/2,0 Z AVES ( H W) (ray, — g, + 1) H h(mz — ji +1)
7 keldx] keldz]
H R (rah, — i, + 1) H h(mzi, — ji, + 1)> ‘
k€ldx] keldz]
<ptrdx/2mdz /2,8 | 22 Z A 5« H W) (ray, — iy, + 1) H W) (rap, — iy, + 1) ‘
i keldx] keldx]

Notice that in the above summation, there are at most two non-zero terms, as [ | keldx] R (ray,—
i, + 1) have disjoint supports. Let @ = (a1, ..., a4y ) be such that V& € [d,], z), € [*2— ! , %1, and let

b= (by,...,ba,) be such that Vk € [dx], 2} € [b . —1 b’“] which correspond to the two non-zero terms

respectively. Then we have
A A
|Dapx\z($|z) - DapX|Z($I|Z)|

<plrdx/2mdz /20 |92 || [ H R (ray, — ag, + 1) H R ) (rah — ay + 1)
k€ldx] keldx]

+ | H PR (pazy, — by, + 1) — H R (pah, — by, + 1)|].
kedx] keldx]

We can further bound the term within the square brackets. We will find two upper bounds and
use the minimum between the two. Firstly we have

H hak (reg —ap +1) — H h(ak (raf, — aj +1)]

kewx] keldx]
+ H ho‘k (rag —br +1) — H ho‘k (ray, — by +1)]
keldx] keldx]
<4 IT 17l
kJEdX
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Secondly, using the identity |f(x) — f(2')| < sup, [|[Vf(y)|l2]lz — 2/||2, where V is the gradient
and we take f(z) = [[1epay h(es) (rxy, — iy + 1), we have another upper bound. Here we have

sup IV£(y)ll2

=sup Z rh(tD) (roy; — i) + 1) H h(ew) (ray — iy, + 1)

Yoo\ teldy] ke[dx],k#l
2
<r Z [l D[ H [0 o
lE[d}d ke[dx} k#l
<rvax T (IRl v 1))
keldx]

This identity gives us the upper bound

H R (ray — ag + 1) — H RO (ral, — ay, + 1)

keldx] keldx]
+1 J] P ae—be+1) = T A (raf, — b + 1)
k€ldx] keldx]
<orVax T (IRl v IR o] 2 = @'ll2 i= parlle = 2|l
keldx]

Taking the minimum of these two upper bounds gives a tighter upper bound. Let A denote the
minimum between two terms and V the maximum. Using the properties (ab A cd) < (a V ¢)(b A
d),a,b,c,d >0 and (1 Au) <u® for u > 0,0 < a <1, we have

|DpR|2(]2) — DpYy2(2'|2)]
< Pm P 132 [ A (rpslle — 2f2)]
<p'r B Pmtz PR32 v ) (LAl — 2 l2)
<pr P2 P )| (v pg)r? o — o)l
<z — 25", (7.11)

provided we ensure that p®rdx/2m@z/2r8 (1 v 115) < Wi, which is indeed the case. So p§|z(x|z)
satisfies the Holder smoothness condition.

Proof of Claim (3): Now we show that QU)A(| ,(x]z) also satisfies the TV smoothness assumption.
We have

/’pXZ z[2) pX|Z x]2') ]dx</zz H Ry m (2k) H R (2%)
J

keldz] keldz]

H hik, {L'k

keldx]

(7.12)
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Recall that er tdz] e, m(z) have disjoint supports so there are at most two non-zero terms

within the summation. Suppose Vk € [dz], 2 € [

[]k_lji
m ' m

] for some specific j; while Yk € [dz], 2, €

m ’m

] for some specific jk , corresponding to the two non-zero terms. Then

Z H hjy.m Zk H Ry om Zk

3 ke dz] kE[dZ

H hjr () — H hjt

keldz] keldz]

+ T im0 = T1 im0

keldz] ke[dz]

We upper bound the first term and note that an identical upper bound holds for the second term.
Using a similar approach to how we showed Holder smoothness in (7.11), and by telescoping, we
have

H h]k’ H thv Zk

keldz] keldy]

< > (Vmp) 2RI T R (2k) = B (21)]
keldz]

< > (Vmp) R[22 pv/m (21[Blse A IR loomlzk — 24)
keldz]

< > (Vmp) M IRlIEZ T pvm 2l[hllse VIR o) (1A M2k — 241)
keldz]

< > (Wmp) R[22 pv/m (2l[Bllso VIR o) M2k — 21|
keldz]

d dz ds—
<p*“mEm|)[5Z 7 (20 hlloe VIR lloo) 2 — 217

Substituting this result back in (7.12) gives
/ 412012) — 9 el do
H h]k7 Zk) H Jhsmm zk

keldz] keldz]

Z/ H hzk r ﬂj‘k
keldx]

dz _ —dx
<opem Em |2 (2hloo v 7o) 12 — 217 3 s ( / hu |du>
7

keldx]

dx dg _
=2p"r 2 m 2 Y |BZ7 2l VIF lloo) 12 = 2]
<Wallz - 2|lf

d
FEmFm||h||92 1 (2||h]la V |1 |o) < Wa. This is indeed the case,

provided we ensure that 207
x|z) indeed satisfies the TV smoothness assumption.

and we obtain that p§ X L]z

7.3.2 Proof of Lemma 7.4

We prove each of the two claims in turn.
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Proof of Claim (1):  Recall that in constructing p2 and p®" we do not perturb the marginal
distribution over Z. As a consequence the KL divergence between p® and p2’ can be written as:

dir(p™,p™) = Eodkr(pR £ (x]2), pR | £ (x]2)),

and we focus on upper bounding the KL divergence between the conditional densities.
dicr (P37 (212), pR|2 (2]2)) <dy2 (PR 5 (2]2), PR 5 (2]2))
2
Px (x"z)
A’ |2
Px|z(7]2) -1 dz
- [riste ( A (al2)
_/ (p)AqZ(x\z) —pX‘Z(xlz))

p)%]g(x’z)

Z.

Recall that by the condition in (7.8) we have that [A7;]Tieray) Pinr(@k) [keiay) Ponm(zR)] <
plrdx2mdz/2||p||d < 3 which implies pﬁl‘z(ﬂz) > 3. So we have

dkrL (P52 (%]2), 9% | 2 (2]2))
2

§2/ D (A= 85) TT hier(xr) TT hiem(z) | da
i

keldx] keldz]

@

:22 Z(A{J - Ai; Jk m(Zk / H hzk ~(zx)d
1 7' k‘E[dZ k‘E[dX
2dXTdX Z H h]km

j keldz]

where for (i) we note that the cross terms in expanding the square correspond to disjoint bumps
and are 0. As a consequence we obtain that,

dxr,(p A’pA' <8,02dX7”dX/Z H hjkm 21)pz(2)dz

J keldz]
< 8p* X X (py/m) > || | oo %

Z|: H ]].(Zke [jk 7(7_kj|>:|pz<|:jl 7j_1:| X oo X []_dz 7M_Z]>
= m m m m m m

J keldz]

= 8|kl p®r ¥ m?7.

Proof of Claim (2):  Given that the marginal density of Z is lower bounded i.e. pz(2) > pmin >
0, it suffices to instead ensure that for some absolute constant C > 0 we have that,

//\p§|z(az\z) —p)A(l‘Z(a:\z)\da:dz > Cplrdx/2mdz/2,

dedZ/S

Using the Varshamov-Gilbert construction [22, Lemma 2.9] we know that there exist N = 2"
vectors A on the hypercube {+1}7X™? such that dg (A, A’) > r4xmdz /8 for each A, A’ in that
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set, where dp (A, A) = 33; > 51455 — Ai—] is the Hamming distance. Then

/ / PR)2(2]2) = PR (2]2)|dxdz
_ZZ|A=_A |// T o) TT foomn(es

k€[dx] keldz]

dxdz

rdX mdz

S - (/0 |h<u>|du)d

>CptVrdxmdz

as claimed, where C = ||h|¢/4.

7.4 Proof of Theorem 6.1
We denote by Ay, Ay the following,

AlzsupP(A)—/p,

AcA

A—Supsup/f—— / f:EZ
? A€A je[N] ! Z ! |

The following lemma is a simple consequence of Hoeffding’s inequality, and gives high-probability
upper bounds on the above quantities:

Lemma 7.5. With probability at least 1 — 6,

A < log(2N/0)
n

A, < 310g(2N/6)'
2n

Taking this result as given we complete the proof, before returning to prove it. Let us denote by \f
the minimizer argminfj:je[m [N fi — p(x]2)|l1pz(2)dz, then we can write:

/ l(zl2) — p(zl)1pz(2)dz < / lzlz) — Fal2)llipz(2)dz + / 1F@l2) - p(al2)1pz(2)d=.

T

Abusing notation slightly in the remainder of the proof we identify ? and 1 with their corresponding
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oracle joint densities f(z|2)pz(z) and 1(x|z)pz(z). We note that,
T < 2sup

ARSI

A
<2mmp {rjlzj—ﬂwn(A)\H/?—Pn(A)@
< 2sup [

AcA nz/ (x| Zy)d * %zn:/AZ 1/;(x]Zi)dx—/Al/’
nz —Pn(4)

where in the final inequality we use the definition of the minimum distance estimator, and of As.
We then note that,

< 4A5 4 4 sup
AcA

)

n

: S| FzlZ)de —P(A)

n z
i=1 /A%

< 4A1 4 4 sup
AcA

4 sup

Z fa:\Zda:—/Ap

< 4A1 4+ 4A5 4 4 sup ‘f(A) - / p‘
AcA A

<4A; +4A9 + 2/ 17 (xz|2) — p(z|2)|l1pz (2)dz,
z
and putting these bounds together with the bounds in Lemma 7.5 we obtain our claimed result.

Proof of Lemma 7.5:  We note that for fixed A € A (and a fixed index j € [N]) we are simply
bounding the deviation of a sum of bounded (by 1) random variables from their mean. This is
straightforward for the terms appearing in the definition of Ay. For the terms appearing in As we

note that,
A = [ Falwpate)tetz =52 | [ rtelz)as]

The result then follows by combining the Hoeffding bound with the union bound, noting that A
has cardinality at most N2.
7.5 Proof of Theorem 6.2

The proof is a straightforward application of Theorem 6.1. Let us denote D; the half of the
sample on which we construct our density estimates and Ds the half on which we run the selection
procedure. By Theorem 6.1, setting 6 = 1/n, we obtain that conditioning on the first half of the
sample, with probability at least 1 — 1/n we select ¢ such that,

/W #l2) = p(l2)1pz(2)dz S min /Hf] 2|2)|hpz(z )dZJr\/@‘
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Let us denote by E the event on which this guarantee holds, and denote by j* € [N] a density
estimate constructed with (nearly) optimal choices of the tuning parameters. The expected error
(the expectation taken over all samples), can be bounded as:

[/ lé(ale) — pel)llpz (s )dz}@pl,m [/ (=) - <x|z>u1pz<z>dz|E}+3,

3

by noting that the error is always atmost 2 since both 1 and p are valid densities (and the L;-loss
is upper bounded by 2 for densities). Finally, we note that,

logn

2
+_7
n

Ullw (z]2) — p(z|2)|l1pz (2 )dz] S Ep, [mln/\\f] p(z|2)|1pz(2)dz +

n

< [/ 17— plal)lipz(z >dz} logn

n

logn

< ns- 1dx+W71dz+2 4+
n
-1
—ldy+~y—ld +2
< P T,

where the last inequality follows by noting that for any finite 5 or « the rate of conditional density
estimation is strictly slower than O(y/(logn)/n).

8 Discussion

In this paper we looked at the problem of conditional density estimation under a weighted absolute
value loss function. We first demonstrated that if one imposes smoothness only on the conditional
densities py z(x|z) with respect to x, conditional density estimation is impossible in a minimax
sense regardless of the marginal density pz (which may even be known to the statistician). We
then derived the minimax rate of estimation and showed an adaptive estimator which achieves the
rate without knowledge of the smoothness parameters.

An interesting question that we intend to investigate in our future work is to generalize our
results to an L, loss function:

/ Px12(z12) — pxyz(l2)Pp2(2)dz,

for some p > 1. We anticipate that such a modification will require a smoothness assumption
stronger than TV smoothness. It will be interesting to see whether one can show that TV smooth-
ness is not sufficient to analyze the L, loss function for p > 1. In addition we are interested in
quantifying higher order TV smoothness and studying the problem of conditional density estimation
for such densities.
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A Additional Technical Results

A.1 Proof of Lemma 7.1

We begin by verifying the first and second claims. Notice that p; belongs to the Holder class with
any smoothness value 8. For the g < 1 cases, p; is Holder smooth with constant (1 o, ; furthermore

linear functions are Holder smooth for any 5 > 1 and any W; > 0. Now we con81der p2. We note
that p; < 2. It immediately follows that if we define po = 2 — p; then py is a valid density in the
same Holder class as p1, and $p1 + 2p2 = U([0, 1]%x).

Finally we examine the TV distance

TV(U([0,1]%),p1) = TV(U([0, 1)), p2) = / D —+c da.

1€ [dz

We will lower bound this from below:

_ 2
V(U ([, 1]dX),p1) > %/3 ‘1 B (a (Zie?)[dz] ﬁ) + c)‘ da

:%/ 1—2aZ;—i—2c+a2 Z +2acz +c

iclda] X i€[da] ic[da]

1 1 dx —1
:6<(1—c)2—(1—c)a+04 (3dx+ 1dx )>7

1- (o ; Fi)4e
where the first inequality holds since ’ ( <ZZE?Z] X ) >‘ < 1, and we used f Zze[dx] Todr = %
and [(} i€ldx] ;;{ V2dx = le;jxl +d§—;1 [ @1dzy [wodry = 51— 1—c)

from previous observations we get

TV(U([0,1]%%), py) > % <(1 —e)? =21 —¢)?+4(1—¢) (3; + dzd; 1)>

(1o )

B Proofs of Section 3

Proof of Lemma 3.4. It is easy to see that the construction in [22, Proposition 1.3] provides kernels
satisfying

/]Ki(u)mu]“du < o0,
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for any fixed x > 0. This is so since by construction K;(u) are Legendre polynomials supported on
[—1,1]. In addition they also satisfy [ K?(u)du < oco. Furthermore since each kernel is of order ¢
we have that for any non-negative integer k& < ¢: [ K;(u)uFdu = 0. The statement of the lemma
follows immediately by combining these three properties.

U
Proof of Lemma 3.6. Suppose that
[ pxi2012) - Pz (alolde < enfc),
and px|z—, # 0. Now consider the set S = {z | px|z(z|z) > 0}. Observe that
[ Ipxiztele) - Bxiztelolde < [ lpxizlale) - Pxizlellds < en(a)
Since on the set S¢ we have |px|z(7]2) — Dx|z(z]2)] = px|z(7|z) — Px|z(x|z), and we know

px|z(x|2) > 0, we can conclude by the above inequality that

/ —Px|z(x]2)dz < €n(2).
Sc

In addition, since [ py|z(x|z)dz = 1, we have

€= [@xzal))ede 2 1- (2),

By the triangle inequality we also have

C< / Px|z(z]2)|de < / Px12(%]2) — px|z(x]2)de +1 <1+ en(2).

Finally, we know the following holds

/Ipxz(wlz) — (Px|z(2]2))+ |dz < /Ip)qz(wlz) — Pxz(z|2)|dr < en(2).

Combining the above results gives us

[ oxiztalz) = € Gxiptelosldn < [ loxiztals) — Griztalo)slas + [ B2 ozl las

<en(z)+1-C]|
< 26, (2).

Next, notice that when py|z—. = 0 then we have S Ipx|z(7|2) — Px|z(7|2)|dz = 1, whereas,

/fpxz(xlz) — px|z(z]2)|dx < 2,

hence the same bound as above applies. Finally integrating the bound over z completes the proof.
O
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B.1 Lemmas of Section 7.2
Proof of Lemma 7.2. Let

Z p;(1—p;)"
j

be the objective function that we try to maximize. We will use the Karush-Kuhn-Tucker (KKT)
conditions and we will subject the objective to the constraints p; > 0 for all j and z p; =1. We
introduce the KK'T multipliers A; < 0 for all j, and p corresponding to the constraints respectlvely
Then taking the derivative with respect to some j we have the conditions

n—1

(1—=p;)" —np;(1 —p;)"" = X\p; +p=0

and by complementary slackness A;p; = 0 for all j.

Let S = {j | p; # 0}, which means from the conditions that on the set S, all A\; = 0 and
(1 —p;)" —np;(1 — p;)"~! = —p. We can write this as f(z) = (1 — (n + 1)z)(1 — )"~ where
r = p;. Clearly f is decreasing on [0, n+1] and f(n+1) = 0. Since |S| < de <n + 1 (by
our construction of m) and Z; p; = 1, there exists k € S such that Di = 157 S‘ - > 5 +1 But
(1—(n+1)pg)(1—pg)™~! < 0, so it follows that > 0. Now observe f'(z) = n(1— a:) ((n+1)a: 2).
This shows that on the interval [n =y 1], f changes from decreasing to increasing exactly once, at
the point n+1 > n+1 This implies that the equations f(z) = —pu for some x> 0 and = € [, 1]
can have at most two solutions.

Then simply divide S = Sy U Sy, where all p; on S are equal to some v, and all p; on Sy are
equal to some w, such that |Si|v + |Se|w = 1,v,w € [n+1, 1] and f(v) = f(w) > 0. Substituting
this in, our objective function becomes

Zp] = [S1[o(1 — )" + |Salew(1 — w)™.

n+1?

But the function (1 — z)™ is convex, so by Jensen’s inequality it follows that
[S1lo(L —0)" + [Safw(l — w)" < (1= [Siv? — [Sa|w?)",

which is maximized when we minimize |S;|v? +|S2|w? under the constraint |Si|v+ |Sa|w = 1. This

. . 1— . . . . .
is done by rearranging to get v = ‘Ef"w, so the minimum is achieved at v = w = m This

result shows that p; must have the same value of ﬁ for all j, which is what one would intuitively
expect. Our objective function then becomes

2 milt - "= ISl <1‘ﬁ>n: <1_§>n'

In order to maximize this, we want |S| to be as large as possible, which in this case is m?. This
completes the proof. O

Lemma B.1. Under the same assumptions as Theorem 3.5, the estimator

X,j hdx Zie[n} 1(Z; € Aj)
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for some j € [m]%% has the expected value

Efpy(z)] = h_dXIE[K <X; “) ‘Z e Aj] (1-P(Z € A)").

Proof of Lemma B.1. Using the law of total expectation we have

Elpy ()] = Y Elpx;(@)|Zi € Aj,i € S, Z; € AS,i € SIP(Z € A;)PIP(Z € A" 19,

Sealn]
x)

where the condition in the conditional expectation means that

Y 1(zie Aj)K<X x) = ZK(X

i€[n] €S

and that
> (2 € 45 =8|,
i€[n]
Then the conditional expectation can be rewritten as:
E[px;(x)|Zi € Aj,i € S, Z; € AS,i € S°]

o[ Eap e A )
hix 3 e L(Zi € A7)

Zi€ A;i€8,Z; eA;,z' e s

[ K(355) .
_E[ hix 3] Z;€ A0 €8
hd><|5|Z [ )% € A]

= >\ZGA].].

Now notice that
> P(Z € Ay)Plp(Z € A5 =1
Se2ln]

and there is one special case when S is the empty set (), where by definition the estimator p. XJ(:E) =
8 := 0. This occurs when |S| = 0 with a corresponding probability of P(Z € A;)" So we subtract
this probability, giving:

X -z

E[px ;(z)] = h‘dXE[K ( > 1Z A;] (1-P(Z € A9")
as desired. O

Lemma B.2. Under the same assumptions as Theorem 3.5, for some j € [m]% we have that:

_ X—=z
h dXE[K < - ) |Z € A;} — px|z(]z € A;)‘ < OhP

for some constant C'.
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Proof of Lemma B.2. By assumption that K is a kernel of order ¢, it follows that:

_ — X
hdx /K <yT> px1z(Wlz € A;)dy — px|z(7|z € 43)

= /K(u)pxz(:v +uhl|z € Aj)du — px|z(z]2 € 43)

= /K(u) [pX‘Z(ZE + uh|z € A;) —pX‘Z(:E|Z € A;)]du .

But by Lemma B.5 px|z(z + uh|z € Aj) is £ times differentiable. Then the Taylor series is:

u® hf’

D% z(z]z € A3) N D% z(x + Tuhlz € A3)
px|z(x +uh|z € A;) = Z | o I (uh)® + Z | !

|
!
lloefla<£ llal1=¢

where [|a|; = ¢ and 7 € [0,1]. Substituting this back in cancels out the first summation and
px|z(x|z € A7) (since the kernel is of order /), giving:

/K(u)[pxz(x +ublz € A5) — pxiz(e]z € Aj)ldu
_ /K Doch|Z(x + Tuh|z € Aj)uo‘hedu'
al
lalli=¢
D~ + Tuh|z € A= D~ € A
— /K leZ(x '7'u |2 j)uahzdu — /K(u) Z pX‘Z(x"Z ])uahgdu
lalli=¢ @ lalli=¢ @

uo‘hé o o
§/|K(u)|| o Z ‘D px|z(T + Tuh|z € A;) — D%x |z (|2 GAE)‘du

llel[r=£
ahZ
/|K |]u Z %% |7'uh||ﬁ Cdu
' lel[r=£
W- _
—hP e / K (w)] - [u] - Jull~du.
||Oé||1—4

In the above, we used the fact that pxz(z[z € A;) also follows the Hélder smoothness condition
because of Lemma B.5.
Since in R? all norms are equivalent, we know that for any ¢ > 1, there exists C, such that

O |y2|q)% < Cy Y lyil = llylli- Now let y; = |u;]? where ¢ = (8 — ¢)~1. It follows that

B—1
ully " = (Z |ui|> < Clg_py1 Y il

for some constant Cz_y. Then

) B (7 /PR S N (T 7 s Z |uc,

llell1=¢ lafli=¢ < el =
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where in the last inequality the constant may depend on 8 — £, and the dimension dx. Since we
are assuming [ |K (u)||u®|du < oo for all |laly < B,a € Rix, this means that

'/K(u)[pxz(x +uh|z € A;) — px|z(2]z € Aj)]du| < ChP|r|P=* < OhP.

O
Lemma B.3. Under the same assumptions as Theorem 3.5, the estimator
oy = Do L € ADK )
I hx 3 e 1(Zi € 43)
for some j € [m]% has its variance upper bounded as
var[py j(z)] < ¢ + KP(Z € AS)"
IV = nhixP(Z € Aj) il
where C, K are constants.
Proof of Lemma B.3. By the law of total variance we have:
var(px j(z)) =E[var(px ;()|Z; € Aj,i € S, Z; € A i € 5]
+ Val“s[E[]/?\XJ(:EHZZ’ S A;,Z' €S8,7Z; € Ag,’i € S (B.1)

We proceed to bound the two terms separately.
Bounding the first term

The conditions in the expectation means that

Y 1z e A;)K<X x) - ZK(X

i€[n] sh

”“’) 312 € 45) =15,

i€[n]
We first consider the variance term inside the expectation:

var(ﬁxj !Z-GA*» iGS,ZZ-GA?,Z'GSC)

_ ZZESK( )
—Var<T|S|Z€A lES
thX]SPZV&r( < >Z€A>
€S
X; —
_h2d |S|2ZE|:K2< 3 )ZZ'EAJ-:|.
€S
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Then when S # () we have

var(px j(z)|Z; € Aj,i € 5,7Z; € A i € 5°)

< - .
—h2dx|S|E{K< P >‘Z€AJ]

2 of X —x
<= -
—hzdxosm)E{K( h >‘Z€Aﬂ}’

where the last step makes a small sacrifice in the tightness of the bound in order to allow a very
useful identity to be applied later. As for the other case when S = (), by definition the estimator
px j(x) =0, so the above still holds.

We proceed to bound the expectation E[K 2(%) ‘Z € A;]. First consider K*, a bounded
kernel of order /, not necessarily equal to K. Now notice that px|z(z|z € A;) < pmax < co. This
can be proven by applying lemma B.2 and setting h = 1 to get

\ 5 = 0pxiatolz € Ay - pxiaelz € A7) < ©
It follows that
pxz(elz € A5) < C + / K™ (5 — 2) [px|2(ylz € A3)dy < C 4 Ky < 00,

where K., = sup,cpax [K*(u)l.
Now we have

E[K2<X; x) ‘Z € Aj} — /K2 (y n x> Px|2(yl% € A7)dy < praxh®™ /KQ(U)du < Chx,
(B.2)

where C' > pumax [ K%(u)du is a constant, since both the conditional density and [ K?(u)du are
upper bounded.
Substituting this back into the first term of (B.1) we get

E[Var(]/?\XJ(:EHZZ’ S AE’Z €5, 7Z; € Ag,i € SC)]
2

<E| ———

B [hzdx(lsHl)

2C 1
= E|—|.
hex [ISI +1]

By Lemma B.4 we have

C’hdx]

1 1-P(Z € A5)" ! 1
|S]+1 (n+1P(Z € 4;) — (n+1)P(Z € 43)
Then the first term is bounded by

- 20 C
T hix(n+1)P(Z € A;) T nhixP(Z € Aj)

Elvar(px j(2)|Z; € Aj,i € S,Z; € Af,i € S
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for some constant C'.
Bounding the second term

Now we bound the second term from equation (B.1), and start by examining the inner expec-
tation. When S # @

X —
Elpx;(@)|Z; € Aj,i € 5,7 € AS,i € 59 = h_dXE[K< - ””) ‘Z € A;]

and otherwise when S = @
E[ﬁX75(x)|ZZ- S AE’Z €S5,7Z; € A;,Z € SC] =0.
Then

VarS[E[ﬁXJ(x)\Zi S Aj,i €85,7Z; € A?,i S SCH
X —=x
=(hE|K
(el (57)

Since [ K%(u)du < oo is upper bounded, it follows that [|K(u)ldu < /[ K2(u)du < oc.

Therefore by the same logic as how we arrived at the bound in equation (B.2), we have E[K (£-2)|Z €
A;] < C'h?x for some constant C’. Then we can simply bound the whole expression as:

2
Ze AjD P(Z € AS"(1 —P(Z € AS)").

VarS[E[ﬁXJ(x)\Zi S A;,i €85,7Z; € A;,i S SCH
<C”P(Z € AS"(1 —P(Z € A9)")
<KP(Z € AS)"

for some constant K.

Combining the terms

For the variance (B.1) we have split it into two terms and upper bounded them individually.
It follows that

var[py ;(z)] < + KP(Z € A5)"

C
nhixP(Z € A3)
for some constants C, K as desired. O

Lemma B.4. We have the identity

. 1 1-P(ze Ag)"+1
[[S! + 1} C (n+DP(Z € 4;)°
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Proof. By definition of |S|, it can be regarded as a binomial distribution |S| ~ Bin(n,p) where
p=P(Z € A;). Wealsoset q=1-p=P(Z ¢ A;) Then

1 "1
E[W} -2 Tt UsI=4#)

k

B En: 1 n! g
B I(n — k)!
= k+1kl(n—k)!

L (1 et ek
__Ur%UpZ;<k+1>p 1

n+1
1 n+1 1) — n
= m[(Z( ¢ >ptq( ) t) -4 +1]
t=0
1

= (n +—1)p[(p + Q)HH — q"“] by the binomial theorem

C(n+1)p
1—P(Z € AS)™+!
T (n+ DP(Z € A7)

1 _ qn-i-l]

O

Lemma B.5. Given the Holder smoothness condition in Definition 2.1 with some smoothness (3,
the conditional density px|z(z|z € A;3) also satisfies the same property. That is, it is £ = | 3] times
differentiable and satisfies

—
sup |D%py|z(z]z € A3) — Dpxz(a'|2 € A3)] < Wil|lz — /||
[0

for all « such that ||a|y =4, a € Ngx, where a = (aq, ..., Qg )

Proof. We first show that pxz(z|z € Af) is £ times differentiable. The Leibniz integral rule in
higher dimensions allows switching the order of derivative and integration as follows

0 b b9
oz, </a f(x,z)dz) :/a ({hif(a:,z)dz,

where all elements of a,b are bounded. In context, let a,b be the lower and upper bound vector of
A; and let f(x,2) = pX\Z(‘T‘Z)]p{)ZZiE(Z);)' Then by the Leibniz integral rule, we have

pz(2) : .
D z(z|z € A3) = / D% z(x|2)=——=—dz, Jla|1 =1, forl <i</,
X|Z j " X|Z P(Z € 4))

thus proving that px|z(z|z € A4;) is ¢ times differentiable.
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Now, for an arbitrary « such that |||y = ¢, applying the Leibniz integral rule gives:
|D%px|z(x]z € A7) — Dpxz(2'|z € A3)]
pz(2)
D D~ —d
pX\Z(‘T‘Z) Px \Z( ‘Z) ]P)(Z c Aj) z

st pz(2)
/W1|x—:17\| (ZGA)dZ

<

—/
= Wiz —a'||} "

So px|z(z|z € A;) indeed follows the Holder smoothness condition. O

C Proofs of Section 5

Proof of Theorem 5.1. We first show that px|z(z[2) = % is Holder smooth in x for any fixed

z. Notice that the denominator [ g(z,2)dz > a - pu([0,1]%%) = a > 0 is lower bounded by some
constant. Then to show that px|z(x|z) is Holder smooth it suffices to show that g(x, z) is Holder
smooth in z. But we already required this in the assumptions, where taking all partial derivatives
with respect to z satisfies the Holder condition sup, |D*g(z,z) — D%g(2’, )| < Cljz — a:’H?_é.
Now we show that px|z(z[z) is Lipschitz smooth in 2 by showing that its derivative is bounded.
Without loss of generality take the partial derivative with respect to some z; € Z, then we have:

(%g(x, z) - f9($a z)dr — f (%g(:n, z)dz - g(x, z)
(J g(z, z)dx)?

where we used the Leibniz integral rule to change the order of the derivative and the integral.
But [ g(x,2)dz > a, thus the denominator ([ g(z,z)dz)?* > a? is lower bounded by some positive
constant. Then we just need to show that the numerator is bounded. We have:

% (m,z)-/g(m,z)dm—/aizig(xvz)dx'g(%z)

0
sup 8—px‘z(w\2) = sup

T,z

sup
0 0
< sup gg(w,Z)'/g(w,Z)dw +sup| [ o—g(w, 2)dx - g(x, 2)| -

Recall that g(z,z) is ¢ times differentiable, where ¢ = |3| > 1. It follows that g(x,z) and its
derivatives up to order £ are continuous. Furthermore, since it is defined on a compact space [0, 1]d ,
g(x,z) and (% g(x, z) are bounded. Then each term in the expression above are bounded, and thus
the numerator is bounded. So we have shown that the first derivative sup, , ]%p x|z(7|2)] < K is
bounded by some constant, and therefore px|z is Lipschitz smooth in z. Substituting this result
into the TV smoothness condition (see Definition 3.1) we have:

X120 — Px|z2n]l = / Ipx(z(al2) — px|z(al)ldz

1
g/ K| — | da
0

= K|z —2'|l1

as desired. So px)|z is indeed Holder smooth and TV smooth (hence it is also 4-TV smooth). O
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Proof of Theorem 5.2. We will first show that the function py ;(|2) is Holder smooth. To see this
note that ¢ = [3] = 0 so we do not take partial derivatives, and

xiz(e) a9 = ISP < oxp(An) el )~ explfe’ )

Next let g = g(z,2) and ¢ = g(a/, ) for brevity. We have

0 k=1 4
|eg_eg’| S |g_g/|ZZz:O ’g‘ ‘g
k=1

/’(k—l—i) , 0B
<lg—glexp(M) < Cexp(M)|[z —2"[ly,

k!
and we conclude that
Ipx|2(x]2) — px|2(2'|2)| < Cexp(2M) |z — 2|5

Next we will control the quantity ||px|z—. — px|z==|l1. To see this we note that

Ipx1z22s — Pxizeslh = / Ipx(z(el2) — px|z(al)|dx

)
_ max(px|z(#]2), px|z(z]2')) 1) min 2l 212 da
| oo ety ~ L) mosistlohmstel e
maX(pX\Z(ﬂz),PX|Z($|Z/))
</ <min<pxz<x\z>,pxz<x\z'

Suppose now that the function log px|z(z|2) is Holder with constants K and 7 in z then the above
can be bounded as

PX|z=2 — PX|z=2'l1 & exp 2—=z1) = pxz\x|z)ax
| 1 < [ (exp(K|lz = 2'|[]) — Dpx|z(z|2)d
= K|z = 2|7 + Y _(K|l= = 2'[|])*/k!
k>2
< Kllz = 2|} + K|z = 27> _(Kdz)* ' /k!
k>2
= K|z = 2] + K|z = /[ ("% =1 - Kdy)/(Kdy)
= B”Z - Z/”Pn

where B = K(1+ (X% —1 - Kdz)/(Kdyg)). It remains to show that log px|z(z|2) is Holder with
constants K and . Consider the difference

) 1>pXZ(a:\z)dx.

J exp(g(, z))dz
Jexp(g(@,2'))dx

T 1og J &P, 2) — g(x,2)) exp(g(x, 2))du
< Cllz — 2/} - log e
f(g(x7z/) - g(‘rv Z)) eXp(g(‘Tv Z/))dx
Jexp(g(@,2'))dz

log px|z(z|z) — log px|z(x]2') = g(z, 2) — g(z,2") — log

<COlz—2|]+

<20z - Z|l{,

where we used Jensen’s inequality in the next to last inequality. Reversing the roles of z and 2’ we
complete the proof.
O
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