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ABSTRACT

In recent years, DNS-over-HTTPS (DoH) has gained signi�cant

traction as a privacy-preserving alternative to unencrypted DNS.

While several studies have measured DoH performance relative to

traditional DNS and other encrypted DNS schemes, they are often

incomplete, either conducting measurements from single countries

or are unable to compare encrypted DNS to default client behavior.

To expand on existing research, we use the BrightData proxy net-

work to gather a dataset consisting of 22,052 unique clients across

224 countries and territories. Our data shows that the performance

impact of a switch to DoH is mixed, with a median slowdown of

65ms per query across a 10-query connection, but with 28% of

clients receiving a speedup over that same interval. We compare

four public DoH providers, noting that Cloud�are excels in both

DoH resolution time (265ms) and global points-of-presence (146).

Furthermore, we analyze geographic di�erences between DoH and

Do53 resolution times, and provide analysis on possible causes,

�nding that clients from countries with low Internet infrastructure

investment are almost twice as likely to experience a slowdown

when switching to DoH as those with high Internet infrastructure

investment. We conclude with possible improvements to the DoH

ecosystem.We hope that our �ndings can help to inform continuing

DoH deployments.

CCS CONCEPTS

• Networks → Naming and addressing; Network measure-

ment.
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1 INTRODUCTION

Over the past few years, several industry actors have advocated

for a transition to DNS-over-HTTPS (DoH) as a privacy-preserving

alternative to traditional, unencrypted, UDP-based DNS (Do53).

Mozilla Firefox already defaults to DoH in Firefox for clients in

the United States [36], Google has announced a gradual rollout of

DoH by default in Google Chrome [6], Microsoft plans to build

DoH into both the Edge browser and Windows operating system

itself [34], and Apple has built encrypted DNS into their platforms

for developers to integrate [1].

In response to these commitments to deploy DoH, prior work

has investigated encrypted DNS performance in many ways. Houn-

sel et al. studied how encrypted DNS a�ects web browsing using

�ve EC2 nodes [21] and the direct performance impact faced by US

clients [22]. Lu et al. studied the reachability and performance of

DoH servers to residential nodes around the world [29], though

they approximated Do53 behavior using TCP and only with se-

lected resolvers (instead of clients’ default resolvers). Inspired by

these e�orts, our paper focuses on capturing direct comparisons

between DoH performance and the default client DNS behavior to

assess the performance impact of the transition to DoH. In addition,

we seek to understand whether (and how) the transition to DoH

would unequally a�ect clients in di�erent countries and territories.

Understanding these di�erences is key to understanding how to

make equitable rollout decisions for DoH worldwide.

In this paper, we leverage BrightData (formerly Luminati) [4],

a residential HTTPS proxy network, to conduct DoH and Do53

performance measurements from 22,052 clients located in 224 coun-

tries and territories. We develop careful heuristics for measuring

DoH and Do53 performance through the BrightData network by

instructing BrightData clients to resolve fresh domain names un-

der our control (i.e., cache miss performance). This allows us to

explore the performance lower-bound for both Do53 and DoH. We

demonstrate through ground truth validation experiments that our

heuristics almost exactly approximate DoH and Do53 performance

for BrightData clients, with errors of up to 10ms for DoH and 2ms

for Do53. Our results serve as the closest exact measurements of

DoH and Do53 performance for residential clients around the world.

We compare DoH measurements drawn from four public reso-

lution services (Cloud�are, Google, NextDNS, Quad9) and default

resolution behavior on end-clients. We �nd that clients globally
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take a median 415ms to resolve an initial DoH query, compared to a

median 234ms for a single Do53 query. 19.1% of DoH clients enjoy

a speedup in performance even on the �rst request (despite the

TLS handshake), aligned with prior studies suggesting that DoH

may outperform Do53 in select cases [20]. For example, clients in

Indonesia see their median resolution time drop by 179ms upon

switching from Do53 to DoH. Most clients and countries, however,

do not enjoy such a speedup. Even after accounting for time spent

on the initial TLS handshake, clients in Sudan, for example, expe-

rience a 264ms median increase in resolution time across the four

DoH providers we study. We also examine di�erences between

DoH providers, and �nding that Cloud�are has 36% more points-

of-presence (PoP) and resolves queries 21% faster than the next

closest DoH resolution service. In addition, we approximate geo-

graphic distances between clients and their resolvers, �nding that

DoH providers often fail to select the closest PoP for each client,

sometimes by huge margins. Quad9, for example, only assigns 21%

of clients to the closest available PoP, according to our dataset.

To better explain di�erences in DoH performance around the

world, we model DoH and Do53 performance as the outcome of

several explanatory variables focused on Internet infrastructure

investment, economic development, and DoH infrastructure prop-

erties (e.g., resolver choice, PoP placement). We �nd countries with

low economic development and low Internet infrastructure invest-

ment are more likely to experience signi�cant DoH slowdowns

compared to Do53. For example, clients from countries with nation-

wide bandwidth <25Mbps experience a median slowdown of 350ms

when transitioning to DoH from Do53, compared to just 112ms

for clients in countries with faster Internet speeds. We observe

these trends are still signi�cant even when considering multiple

requests using a single TLS session for DoH queries, highlighting

that while reused connections may dampen the performance cost

slightly, they still disproportionately impact countries with fewer

economic capacity.

We conclude with a discussion of the implications of our mea-

surements on DoH rollout globally and how to support and enable

future research in this space. To this end, we provide our dataset1

in the hopes that it may aid in further research. We hope our results

will add context to the discussion surrounding DoH deployment

and can inform relevant parties on DoH deployment strategies.

In summary, our contributions are as follows:

(1) We conduct measurements of DoH and Do53 performance

globally at 22,052 residential clients from 224 countries, and

are able to directly evaluate the performance cost of switch-

ing to DoH from default client DNS behavior. Our dataset

will be released at publication time.

(2) We show that DoH performance varies for clients around

the world, and that while most clients would experience only

a moderate slowdown, 10% of the clients in our dataset see

their resolution times triple as a result of switching from their

default resolver to DoH. We �nd that 8.8% of the countries

bene�t from a switch to DoH from Do53.

1Dataset: https://github.com/rishabhc/imc21-measuring-doh-performance.

(3) We �nd that a signi�cant number of clients are not being

routed to the public resolver PoP nearest to them. For exam-

ple, 26% of Cloud�are clients could be switched to a PoP at

least 1,000 miles closer.

(4) We model DoH and Do53 performance as an outcome of

several explanatory variables, and �nd that countries with

lower Internet infrastructure investment will experience dis-

proportionate slowdowns in a unilateral switch to DoH from

Do53.

2 BACKGROUND AND GOALS

In this section, we introduce relevant encrypted DNS work and

describe our research questions.

DNS-over-Encryption. The Domain Name System (DNS) al-

lows clients to look up a human-readable domain name to obtain its

IP address [35]. The commonly used DNS protocol uses port 53 (ref-

erenced as “Do53”) and supports unencrypted queries over UDP and

TCP. The fact the DNS remains widely unencrypted raises security

and privacy concerns which have been well-studied, such as connec-

tion eavesdropping or tampering with DNS tra�c [47]. To secure

DNS, the Internet Engineering Task Force (IETF) has proposed and

developed �ve major protocols: DNS-over-TLS (DoT), DNS-over-

HTTPS (DoH), DNS-over-QUIC, DNSCrypt, and DNSSEC [47].

DoH vs. DoT. Among existing DNS-over-Encryption solutions,

DoT and DoH have gained the widest adoption in practice [29].

Both protocols send DNS tra�c over a TLS connection, with DoH

sending queries in an HTTP GET request. Recent reports show that

DoH has gainedmore traction than DoT [8, 25], in part because DoH

causes fewer problems with port-oriented �rewalls since it uses

port 443 instead of alternate ports (DoT uses port 843 by default) [8].

This also makes DoH more robust to censorship [21], as a censor

is unlikely to block port 443 universally. As DoH seems to be the

most widespread encrypted DNS standard in use today, we focus

primarily on it in this research.

Why Not Existing Methods? Existing measurement method-

ologies are insu�cient to answer our research questions. The �rst

type of methodology requires direct control over each vantage

point. As a result, the number of vantage points is highly limited

(e.g., a single machine [8] or 5 Amazon EC2 nodes [21]). A recent

work obtained access to 2.6K volunteer nodes from the FCC Mea-

suring Broadband America program, but all of these vantage points

were in the United States [22]. Doan et al. measured the perfor-

mance of DoT using 3.2K RIPE Atlas probes located in residential

networks [16]. However, their measurement only covered DoT, and

the methodology cannot be used for DoH measurement due to the

API restrictions of RIPE Atlas.

Another technique in the literature made use of SOCKS proxy

networks [29] to run DoH and Do53 measurements through a large

number of vantage points. However, because of the lack of control

over the vantage points and involvements of proxy servers (mid-

dleboxes), this method cannot obtain the absolute query latency for

DoH or Do53 [29]. Instead, they can only obtain the di�erential. In

addition, their measurement technique only supported DNS-over-

TCP (instead of the more common DNS-over-UDP), and did not
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Figure 1: Our Experimental Setup —The measurement client, web

server, and authoritative name server are under our control. We use proxy

service BrightData to reach a large number of clients (exit nodes) located in

di�erent countries. Each client sends queries over DNS-over-HTTPS (DoH)

and conventional DNS (Do53), and we measure the timing and results.

allow them to measure the performance of default resolvers of their

clients.

Di�erent from existing works, our methodology aims to (1) cover

a large number of residential vantage points from many countries,

(2) study the behavior of default client resolvers as con�gured rel-

ative to DoH, and (3) obtain absolute query latency from both

our DoH and Do53 measurements. While we do not expect DoH

to outperform Do53 in terms of latency, we want to study the

performance impact of a transition from Do53 to DoH as it may

disproportionately impact some user populations in certain world

regions compared to others.

The following related questions guide our research:

(1) What is the performance impact on real-world clients of a

switch from traditional Do53 to DoH?

(2) How does this impact di�er across countries and geographi-

cal regions?

(3) What external factors or variables explain the performance

asymmetries we observe?

(4) How do public DoH services di�er in their architecture, and

how do these di�erences a�ect end clients?

3 METHODOLOGY

In this section, we describe our measurement methodology to

achieve the goals described above.

3.1 Methodology Overview

To conduct DoH and Do53 measurements, we utilize a proxy ser-

vice called BrightData (formerly known as Luminati) [4] to solicit

measurement vantage points from a large number of countries.

BrightData is a paid HTTPS proxy service that routes tra�c glob-

ally via exit nodes that have HolaVPN installed [30, 46]. HolaVPN

is a community powered VPN that gives users free VPN access in

exchange for the users’ machines becoming part of the Hola net-

work. A key advantage of BrightData is that it allows us to perform

measurements via machines located in residential networks. For

an extended discussion of the ethics of using proxy networks like

BrightData as measurement platforms, see Appendix A.

Architecture. Figure 1 shows our measurement setup. We host

a web server and a corresponding authoritative name server (de-

noted as “a.com”, located in the U.S.) to receive DNS and HTTP

requests. The authoritative name server runs BIND9 on Linux [27].

We also control a measurement client to communicate with the

BrightData Super Proxy, which instructs exit nodes to resolve our

domain name either via DoH or Do53. BrightData does not allow

our measurement client to directly control the exit node, rather, all

requests must be routed via the BrightData Super Proxy.

We use BrightData not only for its global coverage of exit nodes,

but also for a number of features that facilitate our measurements:

(1) We can specify the country of an exit node for a particular

request, allowing us to target clients globally. (2) We can make

multiple requests via the same exit node. This allows us to measure

both DoH and Do53 performance from a single exit node.

Measurement Work�ow. Our measurement client takes a

country code and target public DoH resolvers as input. After a survey

of relevant literature [15, 29], we selected four public DoH providers

to examine for this study: Cloud�are [13], Google [17], NextDNS

[37], and Quad9 [40]. These servers include some of the largest DoH

providers andwe view them as representative of current public DoH

o�erings. Our client �rst connects to the BrightData Super Proxy

and requests to connect to an exit node in the speci�ed country.

The Super Proxy randomly selects an exit node in the given country

and then acts as the middle-man to forward our tra�c to the exit

node. For each exit node, we run two distinct measurements:

• DoH Measurement The exit node performs a DoH res-

olution for a unique subdomain of our web server (e.g.,

<UUID>.a.com) for each public DoH resolver.We use a unique

subdomain (e.g., a UUID) for each request to control for any

domain caching issues, thereby forcing the client to contact

our authoritative name server for each measurement. In the

process, the public DoH resolver queries our authoritative

name server (as shown in Figure 1, steps ∏–ª). Note that the

Super Proxy itself does not implement any code to perform

DoH resolutions. We send the DoH resolution request from

our measurement client and the Super Proxy only acts as

the middle-man to forward the request to the exit node.

• Do53 Measurement To conduct a Do53 measurement, the

exit node sends an HTTP GET request to our web server at

a unique subdomain (again, (<UUID>.a.com). This triggers

a Do53 resolution at the exit node. We note that the exit

nodes may be con�gured to use a variety of DNS resolvers

(i.e., from ISP-provided resolvers to custom resolvers). This

methodology allows us to measure the Do53 performance

under each individual exit node’s default con�guration. This

assumption is veri�ed in Section 4.3

We made a conscious decision to control the impact of DNS

caching for all our measurements. By using a unique subdomain

(e.g., a UUID) for each request, we force the client to contact our

authoritative name server each time. The purpose is to rule out the

impact of caching while allowing us to attribute di�erences in reso-

lution time to the transport protocol instead of the resolved domain

name. This approach is similar to that used in prior works [8, 29].

Although this method does not capture clients’ cache hit perfor-

mance, it represent a “worst-case” evaluation for both Do53 and

DoH. We will further discuss this limitation later in Section 7.

3.2 Calculating DoH Query Time

As noted earlier, we do not have a full control over the exit nodes to

directly run measurements for the DoH and Do53 resolution times.
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Figure 2: DNS-over-HTTPS (DoH) Request Timeline —Our measurement client sends a DoH request to the BrightData SuperProxy, which

forwards the request to an exit node. The exit node then sends a DoH request to an DoH provider (e.g., Cloud�are), which resolves the domain name by

contacting our authoritative name server.

In this section, we detail our strategies to measure, derive, and verify

the resolution time based on the timing information collected from

our measurement client, our web server, our authoritative name

server, and the information obtained from the Super Proxy.

Figure 2 shows a detailed breakdown of the measurement pro-

cess for DoH (22 total steps). We use C8 to denote the time taken

in the 8th step. For each measurement, we instruct the exit node

to resolve a unique subdomain name “<UUID>.a.com” under our

control by sending a HTTPS request to a public DoH resolver (e.g.,

cloudflare.com).

Step (1–8): Establish aTCPConnection toDoHServer. Steps

(1–2) initiate the establishment of a TCP tunnel (using HTTP CONNECT)

from our measurement client to the exit node via the Super Proxy.

In step (3–4), the exit node �rst resolves the DoH server’s domain

name (e.g., cloudflare.com) with its local DNS con�guration. Af-

ter that, the exit node does a 3-way TCP handshake with the DoH

server (steps 5–6).

In step (7), the exit node replies back to the Super Proxy. The

HTTP response headers contain useful timing information, for

example, the time it took to resolve the domain name of the DoH

server (C3 + C4) and the time of the TCP handshake (C5 + C6). In step

(8), the Super Proxy sends a “200 OK” back to our client, establishing

the TCP tunnel. In addition, it sends our measurement client the

timing information encoded in the response headers from the Super

Proxy.

Step (9–14): Establish a TLS Session. Using the TCP tunnel,

our client sends a ClientHello to establish a TLS session with

DoH resolver in step (9–11). The DoH resolver then sends back a

ServerHello and Finished to our client in step (12-14). Note that

we establish a TLS session in only one round trip due to the use of

TLS 1.3 as speci�ed in RFC 8446 [42] (TLS 1.2 uses two round trips).

Since TLS 1.3 is now supported and preferred in the DoH resolvers

we study, we only include one round trip time.

Step (15–22): Resolve the Domain Name. In step (15–17),

our client sends a Finished and an HTTP GET request to the DoH

resolver to resolve the target domain name “<UUID>.a.com”. The

DoH resolver then resolves the domain name by contacting our

authoritative name server in step (18–19). In step (20–22), the DoH

server encrypts the resolved IP and sends it back to our client,

completing the DoH resolution.

3.2.1 Calculating DoH Resolution Time. Our goal is to measure

the round trip time for DoH resolving at the exit node. To mimic

reality, we need to exclude the time spent to communicate with the

Super Proxy, and thus the total time is:

C⇡>� = (C3 + C4 + C5 + C6) + (C11 + C12) + (C17 + C18 + C19 + C20) (1)

Known Timing Information. To calculate C⇡>� , we rely on

three sets of available timing information. First, on themeasurement

client, we can obtain four timestamps (marked out as A, B, C, and

D in Figure 2).

Second, we can calculate (C3+C4+C5+C6) based on the header infor-

mation fromBrightData’s Super Proxy. Speci�cally, BrightData’s Su-

per Proxy collects important timing information from the exit node.

In theHTTP header (received at step 8), the X-luminati-tun-timeline

�eld has two key values: the “DNS” value is C3+C4, and the “Connect”

value is C5 + C6.

Third, we can obtain the processing time spent on BrightData

boxes (Super Proxy and exit node), denoted as CBrightData. This is

done based on the HTTP header from the Super Proxy. Header

�eld X-luminati-timeline includes the detailed time spent on

BrightData boxes to authenticate the client, initialize the Super

Proxy, select and initialize the exit node, and check the validity of

the requested domain name. We obtain CBrightData by simply adding

the provided times.

Assumptions. Our remaining calculation is based on two as-

sumptions.Wewill validate the assumptions and our overall method-

ology in a ground-truth experiment detailed in Section 4.

(1) We assume the round trip time between our client and the

exit node is relatively stable. This means ')) = (C1 + C2 +

C7 + C8) = (C9 + C10 + C13 + C14) = (C15 + C16 + C21 + C22).

(2) The processing time spent by BrightData boxes (CBrightData)

is only incurred once when we establish the TCP tunnel (step

1–8). Once the tunnel is established, BrightData boxes take

negligible time to forward later requests. (step 9–22).

Calculating C⇡>� . With these assumptions, we can now calcu-

late C⇡>� based on Equation 1.

First, in Equation 1, (C3 + C4 + C5 + C6) is already provided by the

Super Proxy, and we only need to calculate the remaining parts.

Based on the two timestamps )⇠ and )⇡ , we have:

)⇡ −)⇠ =

22’

8=9

C8 (2)

The above equation involves Assumption-2 as we assume Bright-

Data boxes take minimal time to forward the request after the initial

TCP connection is established. Then based on Assumption-1, the

round trip time between our client and exit node (')) ) stays the
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same for (C9 + C10 + C13 + C14) and (C15 + C16 + C21 + C22), and thus the

above Equation 2 can be rewritten as:

C11 + C12 + C17 + C18 + C19 + C20 = )⇡ −)⇠ − 2 × ')) (3)

Then, by adding (C3 + C4 + C5 + C6) to both sides, we have:

C⇡>� = )⇡ −)⇠ + (C3 + C4 + C5 + C6) − 2 × ')) (4)

At this point, we only need to calculate ')) to obtain the desired

C⇡>� . To calculate ')) , we use the two timestamps)� and)⌫ , and

compute:

)⌫ −)� =

8’

8=1

C8 + CBrightData (5)

where CBrightData is the time spent on BrightData boxes to establish

the TCP tunnel (already known). As stated in Assumption-1, the

round trip time stays the same as ')) = C1 + C2 + C7 + C8. We can

rewrite the above equation as:

')) = )⌫ −)� − (C3 + C4 + C5 + C6) − CBrightData (6)

By taking Equation 6 to Equation 4, we have:

C⇡>� = ()⇡ −)⇠ ) − 2 × ()⌫ −)�) + 3 × (C3 + C4 + C5 + C6)

+2 × CBrightData (7)

We obtain C⇡>� based on Equation 7 where all the values are

known from measurements/header information.

3.3 Calculating Do53 Query Time

For Do53 measurements, we simply extract the timing information

from the header of BrightData’s response. Recall that our Do53

measurement is to instruct the exit node to visit our website under

<UUID>.a.com via the Super Proxy. During the process, the exit

node uses traditional DNS resolving (e.g., DNS-over-UDP) with

their default con�gurations. The query time of Do53 is recorded in

the header of Super Proxy response (X-luminati-tun-timeline header;

“DNS” value). We validate the reliability of the Super Proxy’s header

information in Section 4.2.

3.4 DoH Connection Reuse

Existing studies show that DoH performance can be improved if

a user reuses the same TLS connection for multiple DNS resolu-

tions [8, 22]. As such, we also want to measure the performance of

DoH connection reuse. We denote C⇡>�' as the DoH query time

if the exit node reuses an already established TLS session to send

more DNS queries. In this case, C⇡>�' represents the performance

of subsequent queries (after the �rst query). C⇡>�' is expected

to be shorter than C⇡>� as we no longer need to perform a TCP

handshake or TLS session establishment.

Directly measuring DoH connection reuse is not feasible at the

exit node. This is because the BrightData Super Proxy closes connec-

tions after a request is sent. To estimate C⇡>�' , we calculate an up-

per bound value by subtracting the time for DNS resolution (C3+C4),

TCP handshake (C5 + C6) and TLS session establishment (C11 + C12)

from C⇡>� . This means, C⇡>�' = C⇡>� − (C3+C4+C5+C6)− (C11+C12).

Based on Equation 7, we have:

C⇡>�' = ()⇡ −)⇠ ) − 2 × ()⌫ −)�) + 2 × (C3 + C4 + C5 + C6)

+2 × CBrightData − (C11 + C12) (8)

In this equation, all the values are known so far except for (C11 +

C12). To obtain (C11 + C12), we assume the round trip time between

the exit node and the DoH resolver is near identical, which means

(C11 + C12) = (C5 + C6) (see Figure 2). As stated before, (C5 + C6) is

known based on the Super Proxy’s header. With this assumption,

all the values in Equation 8 are known and we can estimate C⇡>�' .

We validate this calculation method in Section 4.1.

3.5 Limitations and Remedies

Our measurement methodology works for the vast majority of

the countries in the BrightData network, with a few exceptions.

These exceptions only apply to Do53 measurements and do not

a�ect DoH data. Speci�cally, we �nd that our method (Section 3.3)

cannot return accurate Do53 measurements for 11 countries (out

of 200+ countries, 5%) where the BrightData Super Proxy servers

are located [5]. These 11 countries include the USA, Canada, UK,

India, Japan, South Korea, Singapore, Germany, Netherlands, France,

and Australia. In these 11 countries, BrightData will perform DNS

resolution at the Super Proxy rather than at the exit node regardless

of our request con�guration. As a result, the header information

we obtain does not re�ect the Do53 query time at the exit node.

To obtain the missing Do53 data from the 11 countries listed

above, we leverage the RIPE Atlas network [43]. RIPE Atlas is

a global volunteer network to support simple connectivity and

reachability measurements. RIPE Atlas supports conventional DNS

probing, which is su�cient to collect Do53 data from those 11

countries.2

To ensure the Do53 measurement data obtained from RIPE Atlas

is consistent with the rest the data from BrightData, we perform

validation experiments in “overlapping” countries that are covered

by both BrightData and RIPE Atlas (see Section 4.4). The experi-

ments con�rm that our remedy strategy is valid. Given that RIPE

Atlas does not support DoH measurements, for these 11 countries,

we combine the Do53 data from RIPE Atlas with the DoH data

from BrightData for our analysis. The Do53 data from the 11 coun-

tries can support most of our analyses, with the exception of any

per-client DoH-Do53 comparisons (Section 6).

Another limitation of BrightData is that it might not always be

accurate in mapping exit nodes to the country the user resides in.

Based on our observation, BrightData uses the IP Address of an

exit node to determine the country it is from but there might be

a chance that BrightData makes mistakes. To account for these

inaccuracies, we add an additional check on our end. As mentioned

in Section 3.1, for Do53measurements, the exit node sends an HTTP

GET request to our web server. Thus we know the /24 subnet pre�x

of the exit node. We use this pre�x to determine the location of the

exit node using the Maxmind Geolocation Service [32]. We discard

any data points for which there is a mismatch between the country

speci�ed in the BrightData API and the country determined using

the Maxmind service. In the end, we discarded 0.88% of the data

2RIPE Atlas does not support HTTPS connections to arbitrary hosts and thus we do
not use RIPE Atlas for DoH measurements in the �rst place.
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Country Ireland Brazil Sweden Italy India USA

Query Time (ms) DoH DoHR DoH DoHR DoH DoHR DoH DoHR DoH DoHR DoH DoHR

Our Method 116 94 193 182 129 122 246 236 254 251 53 25

Ground-Truth 109 85 190 176 131 126 245 238 260 257 52 23

Di�erence 7 9 3 6 2 4 1 2 6 6 1 2

Table 1: Ground-truth Experiments for DoH and DoHR —We set up our own exit nodes in 6 di�erent countries to valid our DoH measurement

methodology. We show the median DoH and DoHR query time (in millisecond) obtained by our method match well with the ground-truth.

Country Ireland Brazil Sweden Italy

Our Method 102 139 131 204

Ground-Truth 102 138 129 203

Di�erence 0 1 2 1

Table 2: Ground-truth Experiments for Do53 — We set up our

own exit nodes in 4 di�erent countries to valid our DoH53 measurement

methodology. We show the median query time (in millisecond). Do53 mea-

surement is not applicable via BrightData in the USA and India (see Sec-

tion 3.5).

points collected. All the analysis and results in the rest of the paper

have already excluded such data points.

4 GROUND-TRUTH VALIDATION

Our measurement methodology is based on several assumptions

outlined in Section 3. In this section, we run small-scale experi-

ments to test the validity of our methodology before running full

measurements.

4.1 Validating DoH and Connection Reuse

To validate the correctness of our DoH measurement methodology

(Section 3.2 and Section 3.4) we set up our ownmachines in di�erent

locations and volunteer them to join the BrightData network as exit

nodes. We then force the BrightData Super Proxy to select our own

machines as exit nodes to perform tests. Once our measurement

client is successfully connected to our own exit node (via the Super

Proxy), we are able to perform a “ground-truth” DoH measurement

at the exit node and compare it with the values calculated by our

proposed method.

Setup. We set up six EC2 machines (with full control) in Ireland,

Brazil, Sweden, Italy, India, and the USA. For each machine, we

install the HolaVPN software to make the machine part of the

BrightData network of exit nodes. We then repeatedly query the

Super Proxy with the corresponding country code, city name, and

ASN of our machine until our machine is eventually selected as the

exit node. Because we have a full control over the measurement

client and the exit node, we can then obtain a complete view of

how the BrightData network works.

DoH Validation Experiment. To validate our DoH measure-

ment method (Equation 7), we �rst directly control the exit node to

perform a DoH resolution with a DoH resolver (i.e., Cloud�are) and

record the query time, which we consider “ground-truth”. Then, we

run our proposed DoH measurement method to obtain the query

time—in this case, the DoH query is performed via the SuperProxy,

and the DoH query time is calculated using Equation 7. For each

machine, we repeat measurements 10 times and take the median

query time. Table 1 shows exact and estimated DoH measurement

times for each ground truth node. Our method returns consistent

values compared to ground-truth measurements, with di�erences

within 8ms.

DoH Connection Reuse. We also validate our method to cal-

culate query timing for DoH connection reuse C⇡>�' (Section 3.4,

Equation 8). The ground-truth C⇡>�' is obtained by directly con-

trolling the exit node to perform a DoH query multiple times and

re-using the same TLS connection. As shown in Table 1, the DoHR

query time obtained by our method is highly consistent with the

ground-truth values across all six countries, again with di�erences

under 10ms per query.

4.2 Validating Do53 Measurements

We conduct similar validation experiments for our Do53 measure-

ments. Recall that USA and India are among the 11 countries that

have BrightData Super Proxy servers and thus the Do53 measure-

ment is not applicable (see Section 3.5). As such, we only run the

Do53 validation experiments on the other 4 machines. We compare

the time taken to conduct a Do53 measurement at each ground

truth node with the Do53 query time collected from the Super

Proxy header (see Section 3.3). For each machine, we repeat this

experiment 10 times to report the median value. We �nd that our

Do53 measurement method is consistent, with di�erences within

2ms (Table 2).

4.3 Default DNS Protocols of Exit Nodes

Our methodology assumes the default DNS resolving protocol of

the exit nodes is Do53. Here we brie�y justify and validate this as-

sumption. When we proxy a request through the exit nodes, there

could be di�erent possible ways for the exit nodes to resolve the

domain names. They could be using browser speci�ed con�gura-

tions (since HolaVPN is a browser extension), the default operating

system settings, or even speci�c DNS servers hard coded in the

HolaVPN. To �gure out the DNS resolution mechanism used by

exit nodes, we perform experiments using these exit nodes under

out control. We instruct each exit node to visit our website under

“<UUID>.a.com” via the Super Proxy multiple times. For each mea-

surement, we use di�erent resolvers con�gured for the operating

system and the browser. We then capture the packets on our ma-

chines using Wireshark. In these experiments, we observe that all

of the exit nodes consistently use the resolver con�gured for the

operating system as the default.
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Output Metric Coef. (ms) Scaled Coef. (ms)

Delta GDP -6.67e-4* -13.8*

Bandwidth -2.26 -134.5

Num ASes -5.9e-2 -80.8

Nameserver Dist. 1.13e-2 30.0

Resolver Dist. 5.6e-2 93.4

Delta 10 GDP -3.5e-4* -7.3*

Bandwidth -1.23 -73.3

Num ASes -4.7e-2 -63.6

Nameserver Dist. 7.3e-3 19.6

Resolver Dist. 2.6e-2 42.4

Delta 100 GDP -3.2e-4* -6.6*

Bandwidth -1.13 -67.2

Num ASes -4.6e-2 -61.9

Nameserver Dist. 7.0e-3 18.5

Resolver Dist. 2.3e-2 37.3

Table 5: Linear Modeling of DNS Performance—We show the

results of our linear modeling, with both unscaled and scaled coe�cient

values for maximal interpretability. Internet infrastructure investment is

the most signi�cant factor to consider when evaluating DoH performance

slowdowns worldwide. All results are statistically signi�cant with ? < 0.001

with the exception of GDP, which was not signi�cant for any regressions.

respective odds ratios follow a similar pattern—the odds that coun-

tries with a lower number of ASes than the median experience a

slowdown is 1.99x compared to countries with a higher number

of ASes than the median. There is a slight change when additional

DNS requests are added, however, the number of ASes in a country

is still a strong predictor of whether clients in a given country will

experience a slowdown. Although some studies have suggested

DoH can improve performance compared to Do53 [22], we observe

this e�ect is rarely attributed to clients with low Internet infras-

tructure investment—of the clients that experience a DoH speedup

compared to Do53, 84% have fast nationwide Internet speeds and

93% have high numbers of ASes.

Resolver. The choice of DoH resolver has a signi�cant impact

on client performance. For almost all requests, we observe that

clients that used Google, NextDNS, and Quad9 for DoH resolutions

experienced a signi�cant slowdown compared to clients that used

Cloud�are for DoH resolution—an odds of experiencing a slowdown

of 1.76x, 2.25x, and 1.78x respectively. These odds decrease slightly

as more requests are added, the largest increase of which goes

to clients that use Quad9, for which the odds increase only 1.27x

compared to Cloud�are for the 100th request. In spite of these rela-

tive di�erences, we observe that in aggregate, the raw slowdowns

experienced by each resolver are relatively similar, ranging from

28ms to 85ms for ⇡>�100, indicating that the performance impact

from choice of resolver is signi�cantly reduced when considering

multiple requests for the same TLS session.

Summary. Our results indicate that a universal transition to

DoH from Do53 would disproportionately impact countries with

lower income and less Internet infrastructure investment.

6.2.2 Linear Modeling. Although our logistic model gives us in-

sight into which types of clients will experience a slowdown when

transitioning to DoH, it does not tell us the impact that each explana-

tory variable has on the continuous outcome of the delta between

Do53 and DoH times. To measure this, we model the raw time delta

between Do53 and DoH per client. We model this outcome as a lin-

ear regression with the GDP per capita, broadband speed, number

of ASes available in each country, the geodesic distance from the

client to our authoritative name server, and the geodesic distance

from the client to the DoH resolver used as input variables. We add

distance metrics as they may server as latent confounds to other

results—by controlling for distance, we remove concerns about bias

introduced because clients were closer or further away from the

DNS infrastructure used to resolve the query.

Table 5 shows the results of our model. We report the model

weights as coe�cients of the linear regression, which shows the

relative impact of each individual variable on the outcome. We

also show normalized coe�cients, which is the outcome of the

linear regression after scaling each explanatory variable to a scale

from 0 to 1. All results presented were statistically signi�cant with

? < 0.001 with the exception of GDP, for which no results were

statistically signi�cant.

For each output, we observe that a client country’s investment

in Internet infrastructure is the strongest predictor of a DoH slow-

down. For ⇡>�1, a di�erence of 1Mpbs in nationwide bandwidth

has an estimated impact of -2.26ms. Normalized, a change in one

unit of nationwide bandwidth or the number of ASes has an es-

timated impact of -134.5ms and -80.8ms in delta performance re-

spectively. We did observe a small trend that the distance a client

is from our authoritative nameserver increases the delta time, but

this is far outstripped by Internet investment factors. In contrast,

the second largest factor in predicting delta time was the distance

to DoH recursive resolver—one normalized unit change in resolver

distance amounted in an estimated impact of 93.4ms in query time.

As noted in Section 5, DoH providers have di�erent PoP placement

strategies, with Cloud�are opting for a more globally distributed

presence while Google tends to have smaller, more centralized PoPs

that handle more geographic area. Even when considering clients

from a single DoH resolver (e.g., Google), the distance between the

recursive resolver and the client has a statistically signi�cant impact

on delta performance, even matching Internet investment features

for Google and Cloud�are. These results highlight that resolver

deployment strategy and e�cient routing will play an important

role in equitable DoH performance. We show full resolver-�ltered

regression tables in Appendix C.

Increasing the number of DNS requests per TLS connection

decreases the scale of each coe�cient, and notably decreases the

relative power that bandwidth has when compared to the number

of ASes per country (1.7x to 1.1x), noting that bandwidth may

play a smaller role in practice than nationwide Internet investment

broadly. Both Internet investment features outweigh distance and

nationwide income metrics when multiple requests are considered.

Our results highlight that as we move towards deploying DoH

universally, we should consider the impact that the protocol will

have on Internet clients worldwide and potentially change our

deployment strategies to not disproportionately a�ect clients with

lesser means.
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7 DISCUSSION AND FUTUREWORK

Our results point towards solutions for a more equitable DoH-by-

default deployment, with implications for both software vendors

(e.g., browsers, operating systems) and DoH resolution services.

Software Vendors. Countries with already low Internet infras-

tructure investment and economic development will be dispropor-

tionately impacted by a unilateral switch to DoH from Do53. As

such, we suggest that software vendors refrain making DoH the

default choice for DNS resolution for clients, at the least until mea-

surement data for each country suggests that the impact of turning

on DoH would be negligible for common Internet applications. In

some cases, the performance cost may be acceptable to clients who

face signi�cant security and privacy challenges like censorship

and network monitoring. However, we suggest that vendors can

allow clients to opt-in to DoH services, and even o�er clients with

potentially useful information to help them decide (e.g., provid-

ing the user with data on how their web browsing performance

would degrade if DoH was turned on). We note that vendors may

already be rolling out DoH deployment in waves, for example, Fire-

fox and Chrome on Android have turned on DoH by default for US

clients [2, 36]. However, many vendors have not explicitly released

their DoH rollout plans.

ImprovingDoHResolution Services. Evenwhen controlling

for the resolution service used (e.g., Google, Cloud�are), the second

largest factor in DoH slowdowns was the distance to the recur-

sive resolver performing the resolution. We observe that di�erent

providers take signi�cantly di�erent approaches—Cloud�are, for

example, has invested in signi�cant geographic spread (146 PoPs)

compared to Google, who has a relatively small number of PoPs

(26) that handle signi�cant geographic regions. One potential area

of improvement for DoH performance may be to begin investing

in small PoPs in areas with little development to reduce the time

taken to get into the DoH provider network. However, as we show

in Figures 5 and 6, having many PoPs is not enough on its own.

For example, we observed signi�cantly more PoPs for Quad9 than

for any other provider in Sub-Saharan Africa, but clients in this

region frequently use PoPs across the continent, or even across the

world. In some cases, these PoP allocations may not be explicitly

due to the resolution service itself, but rather that the service may

rely on BGP anycast to perform routing, which has known ine�-

ciencies [28]. Still, providers should ensure that clients are taking a

full advantage of the PoPs nearby by continuing to improve their

methods for assigning the optimal PoP to each client. Furthermore,

while this seems likely to improve resolution times to some extent,

nationwide bandwidth is still the largest factor that dictates DoH

performance, and must be carefully considered before switching

clients to DoH by default.

Cache Hits and Misses. Our study excluded the impact of

caching when comparing DoH and Do53—the goal was to attribute

the performance di�erences to transport protocols instead of do-

main names resolved. A drawback is that the results may not re-

�ect each clients’ real-world performance (i.e., which involves both

cache hits and cache misses). Rigorously comparing the perfor-

mance under cache hit and cache miss is an interesting venue for

future work. Intuitively, DoH is more “centralized” than Do53; it

would be interesting to study whether a more centralized cache

implementation would lead to more or less cache hits, and how the

caching performance eventually a�ect client experience.

EvaluatingDoHPerformance for InternetApplications. Pre-

vious studies of DoH performance have suggested that DNS is just

a small part of web loading times and can even improve web page

loading times on fast connections [21]. While this may be true for

web browsing, DNS underpins almost all Internet communication—

for example, software updates, instant messaging, and content

delivery—and studying how DoH performance impacts other con-

texts remains an important area of future work.

Limitations. One core limitation of our study is the bias intro-

duced by using a single proxy service, BrightData, for all of our

measurements. We acknowledge this may introduce a bias towards

users that are more technically savvy (e.g., ones using a proxy

service in the �rst place). In addition, due to BrightData system

restrictions, we could not study per-client di�erences for 11 coun-

tries, though several of them have been studied extensively in prior

work [29]. Another limitation is the number of exit nodes available

in a country varies in the BrightData network. In our study, we

selected countries that had at least 10 unique clients. The unique-

ness of the clients was ensured by the unique ID assigned by the

Super Proxy. The number of clients per country varies from 10

to 282. This might skew our results due to some countries being

underrepresented but our analysis show that the results are still

statistically signi�cant. Our study also only used a single authorita-

tive name server in one location, whereas actual DNS performance

depends on name servers located throughout the world. Our mod-

els in Section 6 did control for the distance to the name server,

however, future work may want to vary name server location to

simulate a more realistic DNS environment. Finally, our study only

considers TLS 1.3, and clients that still use TLS 1.2 will have slower

DoH performance overall. However, relative trends (e.g., between

infrastructure investment and DoH performance) will likely remain

consistent.

8 RELATED WORK

Measurements of DNS-over-Encryption. Our work follows

from many measurement studies of encrypted DNS performance [8,

16, 18, 21, 22, 29, 33]. Our study complements these existing works

by signi�cantly increasing the coverage of vantage points (22,052

unique clients over 224 countries). This allows us to study the DoH

performance around the world and examine correlated factors.

Lu et al. [29] conduct measurements in a large number of coun-

tries (100+). However, they cannot obtain the absolute DoH and

Do53 resolution time with the clients’ default Do53 resolvers. Inter-

estingly, they reported a reachability over 99% from exit nodes in

China to Cloud�are and Quad9 in 2019. However, we observe that

in 2021, 99% of the DoH queries sent from exit nodes in China were

completely dropped. It is possible that related censorship policies

in China have updated in the past two years.

With a focus on DoT, Doan et al. [16] obtains the absolute reso-

lution times using 3.2K volunteer probes in the RIPE Atlas network.

While they focus on a di�erent encrypted DNS protocol (i.e., DoT),

their study shares some similar observations with our study onDoH.
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For example, they show that DoT generally has slower response

times than Do53; when comparing di�erent DoT resolvers, they

also observe that Cloud�are and Google have better performance

than Quad9. In contrast to [16], our study is of a larger scale (22K

clients) and focuses on country-level analyses rather than continent

level analyses. In doing so, they conclude that Cloud�are is the only

resolver that exhibits consistent response times across continents,

whereas we �nd that all resolvers (including Cloud�are) exhibit

a high level of regional variance. We also further explore the po-

tential reasons (e.g., economies, Internet infrastructures, PoPs) for

cross-country di�erences, which are not studied in prior work.

Regarding other DNS-over-Encryption solutions, researchers

have measured the adoption of DNSSEC and explored reasons be-

hind the slow adoption rate [9, 10]. Their focus is adoption and

(mis-)con�gurations rather than performance.

Security and Privacy of DNS-over-Encryption. DNS-over-

Encryption provides certain security/privacy bene�ts but it is not

necessarily resilient against all adversaries. Hoang et al. [19] �nd

that, under encrypted DNS, the IP addresses (visible to ISP adver-

saries) may still reveal the websites that users visit. On a similar

track, Siby et al. [44] demonstrate that DoH tra�c can be �nger-

printed to infer user activities. Huang et al. [24] show that en-

crypted DNS can be downgraded to plain text DNS by an adversary

by exploiting the DoH implementation in browsers. As DNS-over-

Encryption is on the verge to be widely adopted, such security and

privacy risks should be carefully considered, and further research

should be done to harden these solutions.

Disparities across Populations. We are not the �rst to con-

sider how changes in protocols and network infrastructure impact

di�erent populations in varying ways. In 2010, Howard et al. [23]

studied the so-called “digital divide” between the higher and lower

income groups in the U.S. and Canada. They gathered empirical

measurements demonstrating di�erences in the frequency and na-

ture of Internet usage across income groups. More recently, Nielsen

et al. [38] studied progress towards closing this divide, �nding that

there may be a tipping point around 50% Internet usage for many

populations, after which Internet usage increases more rapidly.

Quan et al. [41] studied which networks and regions experience the

largest changes in devices online between day and night, �nding

that areas populations with lower per capita GDP experience a

higher percent decrease in connected devices at night, possibly due

to an increased emphasis on saving energy and money in those

regions. These studies emphasize the importance in understanding

how new technologies can a�ect di�erent populations in substan-

tially di�erent ways.

9 CONCLUSION

The work studied the performance impact that a transition to DoH

would have to residential clients around the globe. We devised a

careful methodology, employing 22,052 clients across the world to

collect our measurements. The resultant data paints a complex pic-

ture, with DoH providing performance bene�ts in certain regions

and slowdowns in others. We then studied di�erences between four

major public DoH providers, outlining di�erences in architecture

and routing capabilities that may a�ect overall resolution perfor-

mance. We also analyzed several explanatory variables correlated

with the performance impact of a switch from Do53 to DoH, �nding

that clients in countries with higher quality Internet infrastructure

(faster speeds, more ASes) and clients from higher-income countries

are less likely to experience a slowdown from a switch to DoH, and

in many cases may experience a DoH speedup. This raises important

questions about the asymmetrical e�ects of global DoH adoption,

and should be studied further and weighed in DoH deployment

decisions. We make our dataset available for further study, and we

hope our �ndings will help inform the DoH community as adoption

continues to accelerate.
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