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Abstract

We construct a structure-preserving finite element method and time-stepping scheme for
inhomogeneous, incompressible magnetohydrodynamics (MHD). The method preserves energy,
cross-helicity (when the fluid density is constant), magnetic helicity, mass, total squared density,
pointwise incompressibility, and the constraint div B = 0 to machine precision, both at the
spatially and temporally discrete levels.

1 Introduction

In this paper, we construct a structure-preserving finite element method for solving the inhomo-
geneous, incompressible magnetohydrodynamic (MHD) equations on a bounded domain Q C R
d € {2,3}. These equations seek a velocity field u, magnetic field B, pressure p, and density p
satisfying

p(Ou+u-Vu) — (V x B) x B=—Vp, in Q% (0,7), (1)
B —V x (ux B) =0, in Q x (0,7), (2)

Op + div(pu) =0, in Q% (0,7), (3)

divu = div B = 0, in Q x (0,7), (4)
u-n=DB-n=0, on 02 x (0,7), (5)

u(0) = ug, B(0) = By, p(0) = po, in Q. (6)

The method we construct exactly preserves energy % [, pu-u+ B - Bdz, cross-helicity [,u-Bdx
(when p = 1), magnetic helicity [, A- Bdz, mass [, pdz, total squared density [, p*dz, and the
constraints divu = div B = 0 at the spatially and temporally discrete level. Here, A denotes the
magnetic potential; that is, A is any vector field satisfying V x A = B and A X n|y, = 0.

Our method builds upon a growing body of literature on structure preservation in incom-
pressible MHD simulations. Much of this literature focuses on the setting of constant density.
In that setting, researchers have constructed energy-stable schemes that preserve div B = 0 [10];

energy-stable schemes that preserve divu = div B = 0 [8]; schemes that preserve energy, cross-
helicity, and divu = div B = 0 [6, 12]; and schemes that preserve energy, cross-helicity, [ Adz,
and divu = div B = 0 in two dimensions [/ 1]. More recently, Hu, Lee, and Xu [9] constructed a

finite element method for homogeneous, incompressible MHD that preserves energy, cross-helicity,
magnetic helicity, and div B = 0.

Our method resembles the one proposed by Hu, Lee, and Xu [9], but it differs in several key
respects:
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1. We treat the boundary conditions u - n|yq = 0, whereas [9] treats the boundary conditions

2. Our method produces a velocity field w satisfying dive = 0 pointwise in ), whereas the
computed velocity field in [9] only obeys this constraint in a weak sense.

3. We allow the density p to be variable. This introduces novel challenges, since the conserved
energy % fQ pu-u+ B - Bdx no longer depends quadratically on the unknowns u, B, p. We
overcome this difficulty by carefully selecting a weak formulation of (1-4) to discretize spatially,
and by designing a time discretization that is similar but not identical to the midpoint rule.
We also show how to incorporate upwinding in the density advection without sacrificing any
conservation laws other than fQ p?dx.

Some of the techniques we use in this paper to achieve conservation of invariants in the discrete
setting are adapted from our earlier work on conservative methods for the incompressible Euler
equations with variable density [1]. Our choice of weak formulation is one example. We describe
our weak formulation of (1-6) in Section 2, following closely the presentation in [1]. We also adopt
a generalization of [1]’s temporal discretization. As observed there, a useful way to achieve energy
conservation in the presence of variable density is to use the midpoint rule for all terms except one
involving w - u, which is discretized as wuy - ug+1 when stepping from time tj to tx41. See Section 6
for details. A point where we deviate from [1] is in our spatial discretization of the momentum
advection term pu - Vu. Here, ensuring cross-helicity conservation and div B = 0 requires us to
adopt a different discretization of the momentum advection term than in [4].

We present our numerical method in dimension d = 3, but it is straightforward to adapt our
setup to dimension d = 2; see Remark 4.2. Note that in dimension d = 2, magnetic helicity
conservation is automatic if the constraint div B = 0 holds pointwise. This is because we may
take the magnetic potential A to be a vector field orthogonal to the plane containing € in two
dimensions. For this reason, we present in this paper two methods in dimension d = 3: one that
preserves all of the above invariants, and one that preserves all but magnetic helicity. Both methods
preserve all invariants when reduced to two dimensions, but the latter is a slightly simpler method.

This paper is organized as follows. We start in Section 2 by writing down a weak formulation
of (1-6) and studying its invariants of motion. We propose a spatial discretization in Section 3,
focusing first on one that preserves all invariants except magnetic helicity. We present an alter-
native spatial discretization that also preserves magnetic helicity in Section 4. We describe how
to incorporate upwinding in Section 5, and we propose a temporal discretization in Section 6. We
conclude with numerical examples in Section 7.

2 Weak Formulation and Conserved Quantities

In this section, we derive a weak formulation of (1-6) and study its invariants of motion.
Following [1], we use the identity

1
pu-Vu=V(pu-u)—ux(Vx(pu)— (u-Vp)u— §pV(u - u)
and equations (3-4) to write (1) in the form

Dy(pu) + (V % (pu) x u— (V x B) x B — %pV(u ‘u) = —V7, (7)



where p = p + pu - u. Next, we multiply (7), (2), (3), and (4) by test functions/vector fields v, C,
o, and ¢, respectively, and integrate by parts. Using the identity

/((wa)xu)-vdx:/w~V><(u><v)dac, if u-n|gy=v-nlyg =0, (8)
Q Q

we deduce the following. For every pair of smooth vector fields v and C' satisfying v - n|y, =
C - n|yq = 0 and every pair of smooth scalar fields o and ¢, the solution (u, B, p,p) of (1-6) satisfies

(O(pu),v) + alpu,u,v) — a(B, B,v) + 1b(u “u, p,v) = (p,divv), 9)
(0:B,C) +a(C,B,u) =0, (10)

(Oip,0) + b(o, p,u) =0, (11)

(divu,q) =0, (12)

where (u,v) = [, u-vdx for vector fields u and v, (f,g) = [, fgdz for scalar fields f and g, and

a(w,u,v) = (w,V X (u X v)),

b(fagaw) = _<w : vfag>

Remark 2.1. The structure of equations (9-12) is made even more transparent if one introduces
the Lagrangian ¢(u, B, p) = <pu u) — (B, B) of inhomogeneous, incompressible MHD. In terms

of (‘5% = pu, gsé = —B, and 9 — Lu - u, equations (9-12) take the form
66 4 [ 4
R B - — ~ . 1
(0:B,C) +a(C,B,u) =0, (14)
<8t107 U) + b(Ua P, 'U,) =0, (15)
(divu, q) = 0. (16)

It is this variational structure that inspired the numerical method we propose in this paper. We
refer the reader to [3, 5] for more background.

The formulation (9-12) allows one to easily deduce its invariants of motion from basic properties
of the trilinear forms a and b. Namely, a is alternating in its last two arguments,

a(’UJ,’LL, U) = —a(w,v,u), (17)
and b is alternating in its first two arguments when its last argument is divergence-free:
b(f,g9,w) = —b(g, f,w) if divw =0 and w-n|y, = 0. (18)

Also,
a(w,u,v) =0if u-nlyy =v-nlyg=0and V x w = u, (19)
owing to (8).
These properties, together with more elementary ones, give rise to the following conservation
laws. We deduce conservation of mass by taking o = 1 in the density equation (11):



If instead we take o = p in (11) and use (18), we deduce conservation of total squared density:

d1l
L / P dz = (Dhp, p) = —blps pr1u) = 0.

Taking v = u in the momentum equation (9) and C' = B in the magnetic field equation (10) gives
conservation of energy:
1d 1
—— [ pu-u+ B-Bdr = (0/(pu),u) — =(Op,u-u) + (0B, B)
2dt Jq 2

1 1
= <ﬁ,leU> - a(pu,u,u) +Cl(B,B,U) - ib(u U,,O,U) - §<8tp7u ’ U> —a(B,B,u)
=0.

Here, we have used the fact that dive = 0, a is alternating in its last two arguments, and (11)
holds.

If p = 1, then taking v = B in the momentum equation (9) and C' = u in the magnetic field
equation (10) gives conservation of cross-helicity:

d

i Bdx = (Oyu, B) + (0:B, u)

1
= (p,div B) — a(u,u, B) + a(B, B, B) — ib(u ‘u, 1, B) — a(u, B, u)
=0.

The last line above follows from the fact that div B =0, b(u - u,1, B) = —b(1,u - u, B) = 0, and a
is alternating in its last two arguments.

Finally, if A is any vector field satisfying V x A = B and A x n|yq = 0, then conservation of
magnetic helicity follows from

d

G | A Bdw=(0:A,B) + (A,0.B)
= (0 A,V x A) + (A, 0,B)
(V x (304), A) + (4,0,B)
= (0B, A) + (A, 0,B)

= —2a(A, B,u)

=0.

Here, we have used the magnetic field equation (10) and the property (19) of a.

3 Spatial Discretization

To construct a spatial discretization of (9-12) that preserves the invariants discussed in Section 2,
we will design discretizations of the trilinear forms a and b that satisfy analogues of (17), (18),
and (19). By a careful choice of finite element spaces, the method we construct will also preserve
the constraints divu = 0 and div B = 0 pointwise.

To simplify the presentation, we first describe a spatial discretization that preserves all of the
invariants mentioned above except for the magnetic helicity fQ A - Bdzx. For a method that also
preserves magnetic helicity, see Section 4.



We will make use of the following function spaces:

Hy(Q) ={f € L*(Q) | Vf € L*(Q)%, f =0 on 00},
Ho(curl, Q) — {u € L?(Q)? | dpuy — Oyuy € LA(Q), ugny — uyng, =0 on 9Q}, if d =2,
{u e L?(Q)? | curlu € L3(Q)3, u x n = 0 on 90}, if d =3,
Hy(div,Q) = {u € L*(Q)? | divu € L*(Q), u-n = 0 on Q},
H(div, Q) = {u € Hy(div,Q) | divu = 0},
L% o) = {f € LX(Q) | [, f da = 0}.
Let Ty, be a triangulation of Q, and let &, denote the set of interior (d — 1)-dimensional faces in
Th. For each integer s > 0 and each simplex K € Ty, we denote by Ps(K) the space of polynomials

of degree at most s on K. On a face e = K1 N Ko € &,, we denote the jump and average of a
piecewise smooth scalar function f by

f1+f2

[f] = fin1 + fana, {f}=

where f; = f] K,» ™1 s the normal vector to e pointing from K to Kp, and similarly for ns.

We focus on dimension d = 3 below, and we later comment about dimension d = 2 in Re-
mark 4.2. In dimension d = 3, our numerical method will make use of four approximation spaces:
a space USY C Ho(div, () for the velocity u and magnetic field B, a space Fj, C L%*(2) for the
density p, a space Qp C L}ZO(Q) for the pressure p, and an auxiliary space U, flurl C Hy(curl, Q).
For the velocity and magnetic field, we use the Raviart-Thomas space

RTs(Th) = {u € Ho(div,Q) | ul, € Ps(K)® + 2Ps(K), VK € Tp},

where s > 0 is an integer. For the pressure, we use the zero-mean subspace of the discontinuous
Galerkin space

DGs(Th) = {f € L*(Q) | fl) € Ps(K), VK € Tp}.

For the density, we use DGy, (7Ty), where m > 0 is an integer (not necessarily equal to s). For the
auxiliary space U ,‘;url, we use the space of Nedelec elements of the first kind,

NED(T,) = {u € Ho(curl, Q) | u|y, € Ps(K)* + 2 x Ps(K)* VK € Ty}
In summary,
URY = RT(Th), (20)
Fp = DGy(Th), (21)
Qn = DG(T) N Lj_ (%), (22)
U™ = NED,(Ty). (23)

We define trilinear forms ay, : L?(02)3 x L*(2)% x L*(2)3 — R and by, : L*(Q) x L?(Q) x UZY — R
by

ap(w,u,v) = / w-V x 75 (u x v) d, (24)

n(frgu) ==Y / w- Vo f)mng do + Z/U [7n fI{7ng} ds, (25)

KeTy, ee&y



where w¢% : L2(Q)3 — U™ and 7y, : L2(2) — F}, denote the L2-orthogonal projectors onto Ug™!
and Fy, respectlvely. Note that b, (restricted to Fj, x Fj, x U, ;z“") is a standard discontinous Galerkin
discretization of the scalar advection operator [2].

These trilinear forms possess two important properties that mimic (17-18). The trilinear form
ap, is alternating in its last two arguments:

an(w,u,v) = —ap(w,v,u), Y(w,u,v) € L*(Q)3 x L*(Q)3 x LY(Q)3. (26)

Second, using integration by parts, one checks that by, is alternating in its first two arguments if its
last argument is divergence-free:

bu(f,g,u) = —bu(g, fou), Y(f.g,u) € L*(Q) x L*(Q) x (U™ n H(div, Q). (27)

Note that aj does not satisfy a discrete analogue of (19), but there is another choice of a; which
does; see Section 4.

We define our semidiscrete numerical method as follows. We seek u, B € U,fi", p € Fy, and
p € Qp such that

1
(9 (pu), v) + an(pu,u,v) — an(B, B,v) + Sbu(u-u, p,v) = (p,dive),  Vve Ui, (28)
(,B,C) + an(C,B,u) =0, vC e U, (29)
(Orp, o) + bp(o, p,u) =0, Vo € F}, (30)
(divu, g) =0, VoeQn  (31)
Proposition 3.1. The solution of (28-31) satisfies divu(t) = 0 for every t. Furthermore, if B(0)

is exactly divergence-free, then div B(t) = 0 for every t.

Proof. Since u € UV = RT,(Ty,) satisfies [, divude = [;qu-nds = [,,0ds =0, we have divu €

DGs(Tp) N L? o(Q ) Qp, so we may take ¢ = divu in (31). This shows that (divu,divu) = 0,

i.e. divu(t) = 0 for every t. Since V x Us"! C UV, equation (29) implies that
OB +V xm$™ (B xu)=0

holds pointwise in 2. Taking the divergence of this equation, we see that div B(t) = 0 for every ¢
if div B(0) = 0. O

We henceforth assume div B(0) = 0.

Proposition 3.2. The numerical method (28-31) exactly preserves prdac, fQ p? dx, fQ U - U+
B-Bdx, and (if p=1) [qu-Bdx.
Proof. Since ay, and by, satisfy (26-27), and since u and B are divergence-free, the proof is virtually

identical to the one given in Section 1 for solutions of (9-12). O]

Equations (28-31) are not implementable in their present form, because they incorporate pro-
jections of the test function v, e.g., in the term ap(pu,u,v). The following lemma rectifies this.

Lemma 3.3. For every u,v,B,C € U,CLliV and p € Fy, we have

ap(pu, u,v) = (w X u,v), (32)
an(B, B,v) = (J x B, ), (33)
ap(C,B,u) = (V x E,C), (34)

v) = (35)

bh(e p,v )a 35

1
“bi(u -
9 h(u u, p,v



where w, J, E € Uﬁ“rl and 0 € Fy, are defined by

(w,z) = (pu, V X z), Vz € U, (36)
(J,K) = (B,V x K), VK € U™, (37)
(E,F) = (u x B, F), VF e U™, (38)
0,71) = <u U, T), VT € Fy,. (39)
Proof. Since w € U™, we have
(w X u,v) = (w,u x v) = (w, 75 (u x v)) = (pu, V x 75 (u x v)) = ap(pu, u, v).
Since J € U ,?L“rl, we have
(J x B,v) = (J,B xv) = (J,m{" (B x v)) = (B,V x 7{"Y(B x v)) = a,(B, B, v).
Since (38) implies F = —7$"(u x B), we have
(VX E,C)=—(V x 75" ux B),C) = —a(C,u, B) = a(C, B, u).
Finally, (35) follows immediately from (39), since it implies § = £, (u - u). O

We can now restate the numerical method (28-31) in an equivalent, implementable form. It
seeks u, B € U,f“’, p,0€Fn, peQy, and w,J,E € UCurl such that

(Oe(pu),v) + (w x u,v) — (J X B,v) 4+ bp(0, p,v) = (p,divo), Yo e UMY, (40)
(0,B,C) + (V x E,C) =0, vC e UL, (41)

(Orp, o) + bi(o, p,u) =0, Vo € Fy, (42)

(divu,q) =0, Yq € Qn, (43)

(w, z) = (pu, V x z), Vz e U, (44)

(J,K) = (B,V x K), VK € UM, (45)

0,7) = 1<u u, 7Y, V1 € Fy, (46)

(E,F) = —(u x B,F), VF ¢ U™ (47)

Note that in the above scheme, the trilinear form by, is evaluated only on Fj, x Fj, x U3 since

p,0,0 € Fy. For these inputs, the projection 75, does not appear:

f797 Z/ U - vf gdx—i—Z/u [[f]]{g}ds V(f,g,u)EththUflhv

KeT, ec&y

The case of constant density. For the benefit of the reader, let us record what the scheme (40-
47) reduces to when p = 1. In this setting, it seeks u, B € U;Li“’, p € Qp,and w, J, E € Ufburl such
that

(Opu, v) + (w X u,v) — (J x B,v) = (p,divv), Yo € UV, (48)
(0,B,C) + (V x E,C) =0, vC e UL, (49)
(divu,q) =0, Vg € Qp, (50)

(w,z) = (u, V x 2), Vz € U™, (51)

(J,K) = (B,V x K), VK € U™, (52)

(E,F) = —(ux B, F), VF € U™ (53)



Proposition 3.4. The numerical method (48-53) exactly preserves fQ u-u+B-Bdx and fQ u-Bdx.
Furthermore, divu(t) = 0 and div B(t) = 0 for every t.

Proof. Apply Propositions 3.1-3.2 with p = 1. O

4 A Variant that also Preserves Magnetic Helicity

If, in place of (24), we define
ap(w,u,v) = / w -V x 7w (w0 y x 780y d, (54)
Q

then we obtain a method that additionally preserves magnetic helicity fQ A - Bdx, where A is any
vector field satisfying V x A = B and A x n|yq = 0. Indeed, we then have the following discrete
analogue of (19).

Lemma 4.1. The trilinear form (5]) satisfies

ap(w,u,v) =0 if VXxw=u. (55)

Proof. If Vxw = u, then we can integrate (54) by parts and use the fact that n x 7§ (7¢uly x 7eurly) |8Q =

0 to obtain

an(w,u,v) = (w, V x 788 (750 x rurly))
— (V x w, w5 x 7o)
— <U, 7_‘_]clurl(ﬂ_liurlu > 7_[_]c‘Lurlv)>

— <W’iurlu, ﬂ_zurlu % 71_;:Lurl,U>
=0.

O

The above property of aj implies that if A is any vector field satisfying V. x A = B and

< 4,B)

o 8,A, B) + (A, 8,B)

0:A,V x A) + (A, 0, B)

=(V x 0;A,A) + (A, 0:B)

= 2(0,B, A)

= 2(0:B, TV A)

= —2a;, (T A, B, u)

= —2a,(A, B,u)

= 0. (56)

=
=

Above, we used the magnetic field equation (29) with C' = 7V A4, and we used with the fact that
an(miVA, B,u) = (A, V x 7f@l (7ol B i reuly)) = a, (A, B, u) since V x US™ C U,



Using calculations analogous to those in Lemma 3.3, one finds that when ay, is given by (54),
the method (28-31) is equivalent to the following method: Seek u, B € U;Lﬁv, p,0 € Fpn, p € Qp, and
w,J,H U FE, a € Uﬁurl such that

(Or(pu),v) + (a,v) + bp (0, p,v) = (p,divv), Vo € U, (57)
(,B,C) + (V x E,C) =0, vC e UL, (58)
(Op, o) + b (o, p,u) =0, Vo € Fj, (59)
(divu, q) =0, Yq € Qn, (60)

(w, z) = (pu, V X z), Vz e USY, (61)

(J,K) = (B,V x K), VK € U™, (62)

(0,7) = 3u-u,7), vr € F, (63)

(H,G) = (B,G), VG e US™, (64)

(U V) = (u, V), YV e Ug, (65)
(E,F)=—(U x H,F), VF e Uf™, (66)

(o, B) = (w x U — J x H,B), V3 € U, (67)

Note that in comparison with (40-47), more steps are needed here to remove the projection of the
test function v because of the additional projection TI'CUﬂ appearing in (54).

Proposition 4.2. The numerical method (57-67) exactly preserves prdac, fQ p? dx, fQ pU - U+
B-Bdz, [A-Bdx, and (if p=1) [qu-Bdx. Furthermore, divu(t) = 0 and divB(t) = 0 for
every t.

Proof. We already showed that fQ A - Bdz is preserved. The proof that divu = 0 and div B =0 is
essentially the same as the proof of Proposition 3.1. The other conservation laws are consequences
of the properties (26-27) of aj, and by,. O

The case of constant density. For the benefit of the reader, let us record what the scheme (57-
67) reduces to when p = 1. In this setting, it seeks u, B € U,‘Lh", pEQp andw, ), H U E, a¢€ U,‘;“rl
such that

(Opu, v) + (o, v) = (p,divv), Yo € UMY, (68)
(0,B,C) +(V x E,C) =0, vC € UMY, (69)
(divu, q) =0, Vq € Qy, (70)

(w,2) = (u,V x 2), Vz € UP™, (71)

(J,K) = (B,V x K), VK e U™, (72)

(H,G) = (B,G), VG e U, (73)

(U V) = (u, V), vV e Ugwl, (74)

(E,F)=—(U x H,F), VF e US™, (75)

(o, B) = (wx U —J x H,B), Vg e Ugwl, (76)

Proposition 4.3. The numerical method (68-76) exactly preserves fQ u-u+ B-Bdz, fQ A-Bdz,
and [qu- Bdx. Furthermore, divu(t) =0 and div B(t) = 0 for every t.



Proof. Apply Proposition 4.2 with p = 1. O

Remark 4.1. For most of the remainder of this paper, we will focus our attention on the scheme (57-
67). Results and techniques that we develop for (57-67) carry over easily to (68-76) by setting p = 1.
The same results and techniques (with the exception of magnetic helicity conservation when d = 3)
carry over easily to (40-47) and (48-53) as well. In fact, we recover the scheme (40-47) (respec-
tively, (48-53)) from Section 3 by replacing (66-67) (respectively, (75-76)) by
(E,F)=—(ux B,F), VFeU",
a=wxu—JxB.
Remark 4.2. Specializing the above schemes to dimension d = 2 is straightforward, but one
must take care to distinguish between vector fields in the plane (u, B, H,U, and «) and vector

fields orthogonal to it (w,J, and F). Accordingly, we identify w,J, and E with scalar fields and
discretize them with the continuous Galerkin finite element space

CGy(Th) = {f € C°() | flx € Pu(K), VK € T, f =0 0n 90} C Hy(Q) (77)
when d = 2. We do the same for the test vector fields z, K, and F.

5 Upwinding
To incorporate upwinding into the density advection equation (59), one can replace (59) by

0up, o) + b o) + 3 / W[o] - [p] ds = 0, Yo € F), (78)

e€Ey

where {3 }cce, are nonnegative parameters which may depend on u. A standard choice for 3. is [2]
Be(u) = clu - nl,
where ¢ € [0, %], although we have found that the smooth approximation

2c u-n

Be(u) = - —(u - m) arctan (—) (79)

e

with € > 0 small (e.g. ¢ = 0.01) tends to give better numerical performance in our experiments.
Full upwinding corresponds to the choice ¢ = % [2]. When ¢ > 0, this modification of the density
advection equation interferes with conservation of [, p*dz and [, pu-u+ B- Bdz, but not [, pdx
since ) ce, [, Be(w)[1] - [p] ds = 0. However, there is a simple way to restore energy conservation.

As suggested in [1], one replaces the momentum equation (57) by
(Oc(pu), v) + (o, v) + bp (0, p,v) + Z /Be [[9]] [pl ds = (p,divv), Yve UM, (80)
ecly,

Both (78) and (80) can be written more compactly if we introduce the u-dependent trilinear form

Bl £,9,0) = bl frgo0) + 3 / Bew) (2) [T - Irngl ds. (s1)
ecy,
In terms of by, (78) and (80) read
(Byp, o) + by (u; 0, p,u) =0, Vo € Fy, (82)
(B(pu), v) + (o, v) + by (u; 0, p,v) = (p,divo), Yo € U, (83)

10



Proposition 5.1. With the exception of fQ pdz, all of the invariants listed in Proposition 4.2 are
preserved by (57-67) if one replaces (59) and (57) by (82) and (83), respectively.

Proof. The only nontrivial claim to check is energy conservation. For this, we simply recall that
energy conservation is deduced by taking v = u in (57), C'= B in (58), and o = 6 in (59). Since

gh(u; o, p,u) :Eh(u; 0,p,v), ifoc=86andv=mu,

the proof of energy conservation carries over to this setting. O

6 Temporal Discretization

We now describe a temporal discretization of (the upwinded version of) (57-67) that exactly pre-
serves all of the original invariants of (the upwinded version of) (57-67).

We use a time step At > 0, and we write ug to denote the value of the discrete solution w at
time t; = kAt. We denote uyy1/2 = (ug + ugy1)/2, with similar notation for p, B, and p. We also
denote

PEUE + Pet1Uk+1
(PU)gy1/2 = 5 -

When stepping from time tj to time tx41, we know the values of ug, pr, B, and pg, and we seek
to determine ug11, pr+1, Bri1, and prrq1. The auxiliary variables w, J, 68, H, U, E, and « play
a role in this calculation, but we do not index them with the subscript k. Our time discretization
reads

Ukt+1 — PrU Y : i
<Pk+1 bl — Pk ky’U> + (, 0) + ba(ugr1/2: 0, prsijo, ) — (Pra1,dive) =0, Vo € UY,  (84)

At
By1 — B
<"“+1’“,0>+(V><E,C) =0

div
A7 vC e UpyY, (85)

<Pk+1 — Pk

N o> + b (Uhs1/23 0 Phyr 2 Ukr1j2) =0, Yo € Fy,  (86)

(divugs1,9) =0, Vq € Qp, (87)

where 0, E, and « (as well as w, J, H, and U) are determined from the equations

(w, z) = ((pw) k1172, V X 2), Vz € UCurl (88)
(J,K) = <Bk 1172,V x K), VK € UM, (89)
<07 T) <uk Uk+1,T >7 VT S Fh, (90)
(H,G) = <Bk+1 /2, G), VG e US™, (91)
(U V) = (upi1/9, V), YV e Ugm, (92)
(E,F)=—(U x H,F), VE € U™, (93)
(o, B) = (w x U — J x H,B), VB € U, (94)

Notice that the midpoint rule has been adopted in all equations above except (90), where u - u
is discretized as ug - ugy+1. We do this in order to take advantage of the identity
K ) d
— Ukt] - Ut 1 — PEUE - Ug) dT
2AL /g, Pk4+1Uk+1 - Uk+1 — PEUEK - Uk

_ [ Prt1Uks1 — PRk Uk + Uk \ L S prin — Pk .
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when proving energy conservation below.

Proposition 6.1. If div By = 0, then the solution of (84-94) satisfies

/Pk+1 dx:/ﬁkdx, (96)
Q Q

/ piﬂ dr < / p2 dx, with equality if B = 0, Ve € &, (97)
Q Q

/ Pk1Uk41 - U1 + Bry1 - Brpide = / PRy - Uk + By, - By d, (98)
Q Q
/QUk—H . Bk+1 dr = /Quk . Bk dl’, if PO = 1, (99)
/ Ak+1 . Bk+1 dr = / Ak . Bk d.f[f, (100)
Q Q
divug =0, (101)
div By = 0 (102)

for every k. Here, Ay, denotes any vector field satisfying V x Ay = By, and Ay x n|yq = 0.

Proof. Let us rewrite the scheme (84-94) in terms of the trilinear forms (54) and (81) using the
techniques in Lemma 3.3. To simplify notation, we suppress subscripts on quantities evaluated
at step k + 1/2. Thus, we abbreviate uji1/2, Byyi/2, Prsi/2, and (pu)py1/2 as u, B, p, and

. — Bjp1—B
pu, respectively. We also denote Day(pu) = L P DB = ZE2k

with (28-31), the scheme (84-94) is equivalent to

, etc. In analogy

(Dat(pu),v) + an(pu, u,v) — an(B, B,v)

1~ )
+§bh(u;uk Uy 1, Py V) — (Prt1,dive) =0, Yo € USY, (103)
(DayB,C) + ap(C, B,u) = 0, vC e URY, (104)
(Dap, o) + bp(us 0, pyu) =0, Vo € Fy, (105)
<d1V Uk+1, Q> = 07 vq € Qh' (106)

It is immediate from (106) that divug = 0 for every k, since we can take ¢ = div ug4q in (106). In
addition, div By, = 0 for every k since (85) and the containment V X Uﬁurl cU ;lh" imply that

Bpi1 = By — (At)(V x E)

holds pointwise, so div Biy1 = div Bg. Next, taking 0 = 1 in the density equation (105) yields

1 -
= / (st — pr) d = (Daups 1) = by (us 1, poa) = 0.
Q

Taking o = p in (105) and using (27), we deduce that

1 2 2
2At/9(pk“ —Pk)dx

— + ~
- <pkﬂAt o 2pk+1> = (Dawp. p) = =bu(usp.p.u) = = Y [ Be(w)o] - [l ds <0,
ecly, €
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with equality if B, = 0 for every e € &,. To prove conservation of energy, we use the identity (95),
which reads

1

1
2&/ (Pr1Ub41 - Upgr — prug - ug) do = (Dag(pu), u) — = (Daep, ug - ps1)
0

2

in our abbreviated notation. Taking v = w in the momentum equation (103) and C' = B in the
magnetic field equation (104) then gives

1
2At/ (P41t - kg1 + Biga - Bi1) — (pruk - ug + By - By) da
Q

1
= (Dat(pu),u) — 5{Datp, ug - ug+1) + (DatB, B)

2
. 1~ 1
= (Pr+1, divu) — ap(pu, u,uw) + ap(B, B,u) — §bh(u; Uk, - kg1, P5 U) — §<Dmp,uk “Up1) — ap(B, B, u)
1~
= —gbn(wmn(uk - wpr), pyu) = 5 (Daeps Th(ur - upe+1))
=0.

Here, we have used the fact that divu = = 0, ap is alternating in its last two
arguments, and (105) holds. If p = 1, then taking v = B in the momentum equation (103) and
C' = u in the magnetic field equation (104) gives

div UL +div Uk+1
2

/(UkJrl By —uy - By) dx
= (Dawu, B) + (u, DaB)
1~
= (pk+1,div B) — ap(u,u, B) + ap(B, B, B) — 5bh<u; ug - Ug+1, 1, B) — ap(u, B,u)
=0.
The last line above follows from the fact that divB = 0, Eh(u; Ug - Ugs1,1, B) = —Eh(u; 1, uy, -

ug+1, B) = 0, and ay, is alternating in its last two arguments. Finally, to prove magnetic helicity
conservation, we write

/(Ak—H . Bk+1 — Ak . Bk) dr = <DAtA, B> + <A, DAtB>.

The steps leading to (56) now carry over verbatim to the time-discrete setting, with D, replacing
Op. Tt follows that [(Akt1 - Brs1 — Ak - By) dz = 0. d

Solving the nonlinear system. Note that if uy, B, and pi are fixed and py, is positive through-
out €2, then the system of equations (84-94) has a unique solution for sufficiently small At. To see
this, let us consider the equivalent system (103-106) with the first three equations (103-105) scaled
by At and the last equation (106) scaled by —1. This system can be expressed in the form

F(At, Xj11) =0, (107)

where X, = (uk,pk,Bk,pk)T and ug, pi, Bk, and p;, are vectors containing the coordinates of
uk, prAt, By, and pp with respect to bases for Uthv, Qn, U;th, and F}, respectively. Here, we are
thinking of X}, as fixed and X1 as unknown. Since Xpy; = X, := (ug, 0, By, ps)? solves the
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system (107) when At = 0, the function F satisfies F(0,X,) = 0. Its derivative with respect to
Xii1 at (At, Xgi1) = (0, X,) satisfies

0,X,) = ,
1), S ( ) < 0 A

where A11, A2, and Ags are block matrices of the form

~_(M; DT (0 C (M; 0
A11—<D 0>, A12—<0 0>7 A22—<0 M; )
Here, My and M3 are mass matrices for the magnetic field and density spaces, M is a mass matrix
for the fluid velocity space with respect to the weighted inner product (pg-,-), D arises from terms
of the form (div-,-) in (103) and (106), and C arises from differentiating (pg1+1ugs1,v) with respect

to prr1 at Xpr1 = X,. Clearly, Ay is invertible, and it is a standard result from the theory of
mixed finite element methods that Aj; is invertible for positive py [, p. 99]. Since 8;25“ (0,X,) is

block upper triangular with invertible diagonal blocks, it follows that it is invertible. The implicit
function theorem then guarantees the existence of a unique solution X1 to F(At, Xp11) = 0 for
all At sufficiently small.

In our implementation, we used Newton’s method to solve the system (84-94). To solve the
linear system arising within each iteration of Newton’s method, we used GMRES with a Schur
complement preconditioner, where the pressure is split from all other fields. We used a single
application of ILU(0) to approximate the inverse of the non-pressure block, and a single multigrid
V-cycle to approximate the inverse of the Schur complement. The performance of this strategy is
discussed further in Section 7.

7 Numerical Examples

Convergence. We tested the convergence of our methods in the following way. On the two-
dimensional domain 2 = [—1,1] x [—1, 1], we manufactured an analytical solution

u(z,y,t) = (costcos(rz/2)sin(ry/2) + sint sin 7z cos 7y, (108)
— cost sin(mz/2) cos(my/2) — sint cos Tz sinTy),

B(z,y,t) = ( —sintcos(mz/2)sin(my/2) + costsin wx cos 7y, (109)
sin ¢ sin(mx/2) cos(my/2) — cost cos mx sin wy),

p(x,y,t) = 2+ costsinwx cos Ty + sin t cos wx sin 7y, (110)

p(xayat) :p(:l},y,t)|U(.fL‘,y,t)|2—]_, (111)

to (1-6) by adding forcing terms to the right-hand sides of (1-3). In other words, we numerically
solved (4-6) and

p(Ou+u-Vu) — (V x B) x B=—=Vp+ fu, (112)
0B -V x (ux B) = fg, (113)
Op + div(pu) = f, (114)

with fu, fB, f, and wg, By, po chosen to make the solution equal to (108-111). Note that for all ¢,
the functions (108-111) satisfy divu =divB =0in Q, u-n = B-n =0 on 01, and prdx dy = 0.
We numerically solved (1-6) with the forcing f., fB, f,, on a sequence of uniform triangulations 7y
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ho/h s=0 s=1 s=2 ho/h s=0 s=1 s=2

1 3.6 3.9 3.8 1 29 56 70
2 4.0 3.9 3.9 2 34 58 71
4 4.0 3.9 4.0 4 35 o8 74
8 4.0 3.9 4.0 8 37 62 81

Table 1: Average number of outer iterations (left) and inner iterations (right) used to solve each
nonlinear system (84-94) during the simulations in Figures 1-3.

of Q with maximum element diameter h = 2~7hg, j = 0, 1,2, 3, where hg = \/5/ 2. We used finite
element spaces UM = RT,(Ty), Fr, = DGs(Th), Qn = DG4(Tn) N L?ZO(Q), Ucwl = NED(Ty),
and CG4(Ty) for w, J, and E (recall Remark 4.2), where s € {0,1,2}. We used a small time step
At = 0.0025 to ensure temporal discretization errors were negligible, and we measured the errors in
the numerical solution at time ¢t = 0.5. The results for four methods are shown in Figure 1: (40-47)
with and without upwinding, and (57-67) with and without upwinding. In the figure’s legend, the
exact solution is denoted (u, B, p,p), and the numerical solution is denoted (up, By, pn,pr). The
errors are measured in the L?(Q2)-norm, which we denote by || - || throughout this section.

The results in Figure 1 indicate that for a fixed polynomial degree s, the numerical solution ob-
tained with (40-47) tends to converge more rapidly than that obtained with (57-67). In fact, (57-67)
does not appear to converge for s = 2 (nor for s > 2). We suspect that the suboptimal conver-
gence of (57-67) is partly attributable to the boundary conditions imposed during the projections
of u € U and B € U onto Uf™! in (64-65). Indeed, u and B satisfy u-n = B-n = 0 on 98, but
their projections U and H onto Uﬁurl satisfy U x n = H xn = 0 on 9f). To test this hypothesis,
we repeated the above numerical experiment with periodic boundary conditions, this time with a
manufactured solution given by

u(z,y,t) = (cos(t — my), sin(t — wx))

B(xz,y,t) = (—sin(t — my), cos(t — wx)),

p(z,y,t) = 2+ costsinmz cos Ty + sin t cos wz sin 1y,

p(xa Y, t) = p(l‘) Y, t)|U(CC, Y, t)|2 - 2.
The results, shown in Figure 2, demonstrate that the convergence rates are indeed better in the
presence of periodic boundary conditions. Figure 2 also indicates that the method (40-47) achieves
convergence orders that are consistent with those observed in [1, Table 1] for incompressible fluids
with variable density. That is, polynomial degrees s = 0,1,2 yielded approximate convergence
orders 1,1, 3, respectively, for all variables without upwinding. Upwinding improved the rate of
convergence for the density when s = 1.

It is worth noting that the convergence rates also appear to be better in the presence of resis-

tivity. That is, if we replace (2) by

0B —V x (ux B)=—-vV x (V x B),
where v is a positive parameter, and we add a corresponding term
—v(curl J, C)

to the right-hand side of (85), then convergence rates improve even in the presence of boundary
conditions un‘ a0 = B-n‘ go = 0- This is illustrated in Figure 3, where we repeated the experiment
from Figure 1 but added the above terms involving v (choosing v = 10~3) and modified the forcing
term fp so that the the exact solution is still (108-111).
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Nonlinear solver. As discussed in Section 6, we used Newton’s method to solve the nonlinear
system (84-94) at each time step, and we used a Krylov subspace method to solve the linear system
that arises during each iteration of Newton’s method. To study the efficiency of our solver, we report
in Table 1 the average number of outer iterations (i.e. Newton iterations) and inner iterations (i.e.
the total number of Krylov subspace iterations used during the course of an entire nonlinear solve)
used to solve each nonlinear system (84-94) during the simulations in Figures 1-3. We used a
relative tolerance of 10719 for Newton’s method and 1072 for the linear solver. The table shows
that each nonlinear solve took about 4 outer iterations and a few dozen inner iterations.

Structure preservation. To illustrate the structure-preserving properties of our methods, we

performed a simulation on the three-dimensional domain = [—1, 1]? with initial conditions
u(w,y, 2,0) = (ye 0, e i) o) (115)
B(z,y,2,0) =V x (1 - 2*)(1 - y*)(1 - 2%)v) , (116)
p(@,y,2,0) = 2+ sin(zy), (117)

where v = J(sin7z,sin7y,sinmz). Note that the vector field u(z,y, z,0) above does not satisfy
u-n = 0 on 0%; hence, we used the nearest (in the L2-norm) element of UMY N H(div,Q) to
u(x,y, z,0) as our initial condition for u in the simulations. We used a time step At = 0.02, a
uniform triangulation 7T of  with maximum element diameter h ~~ 0.433, and finite element spaces
U = RT(Th), Fr = DGo(Th), Qn = DGO(’]}L)OLi:O(Q), and UP™ = NEDy(Ty). Figure 4 plots
the evolution of the mass, total squared density, energy, magnetic helicity, divergence of u, and
divergence of B for four different methods: (40-47) and (57-67), each with and without upwinding.
As expected, all of the aforementioned quantities are preserved to machine precision when (57-
67) is used without upwinding. Upwinding introduces a drift in [ p*dz, and the use of (40-47)
introduces a drift in the magnetic helicity [ A - Bdz. Here, we computed A € U, ,‘iurl by solving the
(underdetermined) linear system

(Vx ANV xV)y=(B,VxV), VVeU™.

Note that cross-helicity [« - Bdz is not plotted in Figure 4 because it is not a conserved
quantity of (40-47) or (57-67) when p is not constant. To test conservation of cross-helicity, we
repeated the above experiment with the initial condition (117) replaced by p(x,y,2,0) = 1. The
results, plotted in Figure 5, show that cross-helicity, energy, magnetic helicity, and the constraints
divu = div B = 0 are conserved to machine precision by (57-67), whereas (40-47) conserves all but
magnetic helicity.

Orszag-Tang vortex. We performed simulations of the Orszag-Tang vortex [14] on = [0, 1] x
[0, 1] with periodic boundary conditions and initial conditions

u(z,y,0) = (—sin 27y, sin 27x) , (118)
B(z,y,0) = (—sin 27y, sindnx) , (119)
p(y,0) = 1. (120)

We used (40-47) with a time step At = 0.01, polynomial degree s = 0, and a uniform triangulation
of Q with maximum element diameter h = 27°v/2. Plots of the computed pressure at various times
t € [0,0.8] are shown in the first row of Figure 6. Note that our upwinding strategy for the density
is not applicable here since the density is constant.
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The contour plots in the first row of Figure 6 exhibit spurious oscillations, so it is natural to
wonder whether these can be mitigated with an upwinding strategy for the momentum and/or
magnetic field. We tested one such strategy for the momentum. The idea, which was used in [4]
and has its origins in [13], is to add the quantity

>0 aelupgry2) (0 x [(pw)gsy2l) - [upsaje x vl ds (121)

e€Ey €

to the left-hand side of (84). Here, the sum is over all interior edges of the triangulation, n is the
unit normal to the edge e, [w] denotes the jump of w across e, and «, is a velocity-dependent

nonnegative scalar. We took ae(u) = Be(u)/(u - n), where . is given by (79) with ¢ = % and

€ = 0.01, which is a smooth approximation of %% This upwinding strategy was designed in [13]
for a trilinear form a, that is different from the ones considered in the present paper, but we have
nevertheless found it to be effective here. The second row of Figure 6 confirms that the computed
solution exhibits fewer spurious oscillations with this upwinding strategy.

Note that the upwinding strategy described above does not interfere with energy conservation,
since (121) vanishes when v = w1 /9. It also clearly has no effect on the conservation of mass, total
squared density, magnetic helicity, pointwise incompressibility, and div B = 0. It does, however,
interfere with the conservation of cross-helicity. At present we do not know how to avoid this.
The difficulty is that one must modify the discrete equation (85) for the magnetic field in order to
have any hope of conserving cross-helicity, since cross-helicity conservation relies on cancellations
between (Dau, B) and (u, Da¢B); see the proof of Proposition 6.1. Any such modification to (85)
needs to preserve div B = 0, since the proofs of cross-helicity conservation and magnetic helicity
conservation rely on this identity. We do not know how to construct such a modification.

The considerations in the preceding paragraph also make it challenging to incorporate upwinding
into the magnetic field advection in a structure-preserving way; any modification of (85) needs to
preserve div B = 0. As a workaround, we considered incorporating a small amount of resistivity by
adding

—v(V x J,C)

to the right-hand side of (85). We show the results of this experiment in the third row of Figure 6,
where we used v = 10~* and continued to use momentum upwinding. As expected, fewer spurious
oscillations appear in the plots. Note that in the discrete setting, resistivity has no effect on
the conservation of mass, total squared density, pointwise incompressibility, and div B = 0 (since
div(V x J) = 0). It does, however, change the discrete balance laws (98), (99), and (100) to

1

1
2/ Pr+1Uk1 - Ukt1 + Brg1 - Bpprdor = 2/ pruk - Uk + By - B dx — VAt/ J - Jdz,
Q Q Q

/uk+1~Bk+1da::/uk-Bkdac—VAt/(VxJ)~uk+1/2dm, if pg =1,
Q Q Q

/ Agi1 - Bryrde = / Ay - B dx — 2VAt/(V x J) - Agy1y2 da,
Q Q Q

which mimic the resistive MHD balance laws that are valid in the smooth setting. (The first
equality above is obtained by choosing K = J in (89) to get (V x J, By11/2) = (J,J). The second
one includes an additional term if momentum upwinding is used.) In our numerical experiment with
resistivity, the energy and cross-helicity changed by about —10% and +10%, respectively, during
the interval from ¢t = 0 to ¢t = 0.8. We hope to develop structure-preserving upwinding strategies
for the momentum and magnetic field in future work.
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The fourth row of Figure 6 shows the same experiment as the third row, but with a finer mesh:

h=2-%\/2.

Magnetohydrodynamic rotor. Next, we simulated a magnetohydrodynamic rotor on =
[0,1] x [0,1] with initial conditions

u(z,y,0) = g(r) (5 — 10y, 10z — 5), (122)
B(z,y,0) = (4\5/?0) , (123)
p(a:,y,O) =1 +9g(r), (124)

where r = \/(z — 0.5)2 + (y — 0.5)2 and

1, if r <0.1,
g(r) = { (23 —200r)/3, if 0.1 <r < 0.115,
0, if r > 0.115.

This setup, which leads to the development of torsional Alfven waves, was considered in [7, Section
4.3.4] to test a numerical scheme for compressible MHD; here we test our scheme for inhomogeneous,
incompressible MHD.

We imposed periodic boundary conditions in the x-direction and w-n = B-n =0 along y =0
and y = 1. We used (40-47) with a time step At = 0.005, polynomial degree s = 0, and a uniform
triangulation of Q with maximum element diameter h = 276v/2. We used upwinding for both the
density and momentum.

Plots of the computed solution at time ¢t = 0.5 are shown in the first row of Figure 7. The second
row of Figure 7 shows the same simulation but with (57-66) used in place of (40-47). Torsional
Alfven waves are seen propagating away from the center of the domain in the horizontal direction.
Both methods preserved energy, mass, pointwise incompressibility, and div B = 0 to machine
precision. Interestingly, for this particular simulation, cross-helicity was also preserved to machine
precision by both methods, even though p # 1 and we used momentum upwinding. This is due to
the symmetry of the problem (and the mesh) under rotation by 7 about the point (0.5,0.5).
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Boundary conditions: w - n‘aQ =B- n‘aﬂ =0
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Figure 1: L2-errors in the velocity, magnetic field, density, and pressure at time ¢t = 0.5 with
boundary conditions u - n| o0 = B- n} 50 = 0. Results are plotted for four different methods: (40-47)

and (57-67), each with and without upwinding,.
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(40-47), no upwind

Periodic boundary conditions
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107 E 100 E
107" E 1071 E
. I i i i
21072 ¢ E 1072 ¢ e
LTJ E ]. ::\ E E E
I —=1 \13@\‘ . ] B ]
1073 F 1 ‘:tt\:\:\e E 1073 | 1 BRI E
A I - e
—4 | | —4 | |
S N E 1070 <3
L | | | | | .| L | | | | | .|

100 100.2 100.4 100.6 10(]‘8 100 100.2 100.4 100.6 100.8

(40-47), upwind (57-67), upwind

10° | E 10° b E
1071 E 1071} E
g i i i i
10770 E 1072 E
1072 1 N 107 1 g E
-T2 NN - T2 ]
| 1 \\\ - |- 1 \\\\ -
—4 = RN = —4 = D —
s ey L T

100 100.2 100.4 100.6 100.8 100 100.2 100.4 100.6 100.8

ho/h ho/h

o llun—ul,5=0 & [Bui—Blls=0 B [pn—pls=0 —— lpn—pl s=0

O Nup —ull,s=1 =& |[By=B|,s=1 B |lph—pl,s=1 6 |pp—pl,s=1

o lup—ul,s=2 -a [Bi-Bls=2 -8 lpn—plis=2 - lpn—pl,s=2

Figure 2: L2-errors in the velocity, magnetic field, density, and pressure at time t = 0.5 with
periodic boundary conditions. Results are plotted for four different methods: (40-47) and (57-67),

each with and without upwinding.
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Boundary conditions: u-n|,, = B - n’aﬂ = 0. Resistivity: v = 1073.
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Figure 3: L2-errors in the velocity, magnetic field, density, and pressure at time ¢t = 0.5 with
boundary conditions w - n‘ a0 =B n‘ oo = 0 and resistivity v = 1073, Results are plotted for four
different methods: (40-47) and (57-67), each with and without upwinding.
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(40-47), no upwind

(57-67), no upwind
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Figure 4: Errors |F(t) — F(0)| in conserved quantities F'(t) during a three-dimensional simulation
with variable density. Results are plotted for four different methods: (40-47) and (57-67), each
with and without upwinding.
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(40-47) (57-67)
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Figure 5: Errors |F(t) — F(0)| in conserved quantities F'(t) during a three-dimensional simulation
with constant density. Results are plotted for two different methods: (40-47) and (57-67).
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Figure 6: Pressure contours at times ¢ = 0.2 (left column), ¢ = 0.4 (middle column), and t =
0.8 (right column) during a simulation of the Orszag-Tang vortex. First row: h = 27°v/2, no
momentum upwinding, v = 0. Second row: h = 27°v/2, momentum upwinding, v = 0. Third row:
h = 275y/2, momentum upwinding, » = 10~*. Fourth row: h = 276v/2, momentum upwinding,
v=10""%
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Figure 7: Contours of |u| (left), | B| (middle left), p (middle right), and p (right) at time ¢ = 0.5 in

the magnetohydrodynamic rotor simulation. Tho top row shows the solution obtained with (40-47),
and the bottom row shows the solution obtained with (57-66).
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