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ABSTRACT
Hologram processing is the primary bottleneck and contributes
to more than 50% of energy consumption in battery-operated aug-
mented reality (AR) headsets. Thus, improving the computational
efficiency of the holographic pipeline is critical. The objective of
this paper is to maximize its energy efficiency without jeopardizing
the hologram quality for AR applications. Towards this, we take the
approach of analyzing the workloads to identify approximation op-
portunities. We show that, by considering various parameters like
region of interest and depth of view, we can approximate the ren-
dering of the virtual object to minimize the amount of computation
without affecting the user experience. Furthermore, by optimizing
the software design flow, we propose HoloAR, which intelligently
renders the most important object in sight to the clearest detail,
while approximating the computations for the others, thereby sig-
nificantly reducing the amount of computation, saving energy, and
gaining performance at the same time. We implement our design in
an edge GPU platform to demonstrate the real-world applicability
of our research. Our experimental results show that, compared to
the baseline, HoloAR achieves, on average, 2.7× speedup and 73%
energy savings.

CCS CONCEPTS
• Computing methodologies → Ray tracing; • Computer sys-
tems organization → Embedded software; • Human-centered
computing → Visual analytics.
∗Work was done as a student at Penn State.
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1 INTRODUCTION
Augmented reality (AR) has gained recent traction in both the con-
sumer and research communities, thanks to the advances in efficient
and low power computing technologies, high-speed communica-
tion, and specialized hardware platforms. These technologies have
become an important part of our daily life, in the form of creative
photography, content creation, gaming, online shopping, virtual
touring, and educational and non-educational training, etc. For ex-
ample, one of the earliest AR games, Pokémon GO (launched in
July 2016), had a cumulative download of over 1 Billion, and gener-
ated about $900 Million in revenue by late 20191. Moreover, these
AR infotainment applications have helped many of us through the
recent global pandemic by bringing us the liveliness of the virtual
outdoors, while we were confined to our homes, and more AR capa-
ble mobile devices penetrating the market with cheaper price tags
have made AR applications pervasive and made the virtual world
easily accessible for users on the tip of their fingers.

However, even the state-of-the-art mobile devices with high
bandwidth cannot meet the heavy compute and real-time demands
of the AR applications, leading to very low quality of service (QoS)
– in some cases as low as 1 frame per second (fps) [19, 54]. Further,

1To give a quantitative estimation of the popularity of the game, a Pokémon GO event
at Safari Zone New Taipei City, Taiwan in October 2019 had a total of 327,000 attendees
and they walked around 4.5 million kilometers to catch 50 Million Pokémons [5].
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the limited battery capacity prevents users from enjoying their AR
devices for extended periods of time.

To meet the heavy compute demands of these applications, most
of AR applications are run using high-end desktop/server-class
GPUs [18, 55], or specialized hardware accelerators [35] on cloud
platforms [16, 27]. However, since most of these applications are
now running on low-power mobile devices, and frequent communi-
cation of data to and from cloud via wireless medium is inefficient,
optimization of an AR pipeline to maximize the compute and en-
ergy efficiency, while providing adequate QoS, at an edge device is
an architectural challenge. Furthermore, existing AR headsets are
typically equipped with multiple sensors for head orientation, eye
tracking, motion detection, etc., to provide an interactive and life-
like experience. These sensor inputs play a major role in deciding
which portions of the 3D voxels need to be rendered for the user to
view. However, even selective rendering of the portion of a scene,
which is in the field of view (FoV) of the user, on a mobile device
with limited compute and power budget is challenging [19, 52]. This
calls for finding further opportunities for optimization. To under-
stand the computing requirements in a typical AR pipeline consists
of many stages (refer Sec. 2), we profiled a set of applications and
found that the hologram processing is the primary bottleneck in
terms of computation, energy consumption, and execution latency.

The heavy compute demand of the hologram (re)construction
has made this a promising candidate for acceleration, and prior
works have tried to offload it to cloud [16, 27, 67] and specialized
accelerators [35] to achieve high throughput, but doing so has led
the communication with the edge device to be a major bottleneck.
Others have proposed to design efficient and lightweight deep neu-
ral networks (DNNs) to achieve high quality scene rendering at
the edge device itself, but this requires model retraining/tuning for
a particular user [33, 54]. Apart from the above works targeting
all areas in a scene, foveated rendering techniques have been pro-
posed to reduce image resolution in the peripheral area (typically
beyond 135° vertically and 160° horizontally in human visual system
(HVS)), while maintaining a normal/high quality only for 5° foveal
vision [2, 22, 25, 47, 62]. Such differential resolution within an image
can reduce computational costs without significantly impacting
user experience [25, 47, 62]. Further optimizations such as eye-
dominance (i.e., HVS prefers scene perception from one eye over
the other) and learning-based foveated rendering are orthogonal to
this core idea and beyond the scope of this paper [24, 30].

Despite providing significant performance and energy-efficiency
benefits, these prior works still miss out on even more selective
rendering of viewed hologram images - beyond just the FoV and/or
regions of the user’s focus. This is the primary motivation of this
paper, where we explore trade-offs between hologram quality and
processing costs. These trade-offs are not very straightforward
due to the following challenges: First, among all of the inputs to
the AR headset (shown later in Fig. 1b), which one(s) are critical for
holographic processing? Second, which features of these inputs are
salient and need more fine-grained computation, and which of them
could be approximated without impacting the QoS? Third, how do
we make dynamic decisions of approximation based on the runtime
conditions (e.g., user’s current pose and eye movements)?

Towards this, we propose HoloAR, an opportunistic and edge-
friendly framework to speed up the AR holographic computation

Background

(a) An app.

Background

(b) HW components [20, 29].

Background

(c) SW pipeline [19, 50].

Figure 1: Main hardware components and software pipeline
on a typical AR device.

and improve its energy efficiency, with “approximation” as the
core idea. Starting from investigating and evaluating the existing
foveated rendering techniques, this work further explores the entire
design space for potential opportunities and optimizations unique
in AR applications, for speedup as well as energy savings. The
major contributions of this work can be summarized as follows:
• We first conduct a detailed characterization of a generic AR

processing pipeline to identify the major bottlenecks in current
state-of-the-art AR headsets, and set our optimization target as
the hologram computation. (Sec. 2.1)

• From two open-source AR datasets [1, 58], we identify two prop-
erties in AR hologram applications: spatio diversity for objects,
and temporal locality for the user (viewer) interests (i.e., user typ-
ically focuses on one region within a short period of time). Such
properties are leveraged as approximation opportunities to skip
the “unimportant” portions of the hologram computation, based
on user’s region of focus (known as foveated rendering), and
object’s distance/size from the user. (Sec. 2.2)

• To capture these two approximation opportunities from both
the user and object perspectives, first, the prior foveated ren-
dering idea (denoted as Inter-Holo design) has been imple-
mented (in Sec. 4.3) and found to work well (in Sec. 5) as in
prior works [22, 25, 30, 47]. In this paper, we have gone be-
yond foveated rendering (Inter-Holo), by proposing an optimiza-
tion/approximation called Intra-Holo, that complements the for-
mer in boosting performance/energy efficiency. Such Intra-Holo
enhancement is ideally suited for holographic processing at the
edge, without requiring additional hardware, cloud assistance,
or machine learning.

• We implement both the designs on an edge GPU platform [36],
without the need for any hardware modification. We evaluate
these designs using the NVPROF tool [37] and hardware power
management unit on the edge GPU platform [36]. Our exper-
imental results reveal that, HoloAR provides 29% reduction in
power consumption and 2.7× speedup, which collectively trans-
late to 73% total energy savings compared to the baseline setup
(Sec. 5.3). Finally, based on our findings, we discuss future direc-
tions that may help one design custom hardware accelerators for
AR holograms (Sec. 5.5).

2 BACKGROUND AND MOTIVATION

Before diving deep into the problems and possible solutions asso-
ciated with holographic processing, we first present the hardware
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and software pipelines of a typical holographic AR application
(in Fig. 1). We further describe the existing holographic execution
inefficiencies in the AR pipeline and potential opportunities for
computation reduction.

2.1 AR Holographic Applications and Pipeline

The holographic display technique enables a large body of aug-
mented applications in real life [14]. One such application is illus-
trated in Fig. 1a, where a physical car being driven on a highway
is replaced by the corresponding virtual/augmented holographic
car in a real-time fashion such that, instead of viewing the real
cars, the AR user views the virtual ones. To implement such ap-
plications, today’s AR headsets are usually equipped with various
hardware components for sensing and processing, as depicted in
Fig. 1b. Specifically, the AR hardware has three major components:
Sensor Inputs: The AR headset receives the real-time information
from both the surrounding environment and the user (viewer),
with two types of sensing: ① “world sensors” to sense the physical
surrounding the user is currently in, such as cameras for the RGB
image and LiDAR/depth sensor for the depth or distance of the
objects in front of the user, and ② “user sensors” to sample the
behavior/status of the user, such as inertial measurement unit (IMU)
sensors for head rotation, IR sensors for eye tracking, and controller
for hand gesture. After sensing, the input samples are then buffered
in the video buffer, waiting to be processed timely at the frame-rate.
Processing Engines: To efficiently handle the above two types of
inputs, various computational resources have been integrated into
AR SoCs, as shown in Fig. 1b, e.g., CPUs for generic processing,
GPUs for graphics computing, vision processing units (VPUs) for
rendering, and tensor processing units (TPUs) for learning infer-
ences. Recently, state-of-the-art AR headsets such as HoloLens [31]
have even been planning to integrate the holographic processing
units (HPUs) for processing the information coming from all of the
on-board sensors (currently under development) [32].
On-board Battery: It is to be noted that all of the sensors and the
processing engines mentioned above are battery-backed, as shown
in Fig. 1b. This is for enabling users to freely move around in a large
area without the need of connecting with a power cable constantly.
Hence, the power/energy efficiency is critical metrics in many AR
use cases so that the battery lifetime can be sufficiently long.

With these sensors and compute resources in place, an AR head-
set executes a set of software tasks, either entirely or selectively
based on the applications’ requirements [19]. Without loss of gener-
ality, a typical AR pipeline [19] is shown in Fig. 1c. At a high level,
this AR pipeline has three major stages: ❶ Inputs stage first collects
the real-time information from all the on-board sensors such as
IMU, IR, camera and depth image sensors. With these inputs, ❷

Perception stage understands the current surrounding environment
such as pose estimation for head rotations/directions, eye tracking
for pupil centers, and scene reconstruction for the current view
analysis. Finally, ❸ Visual stage combines the physical world with
the virtual information (which is generated in real-time) together,
and renders the final images (both the physical scene as well as the
virtual frame augmented with it) for the user to view.

We want to emphasize that, compared to virtual reality (VR),
the AR video processing typically incurs additional computational

Table 1: Ideal latency requirements [19].

Task Ideal Latency Algo.
Pose
Estimate

33ms Kimera [53]

Eye
Track

33ms NVGaze [26]

Scene
Reconstruct

100ms InfiniTAM [50]

Hologram 33ms GSW [49, 63]

tasks and interacts with more hardware resources [61]. Based on
our measurements collected from a smartphone [60] running a sim-
ple AR application [3], the processing performance can be lower
than 0.5 fps, and the battery life can be as short as just 1 hour. This
motivates us to investigate which component is the major perfor-
mance and energy bottleneck, charging most of the “performance-
and/or energy-taxes” from the battery-backed AR headsets.

2.2 Motivation

2.2.1 What is the Major Bottleneck?
To identify the major performance bottlenecks in the current AR

headsets, we characterized the execution latency of the software
pipeline (discussed above in Fig. 1c) on a typical edge prototype [36]
running a set of state-of-the-art AR-related tasks [19, 26, 49, 50,
53], and compared the collected results against ideal execution
latencies for the same set of tasks (i.e., the maximum latency within
which the task needs to finish before its next invocation). The ideal
latencies and our collected latencies are given in Table 1 and Fig. 2,
respectively, for an ILLIXR playground scenario [15, 19].

Comparing the ideal latencies with practical latencies, we make
the following conclusions: In our practical setting, Pose Estimation
tracks user’s motion and viewing scene to estimate the current body
pose [53], and it takes around 13.8ms . Furthermore, estimating the
user’s eye gaze, Eye Track, requires the execution of a light-weight
neural network that takes 4.4ms and achieves 2.06° of accuracy [26].
Thus, both of these two tasks are able to meet the performance re-
quirements shown in Table 1. On the other hand, Scene Reconstruct
captures comprehensive consistent maps of environments from an
RGB-D image, and consumes 120ms in the practical setting. Note
that such maps are not necessarily required to be generated for each
frame (typically computed once per two or three frames [28, 50],
thus 67−100ms in Table 1); hence, we argue that the state-of-the-art
InfiniTAM technique, which implements a framework for real-time
depth fusion and learning of 3D scenes [50], is already close to the
ideal case. However, Hologram, which takes depthmap, point-cloud,
or light field as its input [18]2 to create arbitrary 3D configurations
of optical traps useful for capturing, moving and transforming
mesoscopic objects freely in the world [4], takes as long as 341.7ms
on an edge GPU3. This 10× performance gap between the practical
scenario and the ideal case (and the large amount of power/energy
consumption this task makes) motivates us to focus on holographic
processing in this paper, and explore the opportunities for improv-
ing the hologram computational efficiency to speed up the overall
AR application execution and reduce its energy consumption.

2In this paper, we mainly use the popular depthmap input method.
3Five iterations of the GSW algorithm [63] are profiled.

496



MICRO ’21, October 18–22, 2021, Virtual Event, Greece Shulin and Haibo, et al.

0.2 8.0 13.8 4.4
120.0

6.0

341.7

0
100
200
300
400

IM
U/
IR

Ca
m
er
a

Po
se

Es
tim
at
e

Ey
e 
Tr
ac
k

Sc
en
e

Re
co
ns
tru
ct

Re
pr
oj
ec
t

Ho
lo
gr
am

Inputs Perception Visual

La
te
nc
y 
(m
s)

Motivation
Our 
focus

Figure 2: A comparison of latency requirements results col-
lected from our practical setting and ideal cases shown in
Table 1.

2.2.2 What are the Prior Optimization Efforts?
Targeting the compute-intensive holographic processing dis-

cussed above, foveated rendering techniques have been previously
proposed to approximate selective regions (i.e., peripheral vision).
In fact, prior research on HVS has shown that human eyes are
able to observe beyond 135° vertically and 160° horizontally, but
see fine details within an only around 5° central circle (i.e., foveal
vision). Motivated by such degradation of peripheral visual acuity,
foveated rendering reduces computational costs for the peripheral
region, and maintains high/normal resolution only for the foveal re-
gion [2, 22, 24, 25, 30, 47, 62]. For instance, a real-time gaze-tracked
foveated rendering system is proposed to yield performance and
memory savings by avoiding shading up to 70% of the pixels for VR
headsets [47]. Similarly, a prototype AR display also takes advan-
tage of foveated rendering by tracking the user’s gaze and providing
low-resolution images to the peripheral area to reduce computa-
tion and improve display resolution [25]. More recently, another
foveated rendering based CGH reconstruction technique has been
proposed to accelerate calculations with negligible effect for the
viewer [22]. We implemented such foveated rendering idea (de-
noted as Inter-Holo design in Sec. 4.3) and found to reduce around
23% execution latency (in Sec. 5) for AR holograms. However, such
performance gain from foveated rendering is still insufficient to
close the 10× gap discussed above. Thus, in this paper, we want to
go beyond the prior foveated rendering for further optimizations,
by investigating the potential opportunities which are unique to
the AR use cases and may have been missed out before.
2.2.3 What are the Potential Opportunities?

Towards addressing this hologram bottleneck, various ap-
proaches from both the software [33, 52, 54] and hardware [32, 35]
sides have been proposed. These prior approaches either incorpo-
rate additional memory for maintaining a lookup table for compu-
tation reduction, or build an application-specific integrated circuit
(ASIC) chip specifically for holographic processing, which is more
power-efficient than generic processors. While such approaches im-
prove the hologram execution to some extent, they do not consider
the unique features of the AR applications. Recall that, in the AR
holographic application discussed above in Fig. 1a and Section 2.1,
there are two types of inputs to the holographic pipeline – world
sensors for the physical objects (real cars in this case) in the world,
and user sensors for the user behavior/state such as pose and eye
movements (discussed in details in Sec. 3). Therefore, in principle,
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Figure 4: Depthmap hologram algorithm details.

more intuitive opportunities could exist in the AR application do-
main, from both the object and user perspectives. To identify them,
we studied two published AR datasets (Objectron [1] for objects
shown in Fig. 3a, and MPIIDEye [58] for users shown in Fig. 3b),
and observed the following two properties in the AR holographic
applications:
Spatio Diversity for Objects: Intuitively, objects which are far
from the user and with small-sized shapes require less informa-
tion to generate the virtual hologram than others (more details
are provided in Sec. 3). Hence, the distance between the user and
the objects (Cam2ObjDist shown in black color in Fig. 3a), as well
as the size of how the object seems/appears to the user (ObjSize
shown in red color in Fig. 3a) affect the amount of computations
actually required to provide just enough yet necessary virtual holo-
grams. For example, compared to the chair object in Fig. 3a, the
bike object is closer to the user, and also has a larger range/size
(size=farmost-nearest); thus, more information is required to
create the hologram for the bike for maintaining fairly good QoS
than the chair. Therefore, one opportunity to reduce the amount
of computation is to approximate the hologram processing based
on the objects’ distances and sizes.
Temporal Locality for the User Interests: As also established
by prior foveated rendering proposals, the foveal vision (or Region
of Focus, RoF) is only a small region in the current scene and can
be traced by eye tracking techniques [26]. As can be observed from
three users’ eye tracking shown in Fig. 3b, all focus only on a
portion of the entire viewing window within a short period of time
(10 seconds in this case). On the other hand, even when viewing the
exact same scene, the RoF varies across users. For example, User1
has similar interest as User3, whereas User2 focuses more on the
bottom left corner. Clearly, such temporal similarity for a particular
user’s interests exposes another opportunity for leveraging prior
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foveated rendering in AR holograms, by reducing the amount of
computation needed for the objects which are outside the RoF, thus
only emphasizing on the processing of the objects which the user
is currently focusing on.

Driven by these observations, we next want to study the details
of hologramwith the goal of addressing two critical questions:What
are the problems in the current state-of-the-art hologram software and
hardware?, and How can we leverage “approximation opportunities”
(based on the two observations above) to speed up hologram processing
and save energy, while still maintaining a high QoS?

3 HOLOGRAPHIC PROCESSING STUDY

To leverage the opportunities in the holographic processing from
a RGB-D (i.e., RGB and depth) image, we need to first understand
the detailed execution of the entire hologram processing from both
the algorithm and hardware perspectives. We illustrate the details
of depthmap hologram processing in Fig. 4a and Algo. 1 as two ma-
jor steps (more details on the depthmap hologram algorithm can be
found elsewhere [4, 18, 55, 63]). As shown in Fig. 4a, the depthmap
input is first sliced into several planes (M depth planes in this case).
With these depth planes, the first step, Forward Propagation (de-
noted ❶ in Fig. 4a), is to overlay the ith plane on the propagation
result of the previous 1st to (i − 1)th planes, and then propagate
to the next (i + 1)th plane. Note from Line#3 to Line#5 in Algo. 1
that, such forward propagation is massively parallel at the depth
plane level (across planes) as well as at the pixel level (within one
plane). Each depth plane processes the forward-propagation from
the hologram plane independently, and each pixel on a particular
depth plane goes through the exact processing sequence (HP2DP
in Line#5; more details can be found in [4, 18]). This makes hard-
ware parallelization and pipelining easier on a block/tensor type
of architecture such as GPUs. Note, however, that, this step also
requires sequential barriers within each plane (Line#6 synchro-
nizes the threads in a warp/block for one depth plane) and across
planes (Line#7 synchronizes the results from all the depth planes,
before moving forward to the second step). Hence, as we will show
later in this section, such barriers sliced into the massive parallel
execution can cause load imbalance and instruction stalls, which
slow down the entire execution and impact performance. The sec-
ond step, Backward-Propagate (denoted ❷ in Fig. 4a), accumulates
the results of each depth plane, backpropagates it to the hologram
plane via the DP2HP procedure (in Line#11), and generates the final
hologram for this depthmap input. Like the first step, this step also
involves synchronizations between planes (in Line#12), which can
again impact parallelization and slow down the entire execution.

Intuitively, the execution performance is mainly determined by
the number of depth planes (the outer for-loop in the algorithm) as
well as the number of pixels in each depth plane (the inner for-loop
in the algorithm). To study how the number of depth planes affects
the hologram performance, we profile the execution latency from a
typical edge GPU device [36], generating holograms with different
number of depth planes (assuming the same number of pixels in
each plane), and the results are plotted in Fig. 4b. From this figure,
one can observe the following: First, in general, these two steps
take similar times to execute, due to the similar procedures they

Algorithm 1: Depthmap Hologram Algorithm [4, 18].
Input :M : Number of depth planes
Input :DP [i]: Pixels in the i th depth plane
Output :Holoдram: Generated hologram

1 procedure Depthmap_Holoдram(M , DP) // main
2 // Step-1: Forward-propagate

3 for i in [1, M ] do // planes in parallel
4 for p in DP[i] do // pixels in parallel
5 IntraPlanei = HP2DP (i, p)
6 IntraBlockSync (IntraPlane[i])

7 InterBlockSync ()
8 // Step-2: Backward-propagate

9 for i in [1, M ] do // in parallel
10 for p′ in IntraPlane[i] do // in parallel
11 Hologram[p′] += DP2HP (i, p′)
12 InterBlockSync ()
13 return {Holoдram}

employ, as shown in Algo. 1. Second, by increasing the number of
depth planes, it takes around 2× latency to generate a hologram
with 2× number of depth planes. As also mentioned in Sec. 2.1, the
16 depth planes required by most of the AR applications (typically
10 to 100 depth planes are sufficient) [19, 49] consume more than
300ms , which is 10× larger than the real-time (QoS) requirement.
Thus, it can be concluded that, without any optimization, a state-
of-the-art edge GPU is only able to compute for < 4 depth planes
in real-time [36]. These observations motivate us to investigate
the reasons behind such low performance on GPU: is it because of
the intrinsic software/algorithm characteristics, or is it primarily a
hardware mapping issue?

Towards this, we profiled the hologram processing on the edge
GPU [36] using the NVPROF tool [37], and observed the follow-
ing: First, the SM utilization for both the steps is very high, i.e.,
74% for Forward-Propagation and 90% for Backward-Propagation.
This is because the execution is massively parallel at the depth
plane level as well as at the pixel level. Moreover, the L1 hit rate
for both these steps is as high as 99%. Thus, GPU seems to be one
of the reasonable hardware candidates for mapping the hologram
application. Second, the four major reasons for instruction stalls
in the Forward-Propagation step are: Data Request (21%), Execu-
tion Dependency (19%), Instruction Fetch (15%), and Sync (10%),
whereas in the Backward-Propagation step they are Read-only Loads
(42%), Sync (24%), Data Request (16%), and Execution Dependency
(6%). These stalls originate mainly from the inter-block and intra-
block synchronizations required by the application, as discussed
above when explaining Algo. 1. Because of this, recently, alternate
hardware-based solutions have been proposed to improve the com-
putational efficiency by replacing the expensive transcendental cal-
culations with lookup table (LUT) based memoization [35], or miti-
gating the data movement overheads by employing a customized
buffer on-chip [32], or simply offloading computations to cloud then
streaming back [16, 27, 67]. While such an approach improved the
computational efficiency and reduced power consumption to some
extent, rethinking the design of hologram software/hardware con-
sidering the unique features of the AR holographic applications (as
discussed in Sec. 2.2) as well as the characteristics of the underlying
hardware can potentially open up further opportunities.

498



MICRO ’21, October 18–22, 2021, Virtual Event, Greece Shulin and Haibo, et al.

Motivated by this, we next explore the entire design space for the
AR holographic applications running on edge GPUs, and try to ex-
ploit potential opportunities for reducing computations to improve
both performance and energy efficiency in hologram processing.

4 PROPOSED STRATEGIES
As discussed in Sec. 2.2, holographic processing dominates the la-
tency and energy consumption in the AR video pipeline. Further,
we also observed in Sec. 3 that, the main reason behind this is that
the number of depth planes affects the number of synchronizations
between parallel executions, and determines the amount of com-
putation required to generate the holograms. Unlike prior works
targeting at optimizing the efficiency of the hologram program-
ming itself by proposing alternative hardware [32, 35], we primarily
focus on exploring the intrinsic approximation opportunities (dis-
cussed in Sec. 2.2.3) ignored in the current implementation of the
AR applications, but can be embedded into the existing hardware
such as GPUs, to speedup the holographic execution and improve
power/energy efficiency with negligible quality loss.

4.1 Exploring the Entire Design Space in AR
Hologram Processing

Exploring the entire design space for the AR hologram processing
is a non-trivial task. First of all, a large number of sensor inputs are
fed into the hologram pipeline (as shown in Fig. 1b), such as IMU
sensors, eye tracking or IR sensors, handmotion sensors, RGB-D im-
age sensors, etc. To improve the hologram approximation, we need
to first identify the set of inputs that affect the hologram computing
the most. As discussed above in Sec. 3, both the user’s pose and
the gaze position, as well as the targeted objects (intended to be re-
placed by the virtual holograms) shape the hologram computation.
Further, in many cases, these inputs are dynamically changing at the
same frequency (e.g., the image sensors) as the frame-rate, which
needs to be captured and updated at runtime, or even at a faster
rate (e.g., the IMU and IR sensors). Thus, to systematically explore
the potential opportunities of approximation in the AR hologram
applications, we start by distinguishing between three fundamental
scenarios, where the objects, head pose, and eye tracking provide
different opportunities, as depicted in Fig. 5.
• In the Viewing-Window scenario shown in Fig. 5a, only the

soccer ball object is located inside the viewing window in
the current frame, Frame-I, while football and box are not.
Thus, only the soccer ball hologram is required to be com-
puted for this frame, and other two can be skipped. Similarly, for
the next frame, Frame-II, now the user lifts her head a bit, hence
the corresponding viewing window changes from the previous
one. Because of this, now the football is partially located in the
viewing window, and requires computing (only for the bottom
right part that is inside the viewing window). Note also that,
since the soccer ball hologram has been already generated in
Frame-I, we can skip its computation. Again, the box object is
still outside of the viewing window and thus, we do not need
to compute its hologram. We use such a viewing-window based
“sub-hologram” technique which has already been proposed in
prior works (such as Sub-Hologram [52]) as the Baseline design.

• Apart from the viewing window, the dense or sparse hologram
computing is also RoF-dependent, which is the main idea be-
hind foveated rendering [25, 47, 62], as discussed in Sec. 1 and
Sec. 2.2.3. In the Inter-Holo scenario shown in Fig. 5b, such a
region of focus is just a subset of the entire viewing window, and
thus contains a small number of objects that need to be computed
with rich information (as it needs 16 depth planes). However, for
the objects outside of the current RoF, since the user is not cur-
rently focusing on them, a reasonable approximation would not
affect the user experience that much (which implies we do not
need 16 depth planes for all of them). For example, in Frame-I in
Fig. 5b, the user is currently focusing on the soccer ball; mean-
while the football is located outside of the RoF, hence, becomes
a candidate for approximation. On the other hand, in Frame-II,
the user moves her eyes and changes the region of focus. Now,
the football needs the full depth planes’ information, while the
soccer ball can be approximated. To take advantage of this
opportunity, the football object (which is inside the RoF in this
example scenario) requires all of the 16 depth planes to compute
its dense hologram, whereas the other objects (the soccer ball
in this case) can be approximated with a pre-defined sparse sam-
pling factor (e.g., 12 ; more details provided later in Algo. 2 and
Sec. 4.3). We leverage such foveated rendering idea in Inter-Holo
as our Reference design in this paper.

• The above Viewing-Window and Inter-Holo proposals target at
reducing the amount of computation for the holograms from the
head orientation (rotation) and eye tracking (up-down) perspec-
tives. As discussed in Fig. 3a, another enabler for computation
reduction is the relative distance between the camera/user and
the objects, i.e., left-right. As one can observe from the Intra-
Holo scenario shown in Fig. 5c, the football is larger than the
soccer ball, and is located much closer to the user. Hence,
even though both of them are located inside the RoF (and, of
course, inside the viewing window), intuitively, the soccer ball
hologram does not need as much information as the football
hologram to compute. Inspired by this observation, another level
of approximation can be explored based on the relative camera-
to-object distance as well as the object range/size.

4.2 HoloAR Overview
Driven by the above discussion and the potential approximation
opportunities presented by the Inter-Holo and Intra-Holo scenarios,
we propose HoloAR, a novel framework for holographic process-
ing in AR applications to improve both the performance and en-
ergy consumption of the hologram processing, without affecting
user experience. HoloAR aims to reduce the amount of hologram
computations as much as possible by carefully approximating the
hologram computing for select objects, while maintaining an ac-
ceptable video quality. The overall design of our proposed HoloAR
framework is illustrated in Fig. 6a. First, HoloAR utilizes the exist-
ing viewing-window based technique [52] (denoted
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Figure 6: The proposed HoloAR which includes Inter-Holo
leveraging foveated rendering, and Intr-Holo further ap-
proximating holograms for far objects.

4.3 Inter-Holo Computation Optimization
We first answer how to deploy the previously proposed foveated

Algorithm 2: Inter-Holo algorithm.
Input : 𝐼𝑅𝑠 : eye tracking sensors
Input :𝑂𝑏 𝑗𝑠 : set of virtual objects
Input :𝛼 : inter-holo approximation factor, 𝛼 ∈ (0, 1]
Output :𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠 : Generated holograms

1 procedure 𝐼𝑛𝑡𝑒𝑟_𝐻𝑜𝑙𝑜(𝐼𝑅𝑠 ,𝑂𝑏 𝑗𝑠 , 𝛼) // main
2 RoF = 𝐸𝑦𝑒𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔(𝐼𝑅𝑠)
3 for 𝑜𝑏 𝑗 in𝑂𝑏 𝑗𝑠 do // View-Window only
4 if 𝑜𝑏 𝑗 in RoF then // inside of RoF
5 Holograms[obj] = Algorithm1(16, obj)

6 else // outside of RoF, thus approximate
7 Holograms[obj] = Algorithm1(16 × 𝛼 , obj)

8 return {𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠}

rendering technique on AR holograms, by investigating how to
leverage the temporal similarity when the user’s region of focus is
only a part of the entire viewing window, as mentioned earlier in
Sec. 2.2 (Fig. 3b). To capture the current RoF, an additional eye track-
ing step is introduced before the hologram computations, as shown
in Fig. 6b a . This eye tracking step takes the current IR sensor im-
ages as its input, and analyzes the user’s current gaze area as well as
the viewing direction. Note that this additional eye tracking proce-
dure needs to be invoked for each frame, in order to capture/reflect
the current eye movements without causing nausea for the user.
As a result, eye tracking needs to incur minimum overhead, while
providing a fairly good accuracy. Fortunately, there already exist

a large body of techniques which can track the eye movements
efficiently (e.g., see [26] and [12] and the references therein). In this
work, we chose to use the NVGaze technique [26] to perform eye
tracking for the Inter-Holo design due to two main reasons. First, it
provides sufficient accuracy for the AR applications – as high as
2.06° accuracy for gaze shape/direction estimation across a wide
field of view [26]. Second, its execution latency when running on
our edge GPU prototype [36] is within 4.5𝑚𝑠 , which contributes to
less than 1% of the entire hologram processing pipeline latency.

With the RoF attained from the eye tracking, the next question
we need to answer is how to deploy the approximation opportuni-
ties discussed above in Sec. 2.2.3 on top of the existing hologram
pipeline. As shown by Line#5 and Line#7 in Algo. 2, our proposal
can actually reuse the original hologram execution engine without
any architectural modifications or reprogramming. In fact, only
one input argument, i.e., the number of depth planes, requires to
be changed based on the approximation factor 𝛼 , when the object
is outside of RoF. Here, we set 𝛼 to 0.5, as our detailed profiling
(discussed later in Sec. 5) indicates that setting 𝛼 to this specific
value brings significant energy savings while maintaining good
hologram quality. We also present a sensitivity study on how en-
ergy savings and performance vary with different approximation
factors in Sec. 5.4.

4.4 Intra-Holo Computation Optimization

Algorithm 3: Intra-Holo proposal algorithm.
Input :𝑃𝑜𝑠𝑒𝑠 : pose sensors
Input :𝑂𝑏 𝑗𝑠 : set of virtual objects
Output :𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠 : Generated holograms

1 procedure 𝐼𝑛𝑡𝑟𝑎_𝐻𝑜𝑙𝑜(𝑃𝑜𝑠𝑒𝑠 ,𝑂𝑏 𝑗𝑠) // main
2 Cam2ObjDists = 𝑃𝑜𝑠𝑒𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛(𝑃𝑜𝑠𝑒𝑠)
3 for 𝑜𝑏 𝑗 in𝑂𝑏 𝑗𝑠 do // approx. based on dist.
4 𝛽 = 𝑎𝑝𝑝𝑟𝑜𝑥𝐹𝑎𝑐𝑡𝑜𝑟𝑠(cam2ObjDists[obj])
5 Holograms[obj] = Algorithm1(16 × 𝛽 , obj)

6 return {𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠}

In the Inter-Holo design, the hologram computation can be ap-
proximated by identifying the region of focus from eye tracking.
However, the scope of this approximation opportunity might be
limited due to the strict 16 depth planes requirement for all objects
inside the RoF, regardless of their distance from the user. In fact,
there may still be another level of opportunity for approximating

) to skip the
hologram computations for the objects which are outside of the
current viewing window, in a “just-in-time” fashion. Next, HoloAR
employs the Inter-Holo scheme (denoted
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the objects in long distance (Intra-Holo, shown in Fig. 5c). To lever-
age this opportunity, we need to know where the user is located in
the world and what the objects in the world look like [13, 19, 53, 59].
Next, we use one of the popular SLAM techniques, Kimera-VIO [53],
to estimate the user’s pose and understand the relative positions of
the objects and the user. As shown in Fig. 6b b , similar to the Inter-
Holo pipeline, the additional pose estimation step also sits between
the inputs and the original hologram processing, and thus has to
be efficient without introducing much overhead. Our profiling on
the edge GPU prototype [36] shows that Kimera-VIO takes, on av-
erage, 13.75𝑚𝑠 latency to execute, which is less than 1% of the total
hologram processing time. Therefore, the overhead introduced due
to the additional pose estimation step is negligible compared to the
baseline latency, thereby opening up opportunities for significant
energy savings and performance speedup as demonstrated later in
Sec. 5.

With the help of the pose estimation, now the AR hologram
pipeline has the knowledge about the range/size of each object as
well as its relative distance from the user. Next, as shown in Algo. 3,
for each of the objects, a corresponding approximation factor (𝛽)
can be determined based on these insights. Similarly, the original
hologram engine can still be reused without any reprogramming,
except for the first argument, i.e., the number of depth planes for
this particular object, as shown in Line#5 of Algo. 3.
Inter-Intra-Holo: It is to be noted that, when the user eye track-
ing and pose estimation are available simultaneously for hologram
processing, the Inter-Holo and Intra-Holo schemes can be both ap-
plied to achieve maximum amount of energy savings and perfor-
mance benefits. In this paper, we refer to this combined scheme
as Inter-Intra-Holo. In this scheme, we first identify the objects in-
side/outside the RoF (Inter-Holo), and then approximate each of
them based on its shape and distance (Intra-Holo). Note that since
the other option – first Intra-Holo, then Inter-Holo – is theoreti-
cally identical to the proposed Inter-Intra-Holo, we skip its detailed
discussion due to space limitation.

4.5 Design and Implementation
Optimization Choices: Our main goal in this paper is to reduce
the amount of hologram computation by appropriate approxima-
tion, in order to speed up hologram processing, to satisfy the real-
time requirement as well as to reduce the energy consumption and
prolong the battery life of the AR device, while maintaining the QoS.
Our proposal is fundamentally different from prior optimizations
targeting various architectures or execution environments, such as
customized hardware accelerators [35], cloud assistance [16, 27, 67],
or neural network training/inferencing [33, 54]. Note that, each of
these prior efforts has its own limitations, e.g., expensive in-house
implementation and fixed functionality without proper power gat-
ing in accelerators [35]; requiring reliable network connections and
expensive round-trip latency in cloud offloading [16, 27, 67]; and
re-training of a new model for each application scenario and poten-
tially for each user in neural networks [33, 54]. Thus, our proposal
does not rely on any assistance from hardware accelerators, cloud
platforms, or neural networks. Instead, we focus exclusively on a
typical edge GPU to execute the hologram, and present our three

techniques, namely, Inter-Holo (as Reference), Intra-Holo and Inter-
Intra-Holo, which capture various approximation opportunities in
the AR hologram applications to improve both performance and
energy efficiency.
Framework Prototype: To prototype a real-life AR headset, a
proper codebase and a hardware platform are essential. For our
codebase, we build our proposals on top of ILLIXR [19], which
is the first open-source full-system extended reality testbed. IL-
LIXR already contains several AR software components (some of
them are shown in Fig. 1c), including head tracking, IMU integra-
tion, reprojection, and sound processing. On top of the ILLIXR
codebase, we implemented three new components – eye tracking,
pose estimation, and hologram processing. Further, we mapped
these AR software components to an edge GPU prototype [36],
from which the power breakdown across different components
such as SoC, memory, CPU, and GPU are measured through the
on-board Texas Instruments INA 3221 voltage monitor IC hard-
ware, and the performance of execution status is sampled by the
Nvidia NVPROF [37] profiling tool, which enables the collection of
a timeline of CUDA-related activities on both the CPU and GPU,
including kernel execution, memory transfer, CUDA API calls and
events/metrics for CUDA kernels.

5 EVALUATION
We evaluate our proposed HoloAR design by comparing the execu-
tion latency and total energy consumption with four different AR
hologram setups. In this section, we first describe our evaluation
methodology, experimental platform, datasets, and measurement
tools. Next, we analyze the results measured using these platforms.
After that, we show the general applicability of the proposed de-
sign, and also present results from a sensitivity study that focuses
on the quality-loss vs. energy-savings trade-offs. We conclude this
section by outlining some research directions for implementing
approximation-based accelerators for AR holograms.

5.1 AR Hologram Configurations

We evaluate the following five configurations of AR hologram
processing to demonstrate the effectiveness of our proposedHoloAR:
• Baseline (Viewing-Window): Similar to the recent viewing-

window based sub-hologram optimization [52], we first obtain
the field of view or the current viewing window from the user’s
head orientation, and then skip the computations of the objects,
which are outside the viewing window (i.e., only compute for
the objects located inside) to save computations and energy. This
software-based viewing window optimization is considered to
be the state-of-the-art at an algorithm level, and we refer to it as
Baseline in this study. We evaluate this baseline by profiling its
performance and energy consumption from a mobile GPU [36].

• Inter-Holo:Weevaluate the Inter-Holo design on amobile GPU [36]
using a framework similar to the state-of-the-art ILLIXR frame-
work [19], with one additional eye tracking task (as shown in
Fig. 6b a ) integrated into the existing pipeline to partially by-
pass the computations of holograms that are outside the focus
area. Note that, this implementation is purely done in software,
without any hardware modification.

), to take advantage of
the region of focus from analyzing the current eye tracking inputs
and sparsely compute the objects outside the RoF. Finally, HoloAR
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4.1 Exploring the Entire Design Space in AR
Hologram Processing

Exploring the entire design space for the AR hologram processing
is a non-trivial task. First of all, a large number of sensor inputs are
fed into the hologram pipeline (as shown in Fig. 1b), such as IMU
sensors, eye tracking or IR sensors, handmotion sensors, RGB-D im-
age sensors, etc. To improve the hologram approximation, we need
to first identify the set of inputs that affect the hologram computing
the most. As discussed above in Sec. 3, both the user’s pose and
the gaze position, as well as the targeted objects (intended to be re-
placed by the virtual holograms) shape the hologram computation.
Further, in many cases, these inputs are dynamically changing at the
same frequency (e.g., the image sensors) as the frame-rate, which
needs to be captured and updated at runtime, or even at a faster
rate (e.g., the IMU and IR sensors). Thus, to systematically explore
the potential opportunities of approximation in the AR hologram
applications, we start by distinguishing between three fundamental
scenarios, where the objects, head pose, and eye tracking provide
different opportunities, as depicted in Fig. 5.
• In theViewing-Window scenario shown in Fig. 5a, only the soccer

ball object is located inside the viewing window in the current
frame, Frame-I, while football and box are not. Thus, only
the soccer ball hologram is required to be computed for this
frame, and other two can be skipped. Similarly, for the next
frame, Frame-II, now the user lifts her head a bit, hence the
corresponding viewing window changes from the previous one.
Because of this, now the football is partially located in the
viewing window, and requires computing (only for the bottom
right part that is inside the viewing window). Note also that,
since the soccer ball hologram has been already generated in
Frame-I, we can skip its computation. Again, the box object is
still outside of the viewing window and thus, we do not need
to compute its hologram. We use such a viewing-window based
“sub-hologram” technique which has already been proposed in
prior works (such as Sub-Hologram [52]) as the Baseline design.

• Apart from the viewing window, the dense or sparse hologram
computing is also RoF-dependent, which is the main idea be-
hind foveated rendering [25, 47, 62], as discussed in Sec. 1 and
Sec. 2.2.3. In the Inter-Holo scenario shown in Fig. 5b, such a
region of focus is just a subset of the entire viewing window, and
thus contains a small number of objects that need to be computed
with rich information (as it needs 16 depth planes). However, for
the objects outside of the current RoF, since the user is not cur-
rently focusing on them, a reasonable approximation would not
affect the user experience that much (which implies we do not
need 16 depth planes for all of them). For example, in Frame-I in
Fig. 5b, the user is currently focusing on the soccer ball; mean-
while the football is located outside of the RoF, hence, becomes
a candidate for approximation. On the other hand, in Frame-II,
the user moves her eyes and changes the region of focus. Now,
the football needs the full depth planes’ information, while the
soccer ball can be approximated. To take advantage of this
opportunity, the football object (which is inside the RoF in this
example scenario) requires all of the 16 depth planes to compute
its dense hologram, whereas the other objects (the soccer ball

in this case) can be approximated with a pre-defined sparse sam-
pling factor (e.g., 12 ; more details provided later in Algo. 2 and
Sec. 4.3). We leverage such foveated rendering idea in Inter-Holo
as our Reference design in this paper.

• The above Viewing-Window and Inter-Holo proposals target at
reducing the amount of computation for the holograms from the
head orientation (rotation) and eye tracking (up-down) perspec-
tives. As discussed in Fig. 3a, another enabler for computation
reduction is the relative distance between the camera/user and
the objects, i.e., left-right. As one can observe from the Intra-
Holo scenario shown in Fig. 5c, the football is larger than the
soccer ball, and is located much closer to the user. Hence,
even though both of them are located inside the RoF (and, of
course, inside the viewing window), intuitively, the soccer ball
hologram does not need as much information as the football
hologram to compute. Inspired by this observation, another level
of approximation can be explored based on the relative camera-
to-object distance as well as the object range/size.

4.2 HoloAR Overview
Driven by the above discussion and the potential approximation
opportunities presented by the Inter-Holo and Intra-Holo scenarios,
we propose HoloAR, a novel framework for holographic process-
ing in AR applications to improve both the performance and en-
ergy consumption of the hologram processing, without affecting
user experience. HoloAR aims to reduce the amount of hologram
computations as much as possible by carefully approximating the
hologram computing for select objects, while maintaining an ac-
ceptable video quality. The overall design of our proposed HoloAR
framework is illustrated in Fig. 6a. First, HoloAR utilizes the exist-
ing viewing-window based technique [52] (denoted a ) to skip the
hologram computations for the objects which are outside of the
current viewing window, in a “just-in-time” fashion. Next, HoloAR
employs the Inter-Holo scheme (denoted b ), to take advantage of
the region of focus from analyzing the current eye tracking inputs
and sparsely compute the objects outside the RoF. Finally, HoloAR
uses the Intra-Holo scheme (denoted c ), to identify the number of
depth planes required for a particular object by analyzing the rela-
tive camera-to-object distance as well as the shape/size of the target
object. Note that, both the Inter-Holo and the Intra-Holo schemes
are complementary to each other, when both the eye tracking and
pose estimation inputs are available at the same time. Therefore,
we also investigate a combined Inter-Intra-Holo scheme which com-
bines both the schemes to further reduce the amount of hologram
computations.

Wewould like to emphasize that the proposedHoloAR framework
can, in principle, work with any hardware platform. As discussed
later in Sec. 5, in this paper, we evaluate the performance and
energy benefits of HoloAR by using an embedded GPU prototype
for the edge AR headsets [36], and leave the hardware-software co-
design based on FPGA-based acceleration for future work. However,
the architectural insights on how to co-design a next-generation
accelerator that can accommodate our proposed HoloAR framework
are discussed later in Sec. 5.5.

), to identify the number of
depth planes required for a particular object by analyzing the rela-
tive camera-to-object distance as well as the shape/size of the target
object. Note that, both the Inter-Holo and the Intra-Holo schemes
are complementary to each other, when both the eye tracking and
pose estimation inputs are available at the same time. Therefore,
we also investigate a combined Inter-Intra-Holo scheme which com-
bines both the schemes to further reduce the amount of hologram
computations.

Wewould like to emphasize that the proposedHoloAR framework
can, in principle, work with any hardware platform. As discussed
later in Sec. 5, in this paper, we evaluate the performance and
energy benefits of HoloAR by using an embedded GPU prototype
for the edge AR headsets [36], and leave the hardware-software co-
design based on FPGA-based acceleration for future work. However,
the architectural insights on how to co-design a next-generation
accelerator that can accommodate our proposed HoloAR framework
are discussed later in Sec. 5.5.

4.3 Inter-Holo Computation Optimization

We first answer how to deploy the previously proposed foveated
rendering technique on AR holograms, by investigating how to
leverage the temporal similarity when the user’s region of focus is
only a part of the entire viewing window, as mentioned earlier in
Sec. 2.2 (Fig. 3b). To capture the current RoF, an additional eye track-
ing step is introduced before the hologram computations, as shown
in Fig. 6b
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4.3 Inter-Holo Computation Optimization
We first answer how to deploy the previously proposed foveated

Algorithm 2: Inter-Holo algorithm.
Input : 𝐼𝑅𝑠 : eye tracking sensors
Input :𝑂𝑏 𝑗𝑠 : set of virtual objects
Input :𝛼 : inter-holo approximation factor, 𝛼 ∈ (0, 1]
Output :𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠 : Generated holograms

1 procedure 𝐼𝑛𝑡𝑒𝑟_𝐻𝑜𝑙𝑜(𝐼𝑅𝑠 ,𝑂𝑏 𝑗𝑠 , 𝛼) // main
2 RoF = 𝐸𝑦𝑒𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔(𝐼𝑅𝑠)
3 for 𝑜𝑏 𝑗 in𝑂𝑏 𝑗𝑠 do // View-Window only
4 if 𝑜𝑏 𝑗 in RoF then // inside of RoF
5 Holograms[obj] = Algorithm1(16, obj)

6 else // outside of RoF, thus approximate
7 Holograms[obj] = Algorithm1(16 × 𝛼 , obj)

8 return {𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠}

rendering technique on AR holograms, by investigating how to
leverage the temporal similarity when the user’s region of focus is
only a part of the entire viewing window, as mentioned earlier in
Sec. 2.2 (Fig. 3b). To capture the current RoF, an additional eye track-
ing step is introduced before the hologram computations, as shown
in Fig. 6b a . This eye tracking step takes the current IR sensor im-
ages as its input, and analyzes the user’s current gaze area as well as
the viewing direction. Note that this additional eye tracking proce-
dure needs to be invoked for each frame, in order to capture/reflect
the current eye movements without causing nausea for the user.
As a result, eye tracking needs to incur minimum overhead, while
providing a fairly good accuracy. Fortunately, there already exist

a large body of techniques which can track the eye movements
efficiently (e.g., see [26] and [12] and the references therein). In this
work, we chose to use the NVGaze technique [26] to perform eye
tracking for the Inter-Holo design due to two main reasons. First, it
provides sufficient accuracy for the AR applications – as high as
2.06° accuracy for gaze shape/direction estimation across a wide
field of view [26]. Second, its execution latency when running on
our edge GPU prototype [36] is within 4.5𝑚𝑠 , which contributes to
less than 1% of the entire hologram processing pipeline latency.

With the RoF attained from the eye tracking, the next question
we need to answer is how to deploy the approximation opportuni-
ties discussed above in Sec. 2.2.3 on top of the existing hologram
pipeline. As shown by Line#5 and Line#7 in Algo. 2, our proposal
can actually reuse the original hologram execution engine without
any architectural modifications or reprogramming. In fact, only
one input argument, i.e., the number of depth planes, requires to
be changed based on the approximation factor 𝛼 , when the object
is outside of RoF. Here, we set 𝛼 to 0.5, as our detailed profiling
(discussed later in Sec. 5) indicates that setting 𝛼 to this specific
value brings significant energy savings while maintaining good
hologram quality. We also present a sensitivity study on how en-
ergy savings and performance vary with different approximation
factors in Sec. 5.4.

4.4 Intra-Holo Computation Optimization

Algorithm 3: Intra-Holo proposal algorithm.
Input :𝑃𝑜𝑠𝑒𝑠 : pose sensors
Input :𝑂𝑏 𝑗𝑠 : set of virtual objects
Output :𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠 : Generated holograms

1 procedure 𝐼𝑛𝑡𝑟𝑎_𝐻𝑜𝑙𝑜(𝑃𝑜𝑠𝑒𝑠 ,𝑂𝑏 𝑗𝑠) // main
2 Cam2ObjDists = 𝑃𝑜𝑠𝑒𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛(𝑃𝑜𝑠𝑒𝑠)
3 for 𝑜𝑏 𝑗 in𝑂𝑏 𝑗𝑠 do // approx. based on dist.
4 𝛽 = 𝑎𝑝𝑝𝑟𝑜𝑥𝐹𝑎𝑐𝑡𝑜𝑟𝑠(cam2ObjDists[obj])
5 Holograms[obj] = Algorithm1(16 × 𝛽 , obj)

6 return {𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠}

In the Inter-Holo design, the hologram computation can be ap-
proximated by identifying the region of focus from eye tracking.
However, the scope of this approximation opportunity might be
limited due to the strict 16 depth planes requirement for all objects
inside the RoF, regardless of their distance from the user. In fact,
there may still be another level of opportunity for approximating

. This eye tracking step takes the current IR sensor im-
ages as its input, and analyzes the user’s current gaze area as well as

Algorithm 2: Inter-Holo algorithm.
Input : I Rs : eye tracking sensors
Input :Objs : set of virtual objects
Input :α : inter-holo approximation factor, α ∈ (0, 1]
Output :Holoдrams : Generated holograms

1 procedure Inter_Holo(I Rs , Objs , α) // main
2 RoF = EyeT rackinд(I Rs )
3 for ob j in Objs do // View-Window only
4 if ob j in RoF then // inside of RoF
5 Holograms[obj] = Algorithm1(16, obj)

6 else // outside of RoF, thus approximate
7 Holograms[obj] = Algorithm1(16 × α , obj)

8 return {Holoдrams }

the viewing direction. Note that this additional eye tracking proce-
dure needs to be invoked for each frame, in order to capture/reflect
the current eye movements without causing nausea for the user.
As a result, eye tracking needs to incur minimum overhead, while
providing a fairly good accuracy. Fortunately, there already exist
a large body of techniques which can track the eye movements
efficiently (e.g., see [26] and [12] and the references therein). In this
work, we chose to use the NVGaze technique [26] to perform eye
tracking for the Inter-Holo design due to two main reasons. First, it
provides sufficient accuracy for the AR applications – as high as
2.06° accuracy for gaze shape/direction estimation across a wide
field of view [26]. Second, its execution latency when running on
our edge GPU prototype [36] is within 4.5ms , which contributes to
less than 1% of the entire hologram processing pipeline latency.

With the RoF attained from the eye tracking, the next question
we need to answer is how to deploy the approximation opportuni-
ties discussed above in Sec. 2.2.3 on top of the existing hologram
pipeline. As shown by Line#5 and Line#7 in Algo. 2, our proposal
can actually reuse the original hologram execution engine without
any architectural modifications or reprogramming. In fact, only
one input argument, i.e., the number of depth planes, requires to
be changed based on the approximation factor α , when the object
is outside of RoF. Here, we set α to 0.5, as our detailed profiling
(discussed later in Sec. 5) indicates that setting α to this specific
value brings significant energy savings while maintaining good
hologram quality. We also present a sensitivity study on how en-
ergy savings and performance vary with different approximation
factors in Sec. 5.4.
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4.4 Intra-Holo Computation Optimization

Algorithm 3: Intra-Holo proposal algorithm.
Input :Poses : pose sensors
Input :Objs : set of virtual objects
Output :Holoдrams : Generated holograms

1 procedure Intra_Holo(Poses , Objs) // main
2 Cam2ObjDists = PoseEstimation(Poses )
3 for ob j in Objs do // approx. based on dist.
4 β = approxFactors (cam2ObjDists[obj])
5 Holograms[obj] = Algorithm1(16 × β , obj)

6 return {Holoдrams }

In the Inter-Holo design, the hologram computation can be ap-
proximated by identifying the region of focus from eye tracking.
However, the scope of this approximation opportunity might be
limited due to the strict 16 depth planes requirement for all objects
inside the RoF, regardless of their distance from the user. In fact,
there may still be another level of opportunity for approximating
the objects in long distance (Intra-Holo, shown in Fig. 5c). To lever-
age this opportunity, we need to know where the user is located in
the world and what the objects in the world look like [13, 19, 53, 59].
Next, we use one of the popular SLAM techniques, Kimera-VIO [53],
to estimate the user’s pose and understand the relative positions of
the objects and the user. As shown in Fig. 6b
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the objects in long distance (Intra-Holo, shown in Fig. 5c). To lever-
age this opportunity, we need to know where the user is located in
the world and what the objects in the world look like [13, 19, 53, 59].
Next, we use one of the popular SLAM techniques, Kimera-VIO [53],
to estimate the user’s pose and understand the relative positions of
the objects and the user. As shown in Fig. 6b b , similar to the Inter-
Holo pipeline, the additional pose estimation step also sits between
the inputs and the original hologram processing, and thus has to
be efficient without introducing much overhead. Our profiling on
the edge GPU prototype [36] shows that Kimera-VIO takes, on av-
erage, 13.75𝑚𝑠 latency to execute, which is less than 1% of the total
hologram processing time. Therefore, the overhead introduced due
to the additional pose estimation step is negligible compared to the
baseline latency, thereby opening up opportunities for significant
energy savings and performance speedup as demonstrated later in
Sec. 5.

With the help of the pose estimation, now the AR hologram
pipeline has the knowledge about the range/size of each object as
well as its relative distance from the user. Next, as shown in Algo. 3,
for each of the objects, a corresponding approximation factor (𝛽)
can be determined based on these insights. Similarly, the original
hologram engine can still be reused without any reprogramming,
except for the first argument, i.e., the number of depth planes for
this particular object, as shown in Line#5 of Algo. 3.
Inter-Intra-Holo: It is to be noted that, when the user eye track-
ing and pose estimation are available simultaneously for hologram
processing, the Inter-Holo and Intra-Holo schemes can be both ap-
plied to achieve maximum amount of energy savings and perfor-
mance benefits. In this paper, we refer to this combined scheme
as Inter-Intra-Holo. In this scheme, we first identify the objects in-
side/outside the RoF (Inter-Holo), and then approximate each of
them based on its shape and distance (Intra-Holo). Note that since
the other option – first Intra-Holo, then Inter-Holo – is theoreti-
cally identical to the proposed Inter-Intra-Holo, we skip its detailed
discussion due to space limitation.

4.5 Design and Implementation
Optimization Choices: Our main goal in this paper is to reduce
the amount of hologram computation by appropriate approxima-
tion, in order to speed up hologram processing, to satisfy the real-
time requirement as well as to reduce the energy consumption and
prolong the battery life of the AR device, while maintaining the QoS.
Our proposal is fundamentally different from prior optimizations
targeting various architectures or execution environments, such as
customized hardware accelerators [35], cloud assistance [16, 27, 67],
or neural network training/inferencing [33, 54]. Note that, each of
these prior efforts has its own limitations, e.g., expensive in-house
implementation and fixed functionality without proper power gat-
ing in accelerators [35]; requiring reliable network connections and
expensive round-trip latency in cloud offloading [16, 27, 67]; and
re-training of a new model for each application scenario and poten-
tially for each user in neural networks [33, 54]. Thus, our proposal
does not rely on any assistance from hardware accelerators, cloud
platforms, or neural networks. Instead, we focus exclusively on a
typical edge GPU to execute the hologram, and present our three

techniques, namely, Inter-Holo (as Reference), Intra-Holo and Inter-
Intra-Holo, which capture various approximation opportunities in
the AR hologram applications to improve both performance and
energy efficiency.
Framework Prototype: To prototype a real-life AR headset, a
proper codebase and a hardware platform are essential. For our
codebase, we build our proposals on top of ILLIXR [19], which
is the first open-source full-system extended reality testbed. IL-
LIXR already contains several AR software components (some of
them are shown in Fig. 1c), including head tracking, IMU integra-
tion, reprojection, and sound processing. On top of the ILLIXR
codebase, we implemented three new components – eye tracking,
pose estimation, and hologram processing. Further, we mapped
these AR software components to an edge GPU prototype [36],
from which the power breakdown across different components
such as SoC, memory, CPU, and GPU are measured through the
on-board Texas Instruments INA 3221 voltage monitor IC hard-
ware, and the performance of execution status is sampled by the
Nvidia NVPROF [37] profiling tool, which enables the collection of
a timeline of CUDA-related activities on both the CPU and GPU,
including kernel execution, memory transfer, CUDA API calls and
events/metrics for CUDA kernels.

5 EVALUATION
We evaluate our proposed HoloAR design by comparing the execu-
tion latency and total energy consumption with four different AR
hologram setups. In this section, we first describe our evaluation
methodology, experimental platform, datasets, and measurement
tools. Next, we analyze the results measured using these platforms.
After that, we show the general applicability of the proposed de-
sign, and also present results from a sensitivity study that focuses
on the quality-loss vs. energy-savings trade-offs. We conclude this
section by outlining some research directions for implementing
approximation-based accelerators for AR holograms.

5.1 AR Hologram Configurations

We evaluate the following five configurations of AR hologram
processing to demonstrate the effectiveness of our proposedHoloAR:
• Baseline (Viewing-Window): Similar to the recent viewing-

window based sub-hologram optimization [52], we first obtain
the field of view or the current viewing window from the user’s
head orientation, and then skip the computations of the objects,
which are outside the viewing window (i.e., only compute for
the objects located inside) to save computations and energy. This
software-based viewing window optimization is considered to
be the state-of-the-art at an algorithm level, and we refer to it as
Baseline in this study. We evaluate this baseline by profiling its
performance and energy consumption from a mobile GPU [36].

• Inter-Holo:Weevaluate the Inter-Holo design on amobile GPU [36]
using a framework similar to the state-of-the-art ILLIXR frame-
work [19], with one additional eye tracking task (as shown in
Fig. 6b a ) integrated into the existing pipeline to partially by-
pass the computations of holograms that are outside the focus
area. Note that, this implementation is purely done in software,
without any hardware modification.

, similar to the Inter-
Holo pipeline, the additional pose estimation step also sits between
the inputs and the original hologram processing, and thus has to
be efficient without introducing much overhead. Our profiling on
the edge GPU prototype [36] shows that Kimera-VIO takes, on av-
erage, 13.75ms latency to execute, which is less than 1% of the total
hologram processing time. Therefore, the overhead introduced due
to the additional pose estimation step is negligible compared to the
baseline latency, thereby opening up opportunities for significant
energy savings and performance speedup as demonstrated later in
Sec. 5.

With the help of the pose estimation, now the AR hologram
pipeline has the knowledge about the range/size of each object as
well as its relative distance from the user. Next, as shown in Algo. 3,
for each of the objects, a corresponding approximation factor (β)
can be determined based on these insights. Similarly, the original
hologram engine can still be reused without any reprogramming,
except for the first argument, i.e., the number of depth planes for
this particular object, as shown in Line#5 of Algo. 3.
Inter-Intra-Holo: It is to be noted that, when the user eye track-
ing and pose estimation are available simultaneously for hologram
processing, the Inter-Holo and Intra-Holo schemes can be both ap-
plied to achieve maximum amount of energy savings and perfor-
mance benefits. In this paper, we refer to this combined scheme
as Inter-Intra-Holo. In this scheme, we first identify the objects in-
side/outside the RoF (Inter-Holo), and then approximate each of
them based on its shape and distance (Intra-Holo). Note that since
the other option – first Intra-Holo, then Inter-Holo – is theoreti-
cally identical to the proposed Inter-Intra-Holo, we skip its detailed
discussion due to space limitation.

4.5 Design and Implementation
Optimization Choices: Our main goal in this paper is to reduce
the amount of hologram computation by appropriate approxima-
tion, in order to speed up hologram processing, to satisfy the real-
time requirement as well as to reduce the energy consumption and
prolong the battery life of the AR device, while maintaining the QoS.
Our proposal is fundamentally different from prior optimizations
targeting various architectures or execution environments, such as
customized hardware accelerators [35], cloud assistance [16, 27, 67],
or neural network training/inferencing [33, 54]. Note that, each of
these prior efforts has its own limitations, e.g., expensive in-house
implementation and fixed functionality without proper power gat-
ing in accelerators [35]; requiring reliable network connections and
expensive round-trip latency in cloud offloading [16, 27, 67]; and
re-training of a new model for each application scenario and poten-
tially for each user in neural networks [33, 54]. Thus, our proposal
does not rely on any assistance from hardware accelerators, cloud
platforms, or neural networks. Instead, we focus exclusively on a
typical edge GPU to execute the hologram, and present our three
techniques, namely, Inter-Holo (as Reference), Intra-Holo and Inter-
Intra-Holo, which capture various approximation opportunities in
the AR hologram applications to improve both performance and
energy efficiency.
Framework Prototype: To prototype a real-life AR headset, a
proper codebase and a hardware platform are essential. For our
codebase, we build our proposals on top of ILLIXR [19], which
is the first open-source full-system extended reality testbed. IL-
LIXR already contains several AR software components (some of
them are shown in Fig. 1c), including head tracking, IMU integra-
tion, reprojection, and sound processing. On top of the ILLIXR
codebase, we implemented three new components – eye tracking,
pose estimation, and hologram processing. Further, we mapped
these AR software components to an edge GPU prototype [36],
from which the power breakdown across different components
such as SoC, memory, CPU, and GPU are measured through the
on-board Texas Instruments INA 3221 voltage monitor IC hard-
ware, and the performance of execution status is sampled by the
Nvidia NVPROF [37] profiling tool, which enables the collection of
a timeline of CUDA-related activities on both the CPU and GPU,
including kernel execution, memory transfer, CUDA API calls and
events/metrics for CUDA kernels.

5 EVALUATION
We evaluate our proposed HoloAR design by comparing the execu-
tion latency and total energy consumption with four different AR
hologram setups. In this section, we first describe our evaluation
methodology, experimental platform, datasets, and measurement
tools. Next, we analyze the results measured using these platforms.
After that, we show the general applicability of the proposed de-
sign, and also present results from a sensitivity study that focuses
on the quality-loss vs. energy-savings trade-offs. We conclude this
section by outlining some research directions for implementing
approximation-based accelerators for AR holograms.

501



HoloAR: On-the-fly Optimization of 3D Holographic Processing for Augmented Reality MICRO ’21, October 18–22, 2021, Virtual Event, Greece

Table 2: Salient features of the six videos used in this study.

No. Video #Frames #Obj/Frame Distance ObjSize
1 bike[38] 150k 1.1 2.08m 1.54m
2 book[39] 576k 1.5 0.64m 0.28m
3 bottle[40] 476k 1.1 0.47m 0.22m
4 cup[41] 546k 1.6 0.47m 0.16m
5 laptop[42] 485k 1.3 0.58m 0.38m
6 shoe[43] 557k 2.3 0.65m 0.21m

5.1 AR Hologram Configurations

We evaluate the following five configurations of AR holo-
gram processing to demonstrate the effectiveness of our proposed
HoloAR:
• Baseline (Viewing-Window): Similar to the recent viewing-

window based sub-hologram optimization [52], we first obtain
the field of view or the current viewing window from the user’s
head orientation, and then skip the computations of the objects,
which are outside the viewing window (i.e., only compute for
the objects located inside) to save computations and energy. This
software-based viewing window optimization is considered to
be the state-of-the-art at an algorithm level, and we refer to it as
Baseline in this study. We evaluate this baseline by profiling its
performance and energy consumption from a mobile GPU [36].

• Inter-Holo: We evaluate the Inter-Holo design on a mobile
GPU [36] using a framework similar to the state-of-the-art IL-
LIXR framework [19], with one additional eye tracking task (as
shown in Fig. 6b
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Design

(a) Viewing-Window scenario [52].

Design

(b) Inter-Holo scenario.

Design

(c) Intra-Holo scenario.

Figure 5: Three opportunities for reducing hologram computation in an AR application.

Design

(a) HoloAR overview.

Design

(b) The Inter-Holo and Intra-Holo.

Figure 6: The proposed HoloAR which includes Inter-Holo
leveraging foveated rendering, and Intr-Holo further ap-
proximating holograms for far objects.

4.3 Inter-Holo Computation Optimization
We first answer how to deploy the previously proposed foveated

Algorithm 2: Inter-Holo algorithm.
Input : 𝐼𝑅𝑠 : eye tracking sensors
Input :𝑂𝑏 𝑗𝑠 : set of virtual objects
Input :𝛼 : inter-holo approximation factor, 𝛼 ∈ (0, 1]
Output :𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠 : Generated holograms

1 procedure 𝐼𝑛𝑡𝑒𝑟_𝐻𝑜𝑙𝑜(𝐼𝑅𝑠 ,𝑂𝑏 𝑗𝑠 , 𝛼) // main
2 RoF = 𝐸𝑦𝑒𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔(𝐼𝑅𝑠)
3 for 𝑜𝑏 𝑗 in𝑂𝑏 𝑗𝑠 do // View-Window only
4 if 𝑜𝑏 𝑗 in RoF then // inside of RoF
5 Holograms[obj] = Algorithm1(16, obj)

6 else // outside of RoF, thus approximate
7 Holograms[obj] = Algorithm1(16 × 𝛼 , obj)

8 return {𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠}

rendering technique on AR holograms, by investigating how to
leverage the temporal similarity when the user’s region of focus is
only a part of the entire viewing window, as mentioned earlier in
Sec. 2.2 (Fig. 3b). To capture the current RoF, an additional eye track-
ing step is introduced before the hologram computations, as shown
in Fig. 6b a . This eye tracking step takes the current IR sensor im-
ages as its input, and analyzes the user’s current gaze area as well as
the viewing direction. Note that this additional eye tracking proce-
dure needs to be invoked for each frame, in order to capture/reflect
the current eye movements without causing nausea for the user.
As a result, eye tracking needs to incur minimum overhead, while
providing a fairly good accuracy. Fortunately, there already exist

a large body of techniques which can track the eye movements
efficiently (e.g., see [26] and [12] and the references therein). In this
work, we chose to use the NVGaze technique [26] to perform eye
tracking for the Inter-Holo design due to two main reasons. First, it
provides sufficient accuracy for the AR applications – as high as
2.06° accuracy for gaze shape/direction estimation across a wide
field of view [26]. Second, its execution latency when running on
our edge GPU prototype [36] is within 4.5𝑚𝑠 , which contributes to
less than 1% of the entire hologram processing pipeline latency.

With the RoF attained from the eye tracking, the next question
we need to answer is how to deploy the approximation opportuni-
ties discussed above in Sec. 2.2.3 on top of the existing hologram
pipeline. As shown by Line#5 and Line#7 in Algo. 2, our proposal
can actually reuse the original hologram execution engine without
any architectural modifications or reprogramming. In fact, only
one input argument, i.e., the number of depth planes, requires to
be changed based on the approximation factor 𝛼 , when the object
is outside of RoF. Here, we set 𝛼 to 0.5, as our detailed profiling
(discussed later in Sec. 5) indicates that setting 𝛼 to this specific
value brings significant energy savings while maintaining good
hologram quality. We also present a sensitivity study on how en-
ergy savings and performance vary with different approximation
factors in Sec. 5.4.

4.4 Intra-Holo Computation Optimization

Algorithm 3: Intra-Holo proposal algorithm.
Input :𝑃𝑜𝑠𝑒𝑠 : pose sensors
Input :𝑂𝑏 𝑗𝑠 : set of virtual objects
Output :𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠 : Generated holograms

1 procedure 𝐼𝑛𝑡𝑟𝑎_𝐻𝑜𝑙𝑜(𝑃𝑜𝑠𝑒𝑠 ,𝑂𝑏 𝑗𝑠) // main
2 Cam2ObjDists = 𝑃𝑜𝑠𝑒𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛(𝑃𝑜𝑠𝑒𝑠)
3 for 𝑜𝑏 𝑗 in𝑂𝑏 𝑗𝑠 do // approx. based on dist.
4 𝛽 = 𝑎𝑝𝑝𝑟𝑜𝑥𝐹𝑎𝑐𝑡𝑜𝑟𝑠(cam2ObjDists[obj])
5 Holograms[obj] = Algorithm1(16 × 𝛽 , obj)

6 return {𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚𝑠}

In the Inter-Holo design, the hologram computation can be ap-
proximated by identifying the region of focus from eye tracking.
However, the scope of this approximation opportunity might be
limited due to the strict 16 depth planes requirement for all objects
inside the RoF, regardless of their distance from the user. In fact,
there may still be another level of opportunity for approximating

) integrated into the existing pipeline to par-
tially bypass the computations of holograms that are outside
the focus area. Note that, this implementation is purely done in
software, without any hardware modification.

• Intra-Holo:We evaluate our Intra-Holo design again on a mobile
GPU as shown in Fig. 6b

MICRO ’21, October 18–22, 2021, Virtual Event, Greece Shulin and Haibo, et al.

the objects in long distance (Intra-Holo, shown in Fig. 5c). To lever-
age this opportunity, we need to know where the user is located in
the world and what the objects in the world look like [13, 19, 53, 59].
Next, we use one of the popular SLAM techniques, Kimera-VIO [53],
to estimate the user’s pose and understand the relative positions of
the objects and the user. As shown in Fig. 6b b , similar to the Inter-
Holo pipeline, the additional pose estimation step also sits between
the inputs and the original hologram processing, and thus has to
be efficient without introducing much overhead. Our profiling on
the edge GPU prototype [36] shows that Kimera-VIO takes, on av-
erage, 13.75𝑚𝑠 latency to execute, which is less than 1% of the total
hologram processing time. Therefore, the overhead introduced due
to the additional pose estimation step is negligible compared to the
baseline latency, thereby opening up opportunities for significant
energy savings and performance speedup as demonstrated later in
Sec. 5.

With the help of the pose estimation, now the AR hologram
pipeline has the knowledge about the range/size of each object as
well as its relative distance from the user. Next, as shown in Algo. 3,
for each of the objects, a corresponding approximation factor (𝛽)
can be determined based on these insights. Similarly, the original
hologram engine can still be reused without any reprogramming,
except for the first argument, i.e., the number of depth planes for
this particular object, as shown in Line#5 of Algo. 3.
Inter-Intra-Holo: It is to be noted that, when the user eye track-
ing and pose estimation are available simultaneously for hologram
processing, the Inter-Holo and Intra-Holo schemes can be both ap-
plied to achieve maximum amount of energy savings and perfor-
mance benefits. In this paper, we refer to this combined scheme
as Inter-Intra-Holo. In this scheme, we first identify the objects in-
side/outside the RoF (Inter-Holo), and then approximate each of
them based on its shape and distance (Intra-Holo). Note that since
the other option – first Intra-Holo, then Inter-Holo – is theoreti-
cally identical to the proposed Inter-Intra-Holo, we skip its detailed
discussion due to space limitation.

4.5 Design and Implementation
Optimization Choices: Our main goal in this paper is to reduce
the amount of hologram computation by appropriate approxima-
tion, in order to speed up hologram processing, to satisfy the real-
time requirement as well as to reduce the energy consumption and
prolong the battery life of the AR device, while maintaining the QoS.
Our proposal is fundamentally different from prior optimizations
targeting various architectures or execution environments, such as
customized hardware accelerators [35], cloud assistance [16, 27, 67],
or neural network training/inferencing [33, 54]. Note that, each of
these prior efforts has its own limitations, e.g., expensive in-house
implementation and fixed functionality without proper power gat-
ing in accelerators [35]; requiring reliable network connections and
expensive round-trip latency in cloud offloading [16, 27, 67]; and
re-training of a new model for each application scenario and poten-
tially for each user in neural networks [33, 54]. Thus, our proposal
does not rely on any assistance from hardware accelerators, cloud
platforms, or neural networks. Instead, we focus exclusively on a
typical edge GPU to execute the hologram, and present our three

techniques, namely, Inter-Holo (as Reference), Intra-Holo and Inter-
Intra-Holo, which capture various approximation opportunities in
the AR hologram applications to improve both performance and
energy efficiency.
Framework Prototype: To prototype a real-life AR headset, a
proper codebase and a hardware platform are essential. For our
codebase, we build our proposals on top of ILLIXR [19], which
is the first open-source full-system extended reality testbed. IL-
LIXR already contains several AR software components (some of
them are shown in Fig. 1c), including head tracking, IMU integra-
tion, reprojection, and sound processing. On top of the ILLIXR
codebase, we implemented three new components – eye tracking,
pose estimation, and hologram processing. Further, we mapped
these AR software components to an edge GPU prototype [36],
from which the power breakdown across different components
such as SoC, memory, CPU, and GPU are measured through the
on-board Texas Instruments INA 3221 voltage monitor IC hard-
ware, and the performance of execution status is sampled by the
Nvidia NVPROF [37] profiling tool, which enables the collection of
a timeline of CUDA-related activities on both the CPU and GPU,
including kernel execution, memory transfer, CUDA API calls and
events/metrics for CUDA kernels.

5 EVALUATION
We evaluate our proposed HoloAR design by comparing the execu-
tion latency and total energy consumption with four different AR
hologram setups. In this section, we first describe our evaluation
methodology, experimental platform, datasets, and measurement
tools. Next, we analyze the results measured using these platforms.
After that, we show the general applicability of the proposed de-
sign, and also present results from a sensitivity study that focuses
on the quality-loss vs. energy-savings trade-offs. We conclude this
section by outlining some research directions for implementing
approximation-based accelerators for AR holograms.

5.1 AR Hologram Configurations

We evaluate the following five configurations of AR hologram
processing to demonstrate the effectiveness of our proposedHoloAR:
• Baseline (Viewing-Window): Similar to the recent viewing-

window based sub-hologram optimization [52], we first obtain
the field of view or the current viewing window from the user’s
head orientation, and then skip the computations of the objects,
which are outside the viewing window (i.e., only compute for
the objects located inside) to save computations and energy. This
software-based viewing window optimization is considered to
be the state-of-the-art at an algorithm level, and we refer to it as
Baseline in this study. We evaluate this baseline by profiling its
performance and energy consumption from a mobile GPU [36].

• Inter-Holo:Weevaluate the Inter-Holo design on amobile GPU [36]
using a framework similar to the state-of-the-art ILLIXR frame-
work [19], with one additional eye tracking task (as shown in
Fig. 6b a ) integrated into the existing pipeline to partially by-
pass the computations of holograms that are outside the focus
area. Note that, this implementation is purely done in software,
without any hardware modification.

. This approach tries to reduce the
amount of hologram computation by approximating each of the
holograms based on the distance between the user and the object.

• Inter-Intra-Holo: The above two designs can be integrated to-
gether into the original hologram pipeline, in either Inter-then-
Intra or Intra-then-Inter fashion. In this paper, we chose the first
one and denote this design as Inter-Intra-Holo.

• HORN-8:While hardware acceleration of hologram is not a goal
of this work, to qualitatively compare our GPU-based design with
hardware specific accelerators, we also discuss one of the most
recent ASIC implementations, HORN-8 [35]. Due to unavailabil-
ity of its hardware implementation or datasheet, we estimate its
power efficiency compared to the equivalent GPU SoC based on
a published data [51]. With this estimation, we briefly discuss the
performance and computational efficiency variations between
this accelerator and our approach, and discuss takeaways that can
help one to co-design a hardware accelerator targeting hologram
processing.

5.2 Experimental Platform and Datasets

The edge GPU platform used in this work consists of a 512-
core Volta GPU, a 4Kp60 HEVC codec, 16GB LPDDR4x memory,
32GB eMMC storage, and a power management unit (PMU) that
exposes the real-time power traces to users [36]. To ensemble the

AR pipeline with generic state-of-the-art components shown in
Fig. 1c, we implemented an open-source full-system extended real-
ity testbed, ILLIXR [19], on the edge GPU platform [36], and built
our HoloAR design on top of it. To collect performance metrics such
as the streaming multiprocessor (SM) utilization, memory traffic,
and CUDA kernel execution latency, we utilized the open-source
Nvidia NVPROF tool [37] on the GPU platform.

We use the published short object-centric Objectron [1] video
dataset, which is accompanied by AR session metadata such as
camera poses, as well as the object annotations such as position,
orientation and dimension for nine categories of object videos4.
The salient characteristics these videos are given in Tab. 2. To re-
place these real objects, we choose six virtual holograms (Sniper,
Rock, Tree, Planet, Rabbit, and Dice holograms) from the Open-
Holo depthmap database [45]. Note that the real-object and the
corresponding virtual-hologram are randomly mapped because,
theoretically, different mappings have no impact on the perfor-
mance speedup and energy saving results (shown in Sec. 5.3).

5.3 Experimental Results
We present the power and energy consumption, as well as the
execution latency of the hologram computation in Fig. 7, when
processing the six videos listed in Tab. 2, with the first four config-
urations described earlier in Sec. 5.1. We discuss the impact of our
proposal on output/result quality, compared to the baseline design,
later in Sec. 5.4.
Power Consumption: Overall, the Inter-Holo scheme consumes
around 4.24Watts , on average, when running on the edge GPU,
which translates to 3.86% power reduction, compared to the baseline.
In addition, our Intra-Holo scheme ismore power efficient than Inter-
Holo, translating to 27.72% power reduction with respect to the
baseline. This indicates that the optimization scope of the distance-
based Intra-Holo is larger than that of the RoF-based Inter-Holo,
which provides more sparsity in the hologram computing. Finally,
combination of the two schemes (Inter-Intra-Holo), results in 28.95%
power reduction compared to the baseline.

To better explainwhere the power benefits come from,we further
breakdown the power consumption for the hologram processing
into four parts: CPU (to handle sensor inputs, scheduling, kernel
launch, etc.), GPU (to execute hologram), Mem (for data accesses),
and the SoC (the remaining hardware components, e.g., codec,
network), with different number of depth planes (ranging from 2 to
16), as shown in Fig. 8a. One can observe from this figure that, when
the number of depth planes is increased, the power consumptions
of SoC and CPU do not change much, while, in contrast, both the
GPU and Mem consume more power. This is due to the fact that,
to process a denser hologram with more depth planes, additional
GPU cores are scheduled to launch the per-plane CUDA kernel (as
discussed in Algo. 1) with more holographic data accesses (fetched
from the host-side memory).

We next quantify how many depth planes can be reduced by our
approximation scheme. Towards this, we plot, in Fig. 8b, the average
number of depth planes (across our six videos), required by the
four design alternatives (configurations). We see that, the number

4Due to space limitation, we chose six representative categories that cover diversity
across multiple video parameters.
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Figure 7: (a) Average power consumption, (b) execution latency, and (c) energy consumption with different configurations and
video inputs.
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Figure 8: (a): Profiling the power breakdown on the edge
GPU prototype [36]; and (b): Average number of depth
planes required for four design configurations.

of depth planes required by the Inter-Holo scheme is reduced from
23.6 to 19.8, and even further to 7.1 and 6.7, by the Intra-Holo
and Inter-Intra-Holo schemes, respectively. The above observations
from these two figures explain the power benefits of our proposed
designs.
Execution Latency: Clearly, the reduction in the number of depth
planes when using our approximation schemes can reduce the
hologram execution latency as well. As shown in Fig. 7b, overall,
the Inter-Holo scheme provides a 1.15× speedup compared to the
baseline. Further, a 2.42× speedup is achieved when employing
Intra-Holo (with only 0.44% overhead), and 2.68× when employ-
ing Inter-Intra-Holo (with only 0.14% overhead). Recall that the
number of depth planes for each hologram object affects the ex-
ecution latency dramatically as shown in Fig. 4b; thus, these per-
formance benefits come from the speedup brought by the reduced
depth planes by approximation in our schemes. Another interest-
ing observation is that, Intra-Holo saves more execution time than
Inter-Holo. This is because the latter only approximates the objects
outside of the current region of focus (still requiring full compute
for the objects inside), whereas the scope of the former is much
larger, i.e., including all the objects in the current viewing window
and approximating each of them based on its location. In addition,
from an individual video’s perspective, we further observe that
the shoe video achieves the maximum performance benefits from
our schemes (specifically, 23%, 69% and 73% latency reduction with
Inter-Holo, Intra-Holo and Inter-Intra-Holo, respectively, compared
to the baseline). In contrast, the bike video achieves the minimum
speedup (4%, 34% and 36% in the same order). The reason behind
this is that, as shown earlier in Tab. 2, the bike video usually has
only one object per frame (1.1 on average), and also the ranges/sizes
of the bikes are larger, compared to others. Thus, chances for ap-
proximating the objects outside the RoF (in Inter-Holo) and the
objects which are relatively far-away from the user (in Intra-Holo)

are limited. On the other hand, the shoe video frames typically
contain more objects (2.3 on average, as shown in Tab. 2), thereby
gaining more opportunities to reduce the amount of computations
for all the objects in the current frame.
Energy Savings: The above power and latency reductions pro-
vided by HoloAR eventually translates to energy savings for the
hologram processing. As shown in Fig. 7c, on average, the Inter-
Holo scheme saves 18% energy compared to the baseline, and the
Intra-Holo scheme saves 70% energy. Finally, the energy saving
achieved by the Inter-Intra-Holo scheme is about 73%, meaning that
it only consumes 27% of the baseline energy.

To put the energy-efficiency of our designs into perspective, we
compared their energy consumption against the state-of-the-art
HORN-8 hardware accelerator [35]. Due to the unavailability of
the hardware RTL, we estimated its energy consumption based on
the published characterization numbers from the Jetson GPU plat-
form with the ZCU102 FPGA[64] (which is similar to the HORN-8
prototype) [51]. Because of the LUT memoization and power ef-
ficiency optimizations [35], HORN-8 saves around 48% power5.
However, HORN-8 does not explore the approximation opportuni-
ties to speedup the hologram execution. Hence, as shown in Fig. 7c,
our HoloAR design running on the edge GPU [36] still saves 25%
more energy than the custom HORN-8 accelerator.

5.4 Sensitivity Study

Impact on Quality: The prior Inter-Holo scheme captures the
small-region of eye focus to approximate the hologram outside
of RoF, and the proposed Intra-Holo takes advantage of the sparse
computation required for the far objects to reduce the number of
depth planes. To study how these approximation decisions affect
the hologram video quality, we next want to reconstruct/render
the hologram from our design based on the real-time eye move-
ments and head orientations, and compare the quality of the recon-
structed images against the baseline using the peak signal-to-noise
ratio (PSNR) [21, 44] metric. Given the lack of the physical optical
holographic displays (e.g., the prototype built in Tensor Holog-
raphy project [54]), we numerically generate the reconstructed
holographic images on top of the OpenHolo library [18]. Three
demo examples of reconstructed images by OpenHolo are shown
in Fig. 9: viewing a whole-hologram from different pupil positions
in Fig. 9a; viewing an entire hologram (in Fig. 9b); and a partial

5The data is from our estimation based on [51], rather than real-hardware
measurements.
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(a) Viewing W-CGH from different eye-center positions. Eye-center coordi-
nates from left to right: (0, 11mm), (0, 12mm), (0, 13mm), and (0, 14mm).

result

(b) Viewing W-CGH from different focal distances. Focal distance from left to
right: 0.3m, 0.4m, 0.5m, and 0.6m.

result

(c) Viewing S-CGH from different focal distances. Focal distance from left to
right: 0.3m, 0.4m, 0.5m, and 0.6m

Figure 9: A demo of viewing/rendering the virtual planet
whole-hologram (W-CGH, generated from all of the depth
planes, i.e., from 1-st to 16-th) or sub-hologram (S-CGH,
generated from only a subset of the depth planes, from
9-th to 12-th in this case) with different configurations. (a):
Viewing theW-CGH from different eye-center positions. (b)
Viewing theW-CGHfromdifferent focal distances. (c): View-
ing the S-CGH from different focal distances.
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Figure 10: Sensitivity studies.

hologram (in Fig. 9c) from different distances. Compared to the
baseline, we then report the averaged PSNR [21, 44] of the recon-
structed images from the six videos in Fig. 10a. It can be observed
from this figure that, even with the most aggressive approximation
introduced by Inter-Intra-Holo, the video quality is still sufficient
for most of the AR applications (30.7 on average) [57].

Further, to study how the tuned approximation (in Algo. 2 and
Algo. 3) affect the energy savings achieved, we report five design
points in Fig. 10b. This figure shows a clear pattern of trade-offs
between more-energy-savings vs. more-quality-drop.
Generality of HoloAR: Although the core idea of approximation
seems to be general across many video domains, our proposal is
not expected to work very well for all AR applications. Specifi-
cally, there are two classes of applications that would probably
achieve only limited benefits from our approach. First, for the
quality-critical applications such as AR surgery [56], ultra-high
resolution/quality of holograms are typically required. In this case,
offloading computations to a resource-rich cluster/cloud system
would be amore reasonable design choice (instead of approximating
on the edge). Second, for applications, which are motion-sensitive

such as the spaceship simulation [34], the hologram computation
process is required to complete faster, in order to correctly reflect
the current user’s eye movement and head pose in real-time. The
proposed HoloAR on the edge GPU cannot achieve such strict la-
tency requirement, and can cause lagging, e.g., the eye could move
to another area, while the hologram is still being computed for
the previous focus region. We postpone optimizations for such
applications to a future work.

5.5 Future Work

Despite the hardware-agnostic nature of HoloAR, it is still in-
teresting to study how to deploy our idea on an ASIC hardware,
and co-design the next-generation accelerator on edge for the AR
hologram. Towards this, we plan to explore three critical questions
in our future work: First, how many processing units (PUs) are
required and just sufficient for most of the cases in a typical AR
holographic application? To answer this, we plan to characterize
the number of depth planes needed in various AR applications, and
guide the optimal design choices (i.e., number of PUs, frequency,
input and output buffer size, etc.) based on application require-
ments, and evaluate both PSNR and user-experience metrics such
as satisfaction and dizziness [66]. Second, How do we maintain
high power efficiency of PUs during runtime? In some cases where
a small amount of hologram computation required, not all of the
PUs on-board are needed to be active. We plan to design and imple-
ment a clock/power gating technology to switch off the un-utilized
PUs and save power/energy. Third, how do we handle the corner
cases, where more computational resources than that provided by
the accelerator are required? Towards this, we plan to design a
system-level scheduler which can efficiently partition the hologram
tasks between the heterogeneous accelerator and original execution
engines such as CPUs or GPUs.

6 RELATEDWORK
In this section, we summarize prior work related to different aspects
of holographic processing.
Optimizations in Holographic Processing: Holographic pro-
cessing has been optimized in various domains [33, 35, 52, 54], to
improve power efficiency or execution performance. For exam-
ple, HORN-8 [35] has proposed a special-purpose computer for
electro-holography to reduce the power consumption and still de-
liver a high frame rate (similar to that of a cloud GPU). From the
software/algorithm perspective, a sub-hologram technique is pro-
posed with a tracked viewing-window technology to tailor the
holographic computation only for the necessary information in-
side of the window [52]. More recent efforts have attempted to
combine holographic processing with neural network techniques.
For instance, DeepHolo [33] proposes a binary-weighted computer-
generated hologram model to recognize 3D objects. Furthermore,
another convolution neural network (CNN) model is trained and
deployed on mobile devices to synthesize a photorealistic colour 3D
hologram from a single RGB-depth image in real time [54]. Apart
from neural network techniques, foveated rendering is another
promising performance optimization for reducing computational
costs [2, 22, 24, 25, 30, 47, 62], as summarized in Sec. 2.2.2. In this
paper, the foveated rendering idea (denoted as Inter-Holo design)
has been implemented (in Sec. 4.3) and found to work well (in
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Sec. 5) as in prior works. Further, in this paper, we have gone
beyond foveated rendering (Inter-Holo), by proposing an optimiza-
tion/approximation called Intra-Holo, that complements the former
in boosting performance/energy efficiency. This enhancement is
ideally suited for holographic processing at the edge, without re-
quiring additional hardware, cloud assistance, or machine learning
framework.
Holographic Displays on AR: Another large body of prior
works focus on optimizing the holographic displays for the next-
generation AR headsets [6, 17, 23]. For example, Michelson proposes
a holographic display technology that optimizes image quality for
emerging near-eye displays using two SLMs and camera-in-the-
loop calibration [7]. Neural-Holography proposes an algorithmic
hologram generation framework that uses camera-in-the-loop train-
ing to achieve unprecedented image fidelity and real-time frame
rates [48]. OLAS proposes an overlap-add stereogram algorithm,
which uses overlapping hogels to encode the view-dependent light-
ing effects of a light field into a hologram, achieving better quality
than other holographic stereograms [46]. These display quality
optimizations are orthogonal to our approximation-based proposal,
and our approach can be used along with such optimizations.
Volumetric Video Streaming, Compression, and Other Opti-
mizations: Volumetric sensor inputs such as LiDAR have large vol-
ume and require significant computational power and bandwidth
to process/transmit. Targeting them, prior efforts have proposed
to optimize their compression ratio, processing performance, and
energy efficiency [8–10, 16, 27, 67–70]. For example, ASV lever-
ages characteristics unique to stereo vision and proposes algorith-
mic and computational optimizations to improve performance and
energy-efficiency of “depth from stereo” [11]. Tigris proposes an
algorithm-architecture co-design system specialized for point cloud
registration, to improve real-time performance and energy effi-
ciency for 3D perception applications [65]. To efficiently steam
volumetric video to mobile devices, GROOT proposes a novel PD-
Tree data structure and streams the volumetric videos at a 30fps
frame rate with minimal memory usage and computation for de-
coding [27]. Note, however, that none of these existing schemes
target at reducing the amount of “unnecessary” computations in
the AR holographic applications. In addition to the Inter-Holo de-
sign, our proposed Intra-Holo technique focuses on computation
approximation opportunities, and as such, it is orthogonal to these
prior efforts.

7 CONCLUSION
The extremely heavy computation in hologram processing hinders
the growth of the 3D display applications on AR headsets. Thus,
prior efforts have proposed using accelerators or cloud for optimiz-
ing the hologram computation. In contrast, this paper attempts to
exploit available approximation opportunities unique in AR holo-
graphic applications, and proposes a two-stage HoloAR scheme to
speed up the execution and save energy. Specifically, we leverage
the existing foveated rendering in Inter-Holo to track the user’s
eye movements and approximate the holograms of the objects that
are outside the user interest. We also propose Intra-Holo to further
approximate each of the object holograms, by analyzing its cur-
rent distance from the user. Our experimental results show that,
compared to the baseline, HoloAR achieves 2.7× speedup and 73%

energy savings. We believe that the lessons learned from this work
will help in designing next-generation hologram accelerators that
can combine approximation as well as other optimizations such as
tuning PU counts, frequency, and power gating for achieving the
target performance and energy efficiency for edge devices.
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