
Jiahui Ye1
Wm Michael Barnes‘64

Department of Industrial and

Systems Engineering,

Texas A&M University,

College Station, TX 77843

e-mail: jhy@tamu.edu

Mohamad Mahmoudi1
Wm Michael Barnes‘64

Department of Industrial and

Systems Engineering,

Texas A&M University,

College Station, TX 77843

Kubra Karayagiz
Department of Material Science & Engineering,

Texas A&M University,

College Station, TX 77843

Luke Johnson
Department of Material Science & Engineering,

Texas A&M University,

College Station, TX 77843

Raiyan Seede
Department of Material Science & Engineering,

Texas A&M University,

College Station, TX 77843

Ibrahim Karaman
Department of Material Science & Engineering,

Texas A&M University,

College Station, TX 77843

Raymundo Arroyave
Department of Material Science & Engineering,

Texas A&M University,

College Station, TX 77843

Alaa Elwany2
Wm Michael Barnes‘64

Department of Industrial and

Systems Engineering,

Texas A&M University,

College Station, TX 77843

email: elwany@tamu.edu

Bayesian Calibration of Multiple
Coupled Simulation Models for
Metal Additive Manufacturing:
A Bayesian Network Approach
Modeling and simulation for additive manufacturing (AM) are critical enablers for
understanding process physics, conducting process planning and optimization, and
streamlining qualification and certification. It is often the case that a suite of hierarchi-
cally linked (or coupled) simulation models is needed to achieve the above tasks, as the
entirety of the complex physical phenomena relevant to the understanding of process-
structure-property-performance relationships in the context of AM precludes the use of a
single simulation framework. In this study using a Bayesian network approach, we
address the important problem of conducting uncertainty quantification (UQ) analysis
for multiple hierarchical models to establish process-microstructure relationships in
laser powder bed fusion (LPBF) AM. More significantly, we present the framework to
calibrate and analyze simulation models that have experimentally unmeasurable varia-
bles, which are quantities of interest predicted by an upstream model and deemed neces-
sary for the downstream model in the chain. We validate the framework using a case
study on predicting the microstructure of a binary nickel-niobium alloy processed using
LPBF as a function of processing parameters. Our framework is shown to be able to pre-
dict segregation of niobium with up to 94.3% prediction accuracy on test data.
[DOI: 10.1115/1.4052270]
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1 Introduction

Metal additive manufacturing (AM) processes are known for a
broad spectrum of attractive capabilities, such as a high degree of
geometric complexity, the ability to customize parts, and material
saving through design and topology optimization. Other emerging
capabilities of AM continue to evolve, including the potential of
producing parts with tailored spatially varying properties, com-
monly known as functional grading [1,2]. Laser powder bed
fusion (LPBF) is a common AM process that produces physical
objects directly from a digital computer model through selectively

fuzing raw powder particles using a high energy laser beam [3].
Commercial LPBF technologies include selective laser sintering
for processing polymeric powders, and selective laser melting or
direct metal laser sintering for processing metallic powders [4].
Our focus in this study is on metal LPBF, which has been shown
to successfully build nearly fully dense parts using a variety of
metallic materials and alloys including stainless steels [5–8], tita-
nium alloys [9,10], thermoelectric materials [11], nickel-based
super alloys [12], and shape memory alloys [13–18].

Although LPBF processes offer attractive capabilities, they also
come with their own challenges including the elevated cost and
time involved in the processes task of material and part qualifica-
tion and certification (Q&C) [19–21]. To streamline Q&C,
researchers and practitioners have attempted different approaches.
One approach is through process monitoring and control (see
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[22–25]). Another approach, which is the focus of this paper, is
through AM modeling and simulation. This involves the develop-
ment of physics-based computer simulation models based on first
principles, i.e., fundamental physics-based frameworks as
opposed to nonparametric models, and the understanding of
underlying physics of the process (see, for example, Refs.
[26–29]). Such models are very useful for achieving many objec-
tives including identifying sources of process variability, under-
standing defect formation mechanisms, and predicting part
microstructure and properties, among many others.

Since LPBF (and metal AM in general) is a complex process
that involves multiple complex physical mechanisms, such as
very rapid solidification and remelting, a framework is needed
that leverages multiscale and multiphysics modeling for better
analysis and understanding of the process. Hence, metal AM is an
area that can benefit substantially from the field of integrated com-
putational materials engineering (ICME). By definition, ICME
prescribes a framework for accelerating the development and
deployment of materials through the establishment and exploita-
tion of process–structure–property–performance (PSPP) relation-
ships. PSPP in turn can be established through linking material
models at multiple scales. The goal in ICME is to optimize the
materials, manufacturing process, and component designs before
part fabrication [30]. Figure 1 shows a schematic of a network of
integrated computational material models used in LPBF. Ideally,
the network can be utilized to predict the performance of a LPBF
part using multiple simulation models that are linked through their
input and output variables.

ICME models use governing physical equations to predict spe-
cific quantities of interest (QoIs). As a well-established fact, all of
these models are imperfect and thus their predictions will deviate
from the actual physical phenomena they are meant to describe
[31]. The disagreement between the real-world and the model out-
puts can be attributed to one or more of the following factors: (1)
incomplete understanding of the underlying physical phenomena,
(2) incomplete or inaccurate information about model parameters,
(3) incorrect values for the model inputs, (4) natural stochastic
behavior of the system, and (5) uncertainties associated with
available numerical algorithms [30,32–35]. Hence, conducting
rigorous uncertainty quantification (UQ) analysis of these physics-
based models using experimental observations becomes a vital
task. In addition to UQ, sensitivity analysis (SA) also plays an

important role in uncertainty analysis. Via quantifying the relative
importance of each model input with respect to QoIs, SA seeks to
identify significant model inputs and improve understanding of
the PSPP processes especially the relationships between inputs
and QoIs. Therefore, in this study to complete the uncertainty
analysis, SA is conducted after rigorous UQ.

One example of problem that is addressed within the field of
UQ is the statistical calibration problem. This problem refers to
making inferences on the set of input parameters whose values are
unknown at the time of running the simulations such that model
predictions are in agreement with experimental observations [36].
Such input parameters are usually known as calibration parame-
ters. The body of literature on the statistical calibration of a single
simulation model is quite rich, with many significant applications
of the Bayesian framework by Kennedy and O’Hagan [37], Conti
and O’Hagan [38], and Higdon et al. [39]. While calibrating a sin-
gle model is very useful for many applications, when it comes to
effective deployment of ICME in metal AM, it is almost always
the case that the task under consideration is described by a system
(or a network) of simulation models rather than a single model.
This is particularly true in the case of LPBF, as illustrated in
Fig. 1. Although we can easily find study efforts of UQ for a com-
plex system with multiple linked simulation models (see, for
example, Refs. [40–44]), there are only a limited number of
research studies in the field of AM (see, for example, Refs.
[45,46]). Currently, most AM case studies are still for single-level
surrogate model calibration, for example, physics-based precipita-
tion model calibration for nickel–titanium shape memory alloy in
Ref. [14], and the thermal model calibration for Ti-6Al-4V in Ref.
[47] and AF9628 in Ref. [48]. Furthermore, most prior works on
statistical calibration deal with single scalar output models. For
the case of ICME in metal AM, the models may have multiple
QoIs, which are all essential to gain a useful understanding of
process-structure–property–performance relationships, and multi-
variate calibration in AM is discussed in Ref. [47]. To complicate
matters, even more, portions of these QoIs are often unmeasura-
ble, i.e., no direct experimental measurements can be acquired for
purpose of validation and calibration.

In this work, we address the challenges outlined above. More
specifically, we conduct rigorous UQ analysis for a network of
hierarchically connected (or coupled) ICME models needed to
establish PSPP relationships in the metal LPBF process. We

Fig. 1 Schematic of a network of integrated computational material models for LPBF and corresponding validation
experiments
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present a framework to enable effective UQ and calibration of
these models in the challenging case when no experimental obser-
vations for one or more QoIs—that may serve as inputs to the
next element of the model chain—are available. Such lack of
experimental data can either be attributed to technological limita-
tions or due to cost consideration. For example, thermal gradients
in the processed material are outputs of one of the models which
are extremely difficult to measure. In our proposed framework,
we first use a Bayesian network to model the relationships and
interactions between the linked simulation models and their varia-
bles. Next, we use the Gaussian process to build surrogate models
and then use a Bayesian scheme to conduct parameter calibration.
To evaluate the performance of the proposed framework, a case
study of hierarchically linked ICME models for LPBF is con-
ducted using the binary nickel-niobium (NiNb) alloy.

The remainder of this paper is organized as follows: Sec. 2 intro-
duces the physics-based models in this study: Sec. 2.1 describes the
finite element thermal model and Sec. 2.2 describes the phase field
microstructure model. Section 3 illustrates the framework for the cal-
ibration of multiple coupled models. Section 4 shows the process and
results of implementing the proposed framework for the NiNb alloy.
Section 5 concludes the paper with a summary of findings.

2 Hierarchical Physics-Based Models

The coupled models in this study start with a finite element
thermal model (FETM) (also referred to as the melt pool model
throughout this paper) as the upstream model. The melt pool
refers to the interface between the laser beam and the metallic
powder being processed. This model establishes the linkage
between the AM manufacturing processing parameters and the
resulting thermal history during fabrication. A portion of the out-
puts of this model is used as inputs to the downstream phase field
(PF) microstructure model. Figure 2 schematically shows the rela-
tionships between the variables of each of these two models.
Given a set of process parameters, laser power and speed, the
FETM predicts useful quantities including melt pool dimensions,
melt pool temperature, solidification gradient, and solidification
speed at different locations along the melt pool surface. Given the
solidification gradient and solidification speed at a particular loca-
tion, the PF model predicts QoIs representing microstructural fea-
tures. In particular, the main QoI of coupled models in this work
is the primary dendrite arm spacing (PDAS), denoted by k, which
is of great importance when studying the microstructure of an
additively manufactured part. Sections 2.1 and 2.2 overview the
FETM and the PF model separately. More details about the mod-
els are discussed in Ref. [49].

2.1 The Finite Element Thermal Model. This model is
based on a three-dimensional FETM developed by the coauthors
in previous work [49]. The model is implemented in COMSOL

MULTIPHYSICS heat transfer module to study melt pool characteris-
tics, including geometry and thermal profiles, during LPBF. It
includes phase-dependent thermophysical properties which are
used to approximate heat and mass transport phenomena such as
melting, solidification, vaporization, and keyhole formation. The
powder layer is assumed to be a 30lm continuum medium over a
1 mm thick Ni-5 wt %Nb alloy substrate.

Note that in this work, not only are we using the FETM to pre-
dict melt pool dimensions and peak temperatures as reported in
Ref. [50], but also we are computing the solidification gradient
and solidification speed (denoted by G and S, respectively) for
every point on the surface of the melt pool. A representative out-
put of the FETM that shows G and S is shown in Fig. 3 where the
solidification gradient and speed are evaluated across the entire
melt pool boundary and color coded. Both of these quantities (G
and S) are symmetric about the laser scan path. Hence, for a spe-
cific point such as the solidification tail indicated in the figure, we
can report temperature, solidification gradient, and solidification
speed. We denote these three values by T0;G0, and S0, respec-
tively. We can specify the entire FETM model by defining three
vectors : (1) control inputs x1, (2) model parameters h1, and (3)
model outputs y1. These vectors are described in detail in Table 1.

Fig. 2 Relationships between two coupled models in AM

Fig. 3 Sample output of the FETM showing the solidification
gradient and solidification speed along the surface of the melt
pool
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As shown in Sec. 2.2, portions of the model outputs are used as
inputs to the PF microstructure model.

2.2 The Phase Field Microstructure Model. A phase-field
model is used to investigate the solidification microstructure of
AM parts. This is a powerful technique for describing complex
microstructural evolutions without needing to track the moving
interface, as opposed to classical sharp interface models. By hier-
archically coupling the PF model with the FETM at the solidifica-
tion tail shown in Fig. 3, quantifiable predictions of solidification
phenomena during LPBF can be achieved.

In this work, we adopt the PF model with finite interface dissi-
pation introduced by Steinbach et al. [51] and Zhang and Stein-
bach [52] to investigate the rapid solidification process during
LPBF of Ni-5 wt %Nb (Ni-3.2at %Nb) alloy. The model is capa-
ble of describing the extreme nonequilibrium conditions that pre-
vail in rapid solidification during AM. At its heart, the present
implementation of the PF model uses the finite difference method
to numerically solve the following phase-field and concentration
evolution equations:

/ac
0
a ¼ r /aDarcað Þ þ pint/a/b

@fb
@cb

� @fa
@ca

� �
þ /a/

0
a cb � cað Þ

(1)

/bc
0
b ¼ r /bDbrcb

� �
þ pint/a/b

@fa
@ca

� @fb
@cb

� �
þ /b/

0
b ca � cbð Þ

(2)

/0
a ¼ K rab r2/a þ

p2

g2
/a �

1

2

� �" #
� p2

8g
Dg/ab

( )
(3)

K ¼
8pintglab

8pintgþ labp2 ca � cbð Þ2
(4)

Dg/ab ¼ fa � fb þ /a
@fa
ca

� /b
@fb
cb

� �
cb � cað Þ (5)

In the above equations, rab, g, /a=b, ca=b, and c are the interfa-
cial energy, the interface width, the phase fractions of a=b phases,

the phase concentrations of a=b phases, and the overall concentra-
tion, respectively. Da and Db are the chemical diffusivities in the
a and b phases, respectively, and pint is the interface permeability
defined as pint ¼ 8M=ðagÞ. M is the atomic mobility and a is the
lattice constant. lab is the interfacial mobility, K is the kinetic
coefficient describing the effect of finite diffusion and redistribu-
tion at the interface, and Dg/ab is the chemical driving force. Fur-
ther information on the physical meaning of the interface
permeability, pint, can be found in the referenced paper [51].

A dynamic time-step is adopted in this work to ensure numeri-
cal stability as explained in Ref. [49]. Neumann boundary condi-
tions are applied to all boundaries, which specify the derivatives
at the boundaries of the domain to be constants. The initial simu-
lation domain consists of a thin layer of FCC-c solid at the bottom
and a thick layer of liquid on the top, to promote cellular segrega-
tion structure random perturbations are applied to the solid–liquid
interface. Initial Nb compositions of the solid and liquid are set
to c0

s ¼ ceq
s ¼ 2:2ðat %NbÞ at T ¼ T0 ¼ 1695K and c0

l ¼ calloy

¼ 3:2ðat %NbÞ.
A Fortran code with OpenMP parallelization directives is uti-

lized to reduce the computational time. To investigate the general
features of the microstructure, a two-dimensional simulation
domain with the size of 616Dx by 4500Dy is used, where the grid
spacing Dx ¼ Dy ¼ 0:004lm in our case. To study the effect of
process parameters, a domain size of 800Dx by 800 Dy is used. At
the solidification tail, we assume PDAS reaches its steady-state,
where the cell tips advance at a constant velocity and hence S0

assumed constant over the PF model domain. To account for the
varying temperature during the solidification process, the frozen
temperature approach is applied, which neglects the latent heat
released during solidification and assumes G0 to be constant in the
domain of the PF model. Figure 4 shows a representative output
of the PF model. Similar to the melt pool model, we can specify
the phase field model by defining three vectors: (1) control inputs
x2, (2) model parameters h2, and (3) outputs y2. These vectors are
described in detail in Table 2.

To help readers better understand how the two models are hier-
archically coupled, we summarize the procedure as follows: con-
sider that we are interested in analyzing the microstructure of the
solidification tail shown in Fig. 3 for a specific set of LPBF pro-
cess parameters (laser power P and laser speed v). The process
parameters constitute the input vector x1 as described in Table 1.
Once x1 is set, we can use the trained Gaussian process (GP) sur-
rogate model and input x1 and h�1 (obtained after calibration) to
estimate the solidification gradient and speed of the solidification

Table 1 Specifications of the FETM

The melt pool model, M1

Variable summary
x1¼ [P, v]T

h1¼ [KS, KL, KLz, KV, KVz, A0, Amax]T

y1¼ [D, W, L, T0, S0, G0]T

Control inputs, x1

P: Laser power (W)
v: Laser speed (m/s)

Model parameters, h1

KS: Thermal conductivity coefficient solid (W/mK)
KL: Thermal conductivity coefficient liquid (W/mK)
KLz: Anisotropic thermal conductivity coefficient liquid (W/mK)
KV : Thermal conductivity coefficient vapor (W/mK)
KVz: Anisotropic thermal conductivity coefficient vapor (W/mK)
A0: Bulk absorptivity of powder
Amax: Max absorptivity of powder

Outputs, y1

D: Melt pool depth (lm)
W : Melt pool width (lm)
L: Melt pool length (lm)
T0: Temperature (K)
S0: Solidification speed (m/s)
G0: Solidification gradient (K/m)

Fig. 4 Sample output of the phase field model
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tail, namely, G0 and S0 , respectively. Then G0 and S0 constitute
the input vector x2 as described in Table 2. We can then use the
trained GP surrogate model and input x2 and h�2 to estimate the
simulation outputs of primary dendrite arm spacing k.

We draw the reader’s attention to challenges that are addressed
using our proposed framework. Recall that both the FETM and PF
models have sets of parameters that need to be calibrated in order
to predict the primary dendrite arm spacing, as described in the
previous paragraph. To conduct parameter calibration, experimen-
tal observations are needed. However, out of the six different out-
puts of the FETM (W;D;L;T0; S0;G0), only the melt pool width
and depth (W and D) are practical to measure. Although the
FETM can be calibrated independently using melt pool width and
depth, there is no guarantee that the predicted unmeasurable out-
puts (in particular, solidification gradients) will be accurate and
result in satisfactory PDAS predictions. Furthermore, the PF
model cannot even be independently calibrated because the inputs
are not experimentally measurable. In other words, our proposed
framework in Sec. 3 serves two purposes: (1) it enables better cali-
bration and predictive power of the FETM, and (2) it enables the
calibration of the PF model with inputs of great uncertainty.

3 Bayesian Calibration for Coupled Simulation

Models

We first start by important terminology disambiguation: since
the majority of ICME models for AM are implemented using com-
puter codes, we will use the terms computer model and simulation
model interchangeably throughout the remainder of the paper. In
this section, we describe the framework for the hierarchical calibra-
tion of simulation models. First, in Sec. 3.1 we construct surrogates
for the physics-based models. Next, in Sec. 3.2 we describe how to
handle the challenging case of conducting calibration when unmea-
surable variables are involved in the coupled models.

3.1 Surrogate Models. The two models described in the
Secs. 2.1 and 2.2 are computationally expensive, each M1 run
takes an average of 5 min and a M2 run even costs approximately
4 h. To enable using these models for effectively establishing the
desired PS(PP) relationships—we note that we have yet to attempt
to connect the resulting microstructure models to predictions of
material properties but this can potentially be done through other
approaches (see, for example, Refs. [53] and [54])—and effec-
tively conducting uncertainty quantification and calibration analy-
sis, we replace the simulation models with fast GP surrogates in
the form of Python objects. In fact, directly coupling physics-
based computer simulation codes can be extremely difficult.
Examples of using surrogates for coupling multiple simulation
models can be found in previous literature studies [40,55].

To build GP surrogates for the two models, we use Latin hyper-
cube sampling with 100–200 sample size (depending on the

simulations run time) to generate simulations from the computer
models that will be used to train the GPs. Since the two models
M1 and M2 have multiple outputs, one can also use multi-output
GP surrogate models to replace the models with a fast surrogate,
see, for example, Ref. [47]. However, for simplicity, we use multi-
ple independent GP surrogates for each model instead of building
a single multi-output GP. When constructing surrogate models,
we use the Mat�ern covariance function C�ðdÞ in which the covari-
ance between two points separated by d distance units is given by

C� dð Þ ¼ 21��

Cð�Þ

ffiffiffiffiffi
2�

p
d

l

� ��

K�

ffiffiffiffiffi
2�

p
d

l

� �
(6)

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xjð Þ> � xi � xjð Þ

q
(7)

where d is the Euclidean distance, C is the gamma function, K� is
the modified Bessel function of the second kind, and l and � are
non-negative parameters of the covariance. The Mat�ern covari-
ance structure is a more flexible function than the commonly used
squared exponential kernel, making it suitable for representing
many physical and engineering systems. In our surrogate models
training, we choose � ¼ 1:5 which is common practice in machine
learning as it guarantees differentiability [56].

Next, we use the computer simulation runs to estimate the
hyperparameters of GP surrogate models for M1 and M2. Two
GPs are needed for M1: one for predicting melt pool width (W),
which is the observable response; and another GP for solidifica-
tion gradient at the tail (G0), which is unmeasurable. Note that,
since the solidification tail is the very last point on the melt pool
solidification front, its solidification speed (S0) equals the laser
scan speed, hence S0 ¼ v, which means there is no need to build a
surrogate model for S0. One additional GP is needed for M2 for
predicting primary dendrite arm spacing (k) at the melt pool solid-
ification tip. Finally, we use the mean absolute percentage error
(MAPE) as our performance metric, which is defined as

MAPE ¼ 1

N

XN
i¼1

���� ySi � ŷSi
ySi

����� 100% (8)

where ySi is the output of the simulation model at input ðx; hÞi and
ŷSi is the prediction evaluated at the same input ðx; hÞi.

3.2 Multilevel Calibration. For a network of hierarchical
models, a possible approach for conducting calibration (and
uncertainty quantification in general) is through the Bayesian net-
work (BN) [40,43,57]. BN is a tool that captures relationships
between the variables and parameters within a network of models
using a directed acyclic probabilistic graph [58]. Establishing
PSPP relationships in LPBF involves the use of multiple hier-
archically linked computational material models. Systematic cali-
bration and uncertainty quantification of model parameters for
this network of models is an essential task to enable the usability
of these models to guide process design and optimization [31].
The system in hand can be constructed using two hierarchical
models M1 and M2 as follows: the first model M1 takes vectors
x1 and h1 as the control inputs and calibration parameters, respec-
tively. The outputs of M1 are partitioned into two distinct vectors,
measurable ŷ1Q (W in Table 1) and unmeasurable ŷ1U (S0 and G0

in Table 1). For ŷ1Q, there exists an experimental dataset D1Q,

which is a collection of control input matrix XE
1Q and the corre-

sponding observed responses YE
1Q. The second model M2 takes

ŷ1U as inputs and h2 as the calibration parameters. The output of
M2 is the vector y2, which is observed by the dataset D2. Simi-

larly, D2 is the collection of XE
2 and YE

2 . The Bayesian network for
the two-model system is shown in Fig. 5.

In the network shown in Fig. 5, we have also added an addi-
tional set of nodes �; d; w; r for each model. These nodes serve to

Table 2 Specifications of the PF model

The phase field model, M2

Variable summary
x2¼ [S, G]T

h2¼ [r, M, pint]T

y2¼ [k, kV ]T

Control inputs, x2

S: Solidification speed (m/s)
G: Solidification gradient (K/m)

Model parameters, h2

r: Interface energy (J/cm2)
M : Interface mobility (cm4/Js)
pint: Interface permeability (cm3/Js)

Outputs, y2

k: PDAS (lm)
kV: Velocity dependent partition coefficient
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fulfill the well-established procedure of Bayesian calibration pro-
posed in the seminal paper [37]. More specifically, for each data-
set Dð�Þ, the node �ð�Þ represents a zero-mean independently
distributed Gaussian noise to account for measurement error in
the dataset. The hyperparameter for this node is denoted by r2

ð�Þ.
Additionally, Kennedy and O’Hagan [37] require a model discrep-
ancy function dð�Þ with the hyperparameter vector wð�Þ. The dis-
crepancy function (sometimes known as model bias) refers to
missing physics in the simulation model, see Ref. [47] for more
details. The fundamental statistical calibration models for the sys-
tem are

yE1Q ¼ ŷ1Q x1; h1ð Þ þ d1Q x1ð Þ þ �1Q (9)

yE2 ¼ ŷ2 ŷ1U; h2

� �
þ d2 ŷ1U

� �
þ �2 (10)

Here, we assume the unknown regression parameter q in the
canonical calibration model of [37] as 1, and the discrepancy
function dð�Þ follows a Gaussian process with zero mean and a
squared exponential (SE) covariance as follows:

dð�Þ � GPð0;Rð�ÞÞ (11)

Rð�Þ ¼ Cð�Þðxi; xjÞ
� 	

i;j

¼ r2
�ð Þ;dexp �ðxi � xjÞ>ðxi � xjÞ

2‘2
ð�Þ;d

 !" #
i;j

(12)

where C �ð Þð�; �Þ is the SE covariance function with variance param-

eter r2
�ð Þ;d and lengthscale parameters vector ‘ �ð Þ;d. xi is control

input for models, for M1 xi is consisted of P and v, for M2 xi is
consisted of S0 and G0. We denote the tuple of hyperparameters

with wð�Þ ¼ ðr2
�ð Þ;d; ‘ �ð Þ;dÞ. The goal is to use the available data

(D1Q and D2) to make inference about the hyperparameters wð�Þ
and r2

ð�Þ such that both models offer reasonable predictions.

It is convenient to define network parameters U1 ¼
r2

1Q;w1Q; h1

n o
and U2 ¼ r2

2;w2; h2


 �
. By definition, the joint

probability distribution of the network f Uð Þ is given by

f ðUÞ ¼ pðU1;U2ÞLðyD1Q
; yD2

jU1;U2Þ (13)

where LðyD1Q
; yD2

jU1;U2Þ is the joint likelihood of the available
experimental datasets, i.e., D1Q and D2, pðU1;U2Þ is the prior
probability density function of the network parameters. Given the
network parameters U1;U2, we assume independent observations
for y1Q and y2, and also independence of the parameters U1 and
U2

LðyD1Q
; yD2

jU1;U2Þ ¼ LðyD1Q
jU1ÞLðyD2

jU1;U2Þ (14)

pðU1;U2Þ ¼ pðU1ÞpðU2Þ (15)

From Bayes’ formula, it follows that the posterior probability
density function of ðU1;U2Þ is proportional to the joint

probability distribution of the network. However, simultaneously
calibrating two coupled models can create a computational bur-
den, Urbina et al. [40] proposed the segmented calibration
method. Therefore, we have

PðU1;U2jyD1Q
; yD2

Þ / f ðUÞ
/ LðyD1Q

jU1ÞLðyD2
jU1;U2Þ

�LðyD1Q
jU1ÞLðyD2

jU1jD1Q
;U2Þ

(16)

in which U1jD1Q
denotes the posterior of U1 from the first calibra-

tion. By isolating important relationships in the multilevel Bayes-
ian network, this method can help reduce the calibration burden.

Given the joint probability distribution of the network, the pos-
terior probability distribution of the network parameters, U1 and
U2, can be obtained using the Hamiltonian Monte Carlo (HMC)
method proposed by Duane et al. [59]. In high-dimensional distri-
bution sampling, the random walk strategy of Metropolis-
Hastings will result in poor mixing and low efficiency, and HMC
is our ideal tool for its remarkable sampling efficiency. After the
first network parameter U�

1jD1Q
is estimated, we can get the inputs

for M2 using kriging

XP
2 ¼ ŷ1UðXP; h�1Þ (17)

Consider that we are interested in predicting y2 for a new set of
inputs XP

2 . According to Eq. (9), the posterior distribution of yE2
conditional on the network parameters U�

1jD1Q
and U�

2 is a Gaus-
sian process. The output matrix YP

2 is given by

E½YP
2 jyD2

;U�
1jD1Q

;U�
2� ¼ lðXP

2 Þ þ RPEðREEÞ�1ðYE
2 � lðXE

2 ÞÞ
(18)

where

lðXð�Þ
2 Þ ¼ ŷ2ðX

ð�Þ
2 ; h�2Þ (19)

RPE ¼ ½Cd2
ðxPi ; xEj ;W�Þ� i ¼ 1…NP

j ¼ 1…N2

(20)

REE ¼ REE
� þ REE

d (21)

REE
� ¼ r2

2IN2
(22)

REE
d ¼ ½Cd2

xEi ; x
E
j ;W

�
� 


� i ¼ 1…N2

j ¼ 1…N2

(23)

In the above equations, NP is the number of new prediction
points, N2 is the size of dataset D2, and W� is the posterior esti-

mates for the hyperparameters set W ¼ fr2
1Q; r

2
2;w1Q;w2g. In

summary, after estimating the network parameters U�
1jD1Q

and U�
2,

Eqs. (17)–(22) allow us to make predictions for M2 even though
we do not have any calibration observations for the second model
input ŷ1U . Finally, MAPE is used to evaluate the performance of

YP
2 .

4 Case Study: Calibration for a NiNb Alloy

We now apply the framework presented in Sec. 3 to the case
study involving AM of a binary nickel-niobium alloy using LPBF.
This alloy serves as a binary surrogate for Inconel 625 as previ-
ously suggested by some previous works [60]. The goal is to pre-
dict niobium segregation during AM by hierarchically linking a
finite element thermal model (Sec. 2.1) and a phase field micro-
structure model (Sec. 2.2). It is important to point out that in this
work, we use experimental observations from processing custom
fabricated nickel-niobium powder. This is in contrast to previous

Fig. 5 Bayesian network for FETM-PF coupled simulation
models
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works that generated simulations for nickel-niobium but con-
ducted experimental validation using commercial Inconel powder.
This mismatch between the alloy actually printed and the alloy
used in the simulations makes it impossible to directly validate
and verify the simulation schemes, as was shown by this
collaboration [49].

4.1 Manufacturing Experiments and Material Characteri-
zation. Single tracks with 10 mm length and spaced 1 mm apart
were printed using a commercial ProX DMP 200 LPBF system by
3D Systems (Rock Hill, SC) equipped with a Gaussian profile
fiber laser with wavelength 1070 nm and beam size 80 lm. Argon
was used as an inert protective atmosphere during fabrication. Gas
atomized Ni-5 wt %Nb powder produced by Nanoval GmbH &
Co. KG (Berlin, Germany) was used. Tracks were built on a Ni-
5 wt %Nb base plate. Cross sections of the single tracks were cut
using wire electrical discharge machining, and the specimens
were polished down to 0.25lm with water-based diamond sus-
pension polishing solutions. Kalling’s Solution No. 2 (5 g CuCl2,
100 mL HCl, and 100 mL ethanol) was used to etch the Ni-5 wt
%Nb single tracks to obtain optical micrographs.

Optical microscopy (OM) was carried out using a Keyence VH-
X digital microscope equipped with a VH-Z100 wide range zoom
lens. Width measurements were taken using the VH-X software.
Three cross sections were measured for each track, and the width
values were averaged from these measurements. Backscattered
electron images of polished single tracks were captured at 15 kV
and 30 nA. Backscattered electron images were processed using
IMAGEJ software [61] in order to determine PDAS at different loca-
tions along select single tracks. The displayed PDAS values were
averaged from 30 measurements at each location. Figure 6 shows
sample OM and SEM images for a representative single track.
The images demonstrate a transverse cross section of the melt
pool. The microstructure can then be characterized using the SEM
images and segregation can be quantified.

The experimental dataset D1Q consists of 40 points and D2 has
11 points, which are experimental observations for M1 and M2,
respectively. Each data point in D1Q represents the melt pool
width corresponding to a specific setting of process parameters for
the Ni-5 wt %Nb alloy, and each point in D2 shows the primary
dendrite arm spacing value under its process parameters. Figure 7
shows a plot of the experimental data for each of the two models
in our study. Tables 4 and 5 in the Appendix present the whole
experimental observations and train-test splitting in M1 and M2,
respectively.

4.2 Building Surrogate Models. To train GP surrogate mod-
els, we need to obtain simulation training data first. Using the
FETM and PF model described in Sec. 2, we generated 238 M1

simulations and 100 M2 simulation runs according to the Latin

hypercube sampling strategy. The simulation parameters bounda-
ries: For M1, the control inputs vector x1 ¼ ½P; v�> has bounds
x1 min ¼ f80; 0:050g and x1max ¼ f250; 2:0g, and the calibration
parameters vector h1 ¼ ½Ks; KL; KLz; KV ; KVz; A0; Amax�>is
bounded between h1 min ¼ f60; 100; 0:5; 5; 1000; 0:25; 0:6g and
h1max ¼ f100; 200; 1:5; 20; 2000; 0:4; 0:8g; For M2, the bounds
for x2 ¼ ½S0; G0�> are x2 min ¼ f7 � 106; 0:05g and x2max

¼ f1:5 � 107; 0:60g, and h2 ¼ ½r; M; pint�> is bounded between
h2 min ¼ f6 � 10�7; 4; 5000g and h2max ¼ f4 � 10�6; 11; 30;
000g. For brevity, the units are omitted readers can find them in
Tables 1 and 2.

Python default optimizer was used which employs the L-
BFGS-B algorithm developed by Byrd et al. [62]. To evaluate the
predictive accuracy of the GP surrogates, k-fold cross-validation
was conducted. Since values of G0 are large, we trained a GP sur-
rogate for lnG0. Figures 8(a) and 8(b) show the results of 17-fold
cross-validation for melt pool width (W) and the logarithm of sol-
idification gradient at the tail (lnG0), respectively. Figure 8(c)
shows the result of 10-fold cross-validation for primary dendrite
arm spacing (k) at the melt pool solidification tip.

Note that in Fig. 8 plots, the horizontal axes represent the out-
puts of the simulation models, while the vertical axes show the
predicted outputs using GP surrogates with bars representing 95%
confidence intervals for these predictions. The orange line repre-
sents the ideal case with surrogate model predictions in full

Fig. 6 Sample melt pool cross section and microstructure images for a representative single track; the melt
pool cross section image (the left one) is taken using OM, while SEM is used to obtain the microstructure image
(the right one) that shows segregation

Fig. 7 Experimental data grid
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agreement with computer model simulations. From the cross-
validation figures and the reported MAPE at the top of each plot,
it’s fair to say that the predictive performance of the surrogate
models is reasonable. In other words, the GP surrogate models
represent good approximations that can be used in lieu of the orig-
inal expensive computer models.

4.3 Multilevel Calibration. We employed the Bayesian
approach to estimate the network calibration parameters, h1 and
h2, and the set of hyperparameters, W ¼ f‘1Q;d; r2

1Q;d; r
2
1Q;e;

‘2;d;r2
2;d; r

2
2;eg, as introduced in Sec. 3.2. The following prior dis-

tributions were used:

hi � Beta 1:1; 1:1; ahi ;bhi
� �

; i ¼ 1;…; 7 (24)

‘�;d;j � Log � Normal l ¼ 0; r2 ¼ 1

4

� �
; j ¼ 1; :::; p (25)

r2
�;d � Inverse � Gammaða ¼ 2;b ¼ 1Þ (26)

r2
�;� � Inverse � Gammaða ¼ 2;b ¼ 1Þ (27)

where ahi , bhi indicate hi’s lower and upper bounds for the non-
standard beta distributions (see the ranges in Table 3) as recom-
mended by the domain expert. For the p�-dimensional lengthscale
parameter vector, ‘�;d, log-normal priors were used in each dimen-
sion of inputs since the log-normal distribution has positive sup-
port. p� is the number of control inputs dimension in dataset D�.
For the variance parameters r2

�;d and r2
�;e inverse gamma priors

were selected because they represent conjugate priors for the

multivariate normal likelihood function in our model. Note that
the priors for the calibration parameters h� were set as flat beta dis-
tributions to avoid any bias in estimation. Although it is common
practice to choose uniform priors when little information is known
about the parameters beyond their estimated minimum and maxi-
mum values, in high-dimensional Markov Chain Monte Carlo
(MCMC) uniform priors may result in posterior density over-
stack on the boundaries. Readers who are interested in how to
construct informative prior distributions using additional prior
knowledge can find more details in Refs. [63] and [64].

Using HMC, the posterior distributions of the calibration
parameters (h1 and h2) and hyperparameters (W) were evaluated
after a 1000 burn-in period and thinning every tenth sample.
Implementation and programing were done in Python version
3.7.11 and PyMC3 version 3.11.2. Figures 9 and 10 show the his-
tograms and kernel density estimates of the posterior distributions
and the prior distributions for the calibration parameters in model
M1 and M2, respectively. We use the maximum posterior proba-
bility estimates, i.e., posterior modes, as the posterior estimates
for calibration parameters.

Table 3 lists the lower and upper bounds for each calibration
parameter in addition to the final estimates (modes of the posterior
distributions) after the Bayesian calibration. Using the posterior
estimates from Table 3, we can predict the QoI (i.e., PDAS) of the
two-model coupled system. In Fig. 11(a), the experimental data
for training are shown in blue and mean prediction points for test
data are in red, in (b) the abscissa is the experimental observation
while the ordinate shows the posterior mean prediction at the
squared marker. The confidence interval bars are 61.96 standard
error of prediction SEpred, which is computed by

SEpred ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXnpred

i¼1

ðYobs;i � Ypred;iÞ2

npred

vuuuut (28)

where Yobs;i is the ith experimental observation from the test data-
set, Ypred;i is the ith posterior mean prediction, and npred is the
number of test data points (three in our case). The standard error
of PDAS prediction was calculated as 0.023lm.

4.4 Sensitivity Analysis. To quantify the effect of input
parameters of the coupled models in this study, we conducted the
formal variance-based sensitivity analysis through Sobol indices.
The main idea is to compare the responses of our calibrated model
based on two different datasets of size N. We followed the formu-
lation presented in Ref. [65], the total sensitivity index for a subset
u of variables xu 	 x is

Fig. 8 Cross-validation of GP surrogates for (a) melt pool width, W , (b) logarithm of solidification gradient at the tail, lnG0,
and (c) primary dendrite arm spacing, k

Table 3 Posterior estimates of calibration parameters

Parameter Range Estimate Unit

M1: h1

KS [60, 100] 68.04 (W/mK)
KL [100, 200] 149.75 (W/mK)
KLz [0.5, 1.5] 1.29 (W/mK)
KV [5, 20] 12.995 (W/mK)
KV z [1000, 2000] 1361.47 (W/mK)
A0 [0.25, 0.4] 0.34
Amax [0.6, 0.8] 0.73
M2: h2

r [6� 10�7, 4� 10�6] 1.11� 10�7 (J/cm2)
M [4, 11] 10.02 (cm4/Js)
pint [5000, 30,000] 9107.01 (cm3/Js)
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�̂j
2

u ¼ 1

2N

XN
i¼1

�
f x

ð1Þ
i

� 

� f x

ð1Þ
i;�u : x

ð2Þ
i;u

� 
�2

(29)

where x
ð1Þ
i ; x

ð2Þ
i � UðXÞ, X is the working region for M2 (the

green area in Fig. 7), and x
ð1Þ
i;�u : x

ð2Þ
i;u represents that in ith points,

the jth variable of x should equal x
ð2Þ
j if j 2 u, otherwise x

ð1Þ
j if

j 62 u.
For our two-level system, there are only two inputs, we define

the total sensitivity index for P and v by

�̂j
2

P ¼ 1

2N

XN
i¼1

�
f P

ð1Þ
i ; v

ð1Þ
i

� 

� f P

ð2Þ
i ; v

ð1Þ
i

� 
�2

(30)

�̂j
2

v ¼
1

2N

XN
i¼1

�
f P

ð1Þ
i ; v

ð1Þ
i

� 

� f P

ð1Þ
i ; v

ð2Þ
i

� 
�2

(31)

Using the posterior modes of calibration parameters in M1 and
M2, we calculated the total sensitivity indices for P and v as

Fig. 9 Histograms and kernel density estimates of the prior and posterior distributions for the FETM calibration parameters,
from (a) to (g) are Ks ; KL; KLz ; KV ; KVz ; A0, and Amax; respectively

Fig. 10 Histograms and kernel density estimates of the prior and posterior distributions for the PF model calibration parame-
ters, from (a) to (c) are r; M , and pint; respectively
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visualized in Fig. 12. Therefore for the two-level coupled models
in the study, laser speed v dominates the variance of the system.

5 Discussion and Conclusion

In this work, we present how to conduct rigorous calibration
and uncertainty quantification analysis in a network of hierarchi-
cally coupled computational models. The network of coupled
models is used to establish the process–microstructure–property–
performance relationships in LPBF metal AM. The proposed
framework is based on the use of a Bayesian network that enables
modeling the relationships between models and capturing correla-
tions and dependencies between their inputs and outputs. Further-
more, the BN framework allows the use of fast Gaussian process
surrogate models to efficiently explore PSPP relationships over
large input parameter spaces of the LPBF AM process.

It is worth noting that different models have different working
regions, only after fully understanding the working region for
each model can we successfully gather experimental data for cali-
bration and UQ purposes. In our case study, we notice that the
segregation phenomenon of the PF model only occurs in a small
specific region of the input parameter space X (bounded
Xmin ¼ f80 W; 0:05 m=sg; Xmax ¼ f250 W; 2:0 m=sg), which is
characterized by high laser power and low laser speed, i.e., the

green region in Fig. 7. Moreover, the time and effort in acquiring
experimental data needed to calibrate different models are highly
variable and dependent on the nature of the phenomenon being
simulated. Therefore, in our case study, while we were capable of
generating 40 experimental data points for the melt pool width
(output of the FETM), only 11 experimental data points for the
primary dendrite arm spacing (output of the PF model) were
acquired. A side effect of the smaller experimental dataset for M2

could be numerical instability when conducting MCMC and esti-
mating parameters and hyperparameters. In practice, it is recom-
mended that the samples generated using MCMC should be
treated with care: best practices regarding burn-in and thinning
should be followed. Additionally, multiple runs of the entire
MCMC should be conducted in order to avoid anomalous esti-
mates. If further improvement to the accuracy of the calibrated PF
model is desired, one needs to generate more observation data
from its working region.

The contributions of the proposed work can be summarized as
follows. First, we address the problem of conducting uncertainty
quantification through a network of models (as opposed to a single
model) in metal AM. Second, our framework enables conducting
calibration even for surrogate models with inputs of great uncer-
tainty. Finally, we validate our proposed framework using a case
study from the LPBF of a binary nickel-niobium (NiNb) alloy. In
contrast to previous works in the literature, we generate simula-
tion and experimental data from the same material system to
ensure the integrity of our validation efforts.

The case study involved a FETM for simulating the thermal
history, hierarchically linked with a PF model for simulating Nb
segregation during LPBF. Our results indicate very good predic-
tive accuracy of the calibrated PF model, with the mean absolute
percentage error of approximately 5.7% on test data. This work
represents a building block to enable accurate and accelerated
model-based qualification and certification of metal AM
materials.
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Fig. 11 Posterior predictive distribution for calibrated coupled surrogate models: (a) posterior mean estimates
for PDAS and (b) PDAS posterior predictions with 95% confidence interval

Fig. 12 Sensitivity analysis for the calibrated coupled models
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Appendix: Experimental Data

Table 4 Experimental observations forM1

Sample Power (W) Speed (m/s) Width (lm)

Training
1 81 1.145 59.73
2 81 1.515 53.34
3 84 0.100 152.85
4 89 0.953 66.94
5 90 1.900 47.84
6 90 2.300 45.21
7 96 0.364 108.40
8 110 0.877 68.82
9 113 1.145 67.23
10 113 1.515 60.63
11 115 0.497 98.43
12 131 0.774 81.04
13 139 1.900 60.56
14 140 0.687 94.75
15 146 1.515 56.93
16 152 0.316 141.75
17 158 0.167 206.58
18 167 0.515 123.43
19 178 1.515 60.22
20 179 0.602 121.06
21 187 2.300 58.27
22 200 0.714 123.03
23 209 0.402 151.16
24 211 1.515 68.08
25 225 0.825 111.67
26 235 1.900 56.63
27 235 2.300 59.27
28 236 0.226 210.11
29 243 1.145 87.60
30 243 1.515 76.96
Test
31 71 0.070 122.43
32 191 0.238 186.83
33 219 0.560 125.78
34 241 0.811 117.57
35 251 0.433 154.17
36 146 1.145 75.04
37 178 1.145 62.69
38 211 1.145 71.13
39 139 2.300 52.69
40 187 1.900 62.55

Table 5 Experimental observations forM2

Sample Power (W) Speed (m/s) PDAS (lm)

Training
1 179 0.602 0.290
2 251 0.433 0.397
3 96 0.067 0.383
4 241 0.811 0.310
5 167 0.515 0.350
6 191 0.238 0.316
7 122 0.050 0.430
8 236 0.226 0.396
Test
9 158 0.167 0.365
10 209 0.402 0.380
11 122 0.100 0.415
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