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Abstract—Although artificial intelligence (AI) promises to deliver ever more user-friendly

consumer applications, recent mishaps involving fake information and biased treatment

serve as vivid reminders of the pitfalls of AI. AI can harbor latent biases and flaws that can

cause harm in diverse and unexpected ways. Before AI becomes interwoven into human

society, it is important to understand how andwhen AI can fail. This article presents a

timely survey of AI-inducedmishaps that relate to consumer applications. The article also

offers suggestions onmitigating strategies to manage the undesirable side effects of

using AI for consumer applications. It, therefore, serves a dual purpose of creating

awareness of current issues and encouraging other researchers in the consumer

technology community to build better AI consumer applications.

& ARTIFICIAL INTELLIGENCE (AI) powers a wide

range of smart consumer devices and applica-

tions.1 Machine learning (ML), which grew out of

AI, has been a major driver of recent AI advan-

ces. From consumer imaging systems2 to home

safety3 and personal stress monitoring,4,5 con-

sumer AI technology permeates everyday life.

While AI can empower user-friendly applica-

tions, the outcome can be unpredictable, e.g.,

face misidentification due to biases. There are

vulnerabilities associated with the “black box”

nature of some ML algorithms underpinning AI

that can harbor latent biases that are potentially

harmful to consumers.
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Despite years of development in advanced

deep neural networks (DNNs), researchers are still

improving their understanding of how DNNs oper-

ate. End users and other stakeholders (e.g., data

curator) have a part to play because their techni-

cal understanding is often limited and dangerously

prone to anthropomorphic tendencies that can be

replicated or even amplified algorithmically.

The vulnerabilities of ML algorithms6–8

include (see Figure 1): (1) data dependence, i.e.,

algorithms’ reliance on data, which may be

biased, incomplete, or defective; (2) learning sta-

tistical patterns that are easy to manipulate; and

(3) the black box nature of contemporary DNNs

means it is not always clear how decisions are

made, which can perpetuate or hide biases.

Together, these characteristics explain why vul-

nerabilities can be targeted by adversaries or

triggered unintentionally.

In fact, the main problem lies in dataset bias,

and ML models tend to perpetuate inherent flaws

in the data. In ML, the (training) dataset is all that

an algorithm sees; the dataset is the world.9 A

biased dataset is one that instead of training a

model to have the ability to generalize in the real

open world, the ML model becomes a closed

world.9 An example of dataset bias is the following:

if a cow frequently appears together with grass in

the training data, then detecting grass and output-

ting “cow” can become a characteristic of the

resultant ML classifier.10 Furthermore, such biases

tend not only be replicated by ML but worsened

throughbias amplification.11

Discrimination can result from biased data,

causing some people to feel unfairly treated.

When an ML algorithm focuses on the majority

group in a dataset while accepting high error

rates for minority groups, it can lead to amplifi-

cation of existing disparities.10,12 This can even

generate new disparities over time.13

Contemporary DNNs tend to obscure how deci-

sions are made, so flaws become even harder to

detect. Incomplete or defective data can often lead

to biases. ML algorithms learn from data (exam-

ples) presented to them through a training pro-

cess. Once training is complete, the ML model is

deployed to work on new, unseen data. For exam-

ple, if a face recognition algorithm is trained on

data that predominantly comprise images of faces

of certain demography, the training data are

incomplete in the sense that these faces do not

represent the general population. ML, also known

as statistical learning, will learn from the incom-

plete/biased data to recognize these faces when

themodel is deployed. TheseMLmodels are statis-

tically impressive (achieving good overall perfor-

mance), but individually unreliable. The

statistical nature of these models amplifies algo-

rithmic bias. All these biases often manifest them-

selves in discrimination when these models are

deployed in the real world. For example, the face

recognizer may show poor performance when

tested on facial images of other demographic

groups. Many best performing facial recognizers

are built on DNNs, making detection of biases

difficult. A study found that four popular face rec-

ognizers performed better on one gender than

another.14 The worst of the four had a 34% error

rate.14

It is critical to distinguish between cyberattacks

and AI vulnerabilities.15,16Cyberattacks are deliber-

ate exploitation to gain unauthorized access.

Unlike cyberattacks, AI mishaps are often caused

by inherent vulnerabilities of ML. Cyberattacks

need sophisticated techniques, but bad actors

with limited technical knowledge can use AI to

deceive others. For example, Deepfake allows

unskilled people to fabricate fake texts, images, or

videos using consumer grade AI tools, regardless

of the complexity underlying their algorithms.17,18

These fake artifacts can be harmful and mislead

consumers.53

This article will present AI-induced mishaps

that relate to consumer applications. Although

the list of ethical challenges in the complex field

Figure 1. Vulnerability of AI/ML.
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of AI may be prohibitive, this article aims to

create awareness of the issues. The topic of

adversarial attacks is best covered under cyber-

security and is not further discussed in this arti-

cle. Instead, this article focuses on hidden

biases and touches on deepfakes to highlight

considerable risks of AI technologies on seg-

ments of consumers.

BIASES AND DISCRIMINATION
Cognitive bias is prevalent (see Figure 2).

People may have gender bias for certain types of

jobs.19,20 These biases are often coded into data

and learned by algorithms.21–24 Debiasing can be

expensive, time consuming, and may be impossi-

ble. So, profit-driven companies often overlook

such biases, which can be unfair to consumers.

Mishaps in consumer applications reveal more

hidden discrimination patterns in data against

human diversity in the deepest layers of DNNs.

Online Platforms

Online platforms support many daily activi-

ties but can be a source of biases (see Figure 2).

A commonly applied ML technique in the online

platforms is predictive models. Since data are

often biased, ML predictive analytics may

reflect undesirable decisions and perpetuate

biases. Online advertising technology can nega-

tively impact certain demography.25 Specifi-

cally, the delivery of the largest provider of

online delivery advertisements is statistically

discriminatory based on names typically associ-

ated with certain communities. For example,

when someone searches for a person named

“XXX,” an advertisement that suggests XXX has

a criminal record might pop up alongside XXX’s

list of accomplishments. A side effect of this

bias is worsening algorithm’s performance by

frequently selecting those advertisements.

Ride hailing service platforms have also been

found to exhibit algorithmic bias. A study ana-

lyzed 100 million rides found that major ride-

hailing companies had unfair charges for certain

neighborhoods.28 Online purchase and delivery

systems also show biases.29 Although these

services claim that they do not differentiate con-

sumers’ ZIP codes, significant differences have

been found in the availability of one-day

delivery of consumer products in different

neighborhoods.

Employment Recommendation Systems

Recommendation engines could improve

processing of job applicants and even predict

future preferences. An AI-empowered model

may not fairly rate applicants for vacancies.30 It

underestimated r�esum�es of applicants’ gender

because of limitations in ML techniques that are

mainly trained by r�esum�es from the gender.

A study found that certain names enhance

the chance of success in hiring for no clear rea-

sons.31 Another failure of hiring algorithm shows

a strong correlation between a variable of the

model (commuting distance) and certain demog-

raphy.32 Apart from defective data, statistical

predictions tend to make decisions like what is

recommended.33 Another concern with predic-

tive hiring systems is fairness for people with

disabilities. A study gave an example of exclud-

ing applicants using assistive technologies like

magnifier or screen reader, even though their

disabilities were not mentioned.34

Figure 2. AI/ML biases and discrimination.
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Natural Language Processing (NLP) Systems

NLP is crucial to a wide range of voice acti-

vated consumer products.35 NLP is applied to

understand patterns in the unstructured data

such as text and voice with all hidden or plainly

visible stereotypes. Word embedding tools, an

underlying task in NLP, represent a word by vec-

tors of trying to represent the true meaning. ML

models can learn associations between concepts

such as female names with family and male

names with professional jobs.36

AI-enabled NLP biases extend well beyond

gender biases. A research group analyzed

millions of tweets on a popular messaging plat-

form using NLP tools. They provided quantita-

tive evidence of demographic bias in classifying

tweets.37 In the NLP domain, a slightly percepti-

ble manipulation can change the semantics and

syntax of text. Robustness of DNNs on a senti-

ment analysis and textual entailment tasks can

be disturbed easily by the generated adversarial

examples.38

This problem extends to any AI system

that uses NLP, including voice. A study shows

how a speech-to-text engine is deceived by

adding a small distortion to voice and turning

the original voice to target transcription.39

Some other AI systems are biased against

strong or uncommon dialects. Voice recogni-

tion systems are supported by NLP models

and they may not learn diverse data. A study

has found that two popular commercial voice

interfaces misidentify voices of certain demog-

raphy 35% of the time.40

A mishap involving AI chatbot occurred in

2016 when it was taken down after only a few

hours due to offensive tweets.41 The bot learned

from the tweets and searched the internet to

find data for its responses.

Thus, an important question is: Can we trust

machines that generate humanlike output and

make humanlike decisions? As AI/ML models get

better in understanding patterns of human cul-

ture, new challenges of weaponizing NLP tools

emerge, such as generating misleading propa-

ganda, fake content production, phishing emails

attacks, and impersonating other users.

PREDICTIVE TOOLS
AI predictive tools have been flagged as a

threat to customer privacy and fair treatment

(see Figure 3). For example, a company made

sensitive decision about female customers’

pregnancy status.42 When a father saw the

company’s coupons for baby items, he realized

his daughter was pregnant. The main problem

is where predicted sensitive information can

cause erosion of privacy and trust if not used

appropriately.

In another study, a family screening tool

designed to improve child welfare was found to

be acting on prejudiced data.43 Analysis of

phone calls to hotline unreasonably reported

families of a specific demography to be sus-

pected more often than others. In addition to pri-

vacy concerns, predictive tools have been

reported to cause harm to consumers seeking

loans and healthcare services.

Fairness in Consumer Lending

AI-driven lending tools can provide both

advantages and disadvantages. Making better

consumer lending decision needs to update

Figure 3. AI predictive tools.
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variables to extract patterns that indicate credit-

worthiness. A recent report that evaluated the

impact of AI technology in consumer lending

claims that US regulatory structure could not

guarantee to protect fair lending foundations

against different types of discrimination.44

Credit reporting bureaus use metrics such as

income and credit scores that are correlated

with gender, race, and other demographic attrib-

utes. An analysis shows the average credit

scores of homeowners of a specific demography

are substantially higher than another.44 Another

study concludes that US credit scoring systems

amplify demographic disparities because it is

the most important criterion considered by

financial companies.45

Many studies show credit-based insurance

mechanisms are biased against specific demogra-

phy.46,47 The single predictive variable that had a

direct impact on reporting insurance score and

premium was demography. Automatic back-

ground check systems provide homeowners with

a single score to determine the eligibility of ten-

ants.48 The screening tools to predict the potential

risk showbias against specific neighborhoods.

Fairness in Consumer Healthcare

The healthcare sector is turning to AI to help

people in need of medical care. However, mis-

managed tools in a mission-critical area can

have huge implications on human lives. An

unjust AI system could target residents in a low-

income neighborhood with serious illness and

disorders. There are many instances that sup-

port the imperfections and injustices in intelli-

gent healthcare. In one case, a woman with

cerebral palsy lost her healthcare plan without

any explanation from the providers; the algo-

rithm falsely recognized her as a nonemergency

patient.49

Developers of an automated healthcare sys-

tem implemented more than 900 unfair rules

into the model code, resulting in mistakenly

deleting patients in desperate need.50 A predict-

ing tool used to assess patient situation with

pneumonia made a serious mistake.51 The algo-

rithm persuaded doctors to send patients home

despite their extensive medical problems.

A dataset lacking patients with diverse medi-

cal backgrounds could worsen health disparities

in the model. For example, a multivariable linear

regression model employed to assess cardiovas-

cular risk score using data derived from almost

exclusively people of a specific demography

is less accurate among different groups.52

The automated medical tools may recommend

no further treatment for cases ignored by

machine.

CONTENT CREATION AND FILTERING
Ready availability of AI tools has lowered the

barrier for nonexperts to create fake content.

With the proliferation of fake content, effective

countermeasures are needed for consumers to

protect themselves from harm. However, con-

tent filters intended to reduce the effects of

information overload can also adversely affect

consumers.

Content Creation—Deepfake

Deepfake uses AI to generate realistic video

or audio content designed to deceive.53 Instan-

ces of fake content abound. For example, a group

of researchers transformed audio clips of a for-

mer US president into a lip-synced video clip.54

The system has the potential to put other peo-

ple’s words into someone’s mouth. Furthermore,

Deepfake can create nonexistent unique faces to

mimic a real person. A bot that generated Deep-

fake text from real submissions for a federal pub-

lic comment website was so convincing that

even a human classifier was not better than ran-

dom guessing in discerning bot submissions

from real comments.17

Content Filters

Social networks have surpassed newspapers

as primary news outlets formany; trending topics

represent popular news. Therefore, one of the

critical areas affected by AI systems is broad

spectrum of content through social networks.

Content control software is a part of digital

immune systems. Content-based recommenda-

tion systems use AI content filtering algorithms

to suggest topics related to a user’s interested

area, based on previous feedback. The type of

content that can pass through can have serious

consequences.
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For example, social network companies have

developed their own censorship for enhancing

benefits for their users and security. A leading

video sharing platform can show more than 700

million hours of video every day, and a popular

messaging platform can process up to 500 million

tweets each day. Because of the high volumes,

they are susceptible to misuse, such as promotion

ofmisinformation, polarization, and violence.

There is often a delicate tradeoff between fil-

tering too much or too little potentially harmful

content. In 2017, a popular video-sharing plat-

form aggressively deleted more than 31 million

videos predicted to include violent content.

However, it was found that educational and legit-

imate documentary videos were deleted mistak-

enly.55 The search for an optimal balance

between too much and too little filtering remains

an open research question. The situation is fur-

ther complicated by social network companies’

vested interests. Algorithmic decisions on what

content to recommend or remove are often

aligned with maximum engagement not facts.56

POTENTIAL SOLUTIONS
AI-induced mishaps trace their root causes to

three fundamental limitations of contemporary

ML techniques. Statistical ML has been the main

driver of recent advances in AI. ML has enabled

a wide range of consumer applications.57

Key Limitations of Contemporary Techniques

ML has been the main driver of recent AI

advances. But amajor limitation ofML algorithms

is that they learn from training data before they

are validated and deployed. Learning algorithms

are designed to effectively learn the nuances in

the training data. Thus, any inherent biases will

be learned, and often these biases become

entrenched, reinforced, and amplified as learning

continues.

A second limitation of statistical ML, which

characterizes contemporary cutting-edge AI, is

attributed to statistics. These ML algorithms,

including those developed for DNNs, are statisti-

cally brilliant but individually unreliable (see

Figure 4). For example, what does it mean when

a method can achieve 99% accuracy in binary

classification?

In the context of some computer vision tasks,

such as recognizing images for noncritical use,

99% accuracy is arguably better than most

humans. For some safety critical applications,

even this level of performance can be unimpres-

sive. For example, if an AI-powered robotic sur-

geon with 99% accuracy has performed 99

successful operations, it does not necessarily

imply the next patient is doomed. Statistically, 1 in

every 100 patients will be adversely affected. How-

ever, it is important to compare statistical per-

formances against what is achievablewithout AI.

The failure mode of the best techniques is not

well understood, which leads to the third major

limitation. The very best performingDNNs of today

are often treated as black boxes. Thesemodels are

typically hundreds of layers deep and have mil-

lions or even billions of parameters; they are often

too complex for researchers and practitioners to

fully understand their behaviors.

Mitigation Techniques

The first step in mitigation is to create aware-

ness among developers and users about the

Figure 4.ML binary classification scenario.
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limitations of contemporary AI and not necessar-

ily rely on it blindly. For example, awareness of

biases can help to mitigate the problems.26,31

Given that the most prevalent root cause of

reported mishaps is attributed to incomplete or

biased data (see Figure 5), researchers and

developers of AI-enabled consumer devices and

applications should exercise caution in data

curation. Indeed, predictive tools can produce

and even amplify preexisting bias, technical

bias, and emergent bias.58 Preexisting bias can

be traced to entrenched social norms, beliefs,

practices, and attitudes. Technical bias results

from technical constraints of considerations.

Emergent bias occurs in a context of application,

such as when a trained ML model is deployed.

To mitigate, developers need to be sensitive to

possible biases in the data and take corrective

action. As a minimum, they need to curate data

that represent a broad spectrum of democratic

attributes of the intended users. In some cases,

eliminating biases from data may be achievable

(e.g., through proper sampling and balancing to

handle data imbalance, or by eliminating sensi-

tive variables). However, biases are sometimes

deeply entrenched in the data, making debiasing

a difficult task that remains a subject of intensive

research.

Confounding of features can amplify preexist-

ing latent biases. Since AI hiring algorithms

absorb many social patterns that reflect demo-

graphic discrimination, blindly using them can

exacerbate institutional and systemic biases.30

Biases in training data are only one aspect of

data deficiency. Sometimes, the training data are

simply incomplete. As a result, the ML algorithm

can persuade doctors to send patients home

regardless of their extensive medical prob-

lems.51 If patient conditions are not included in

dataset that the system learns from, algorithms

could lead to faulty decisions by denying health-

care to needy patients. Designers must, there-

fore, consider all kinds of scenarios, even if they

are rare, to ensure data completeness.

There are initiatives aimed at enhancing data

quality to promote algorithmic fairness, e.g., data

for democracy.59 The AI Index is an effort to track,

collate, distill, and visualize data for AI.60 It aspires

to be a resource for policymakers, researchers,

executives, and journalists, to develop intuitions

about the field of AI. The datasheets for datasets

initiative aims to facilitate communication

between dataset creators and dataset consumers

for transparency and accountability.61

In addition to defective data, whether biased

or incomplete, predictions with statistical analy-

sis can influence a model’s output. For example,

statistics dictate that an AI recruiter’s decisions

will tend to be like what the tool has recom-

mended.33 Although the most effective mitigat-

ing technique or strategy often depends on the

root cause, multiple techniques can be applied

synergistically. Conversely, one strategy might

address two or more issues together. The cur-

rent effective mitigating strategies for limitations

associated with defective data and nature of sta-

tistical analysis center around diversification of

data for statistical learning. For example, it is

argued that an effective way to overcome

inequality in medicine is to significantly diversify

data.62 Some experts suggest that debiasing

human is harder than debiasing AI and yet the

data collection part often requires human input,

such as annotation of images for training.63

Figure 5.Multiscenario ill effects of biased training in AI/ML.
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The main reasons for the difficulty in weeding

out AI biases include64: (1) unknown unknowns

(effects of biases are felt downstream from where

they started), (2) imperfect models (NNs are not

typically designed with bias mitigation in mind),

(3) lack of social context (social impacts are often

not well understood by AI system designers), and

(4) notion of fairness is not well understood.

A promising mitigating strategy, therefore,

calls for a lessened reliance on statistical techni-

ques and an elevated involvement of other

dimensions of AI. For example, reasoning and

abstraction capabilities of AI such as common-

sense reasoning can provide added assurances

of the final algorithmic output that was opti-

mized statistically.65, 66

There is a recent initiative aimed at synergizing

good old symbolic AI and connectionist networks.

The Neuro-Symbolic AI initiative aims to address a

gap in contemporary AI by leveraging the capabili-

ties of current state-of-the-art statistical ML and

classical symbolic AI.67 The main goal of the initia-

tive is to advance AI to the next level, toward artifi-

cial general intelligence. A useful outcome of this

research will be improved understanding of the

existing black box methods. The mitigation of bias

requires active involvement of AI practitioners and

policymakers.68

While the outcome of this synergistic direction

of research is expected in the future, a more imme-

diate mitigating strategy for addressing the black

box concern is to strengthen researchers’ under-

standing of how hyperparameter tuning can affect

the outcome of opaque DNN. Removal or addition

of variables can affect a fairnessmetric but will not

remove embedded bias depending on the robust-

ness of ML models to hyperparameter settings.44

Therefore, improving transparency in model tun-

ing and hyperparameter settings can lead to

enhanced performances.

Another interesting initiative is a “fairness

gym,” which models fairness as dynamic, and is

aimed at understanding long-term fairness.69

Other technical developments include: (1)

causal modeling and counterfactual fairness, (2)

bias discovery through fairness aware data min-

ing, and (3) learning latent structures. For exam-

ple, the ability to reason about counterfactual,

what-if scenarios is crucial in the quest to disen-

tangle social biases from the actual phenomenon

being modeled.70, 71 A framework for modeling

fairness using tools from causal inference has

been proposed.72 The definition of counterfac-

tual fairness captures the intuition that a deci-

sion is fair toward an individual if it is the same

in: (1) the actual world and (2) a counterfactual

world where the individual belonged to a differ-

ent demographic group. Algorithms for discrimi-

nation discovery and discrimination prevention

with fairness-aware data mining are available.73

To mitigate gender and racial bias in facial recog-

nition, the original ML task has been combined

with a variational autoencoder (VAE) to learn

the latent structure in data and, then, use the

learned latent distributions to reweight the

importance of data points while training.74 An

autoencoder takes a high-dimensional feature

space and compresses it into an encoded (or

latent) space characterized by having a lower

number of dimensions than the original. A VAE

is regularized to minimize overfitting to ensure

the latent space will preserve important informa-

tion on the data points to facilitate reweighting.

The proliferation of consumer grade AI tools

for creating fake content and misinformation has

made it easy for bad actors to participate in

harmful activities. Technical solutions tend to

revolve around using similar tools to content

creation for detecting fake content. It appears

that efforts aimed at creation and detection of

fake content are locked in a long-term technical

contest. While protection of consumers from

harmful fake content remains an active area of

research, currently the most effective mitigating

tools seem to be based on legislation more than

on technical solutions, for example, prohibiting

the distribution of fake videos and image target-

ing high-valued contents.

CONCLUSION AND FUTURE
DIRECTIONS

This article presented a wide range of con-

sumer-impacted AI-related mishaps: personnel

recruitment, NLP and voice recognition for inter-

acting with smart devices and assistants, chat-

bot on smartphones, online and mobile

shopping, pop-up ads, face recognition, con-

sumer lending, consumer healthcare, social

media, and fake and harmful media content. The
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mishaps revolve around biases, discrimination,

and other unfairness due to demographic attrib-

utes. Developers of consumer AI applications

and products should consider the consequential

harmful effects and take steps to avoid them.

Future research is needed to measure the

impact of AI mishaps on the CE industry and

consumers. Further investigation should be pur-

sued to measure such impact along multiple

dimensions, such as financial implications, prod-

uct design cycle, and consumer protection. The

proposed work ties in with the idea that minimiz-

ing AI mishaps should be an integral part of the

design process and should be considered with

end users in mind. Security-by-design principle

that advocates to consider cybersecurity as an

objective right at the early stage of design cycle

can also play a role in designing robust smart

electronics design.75
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