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ABSTRACT. Let 2~ — C be a non-isotrivial and generically ordinary family of K3 surfaces over
a proper curve C in characteristic p > 5. We prove that the geometric Picard rank jumps at
infinitely many closed points of C'. More generally, suppose that we are given the canonical model
of a Shimura variety S of orthogonal type, associated to a lattice of signature (b, 2) that is self-dual
at p. We prove that any generically ordinary proper curve C' in S intersects special divisors of
S;  at infinitely many points. As an application, we prove the ordinary Hecke orbit conjecture of
Chai-Oort in this setting; that is, we show that ordinary points in S; have Zariski-dense Hecke
orbits. We also deduce the ordinary Hecke orbit conjecture for certain famlhes of unitary Shimura

varieties.
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1. INTRODUCTION

1.1. Families of K3 surfaces. Given a family of complex K3 surfaces, it is a well-known fact that
the Picard ranks of the fibers will jump at infinitely many special points, so long as the family is not
isotrivial. More precisely, let us recall the following Hodge-theoretic result, due to Green [Voi02]
and Oguiso [Ogu03]. Let A be the unit disc in C, and let 2~ — A be a non-isotrivial family of
(compact) K3 surfaces. If p denotes the minimal Picard rank of 25, s € A, then the set of points
t € A for which the Picard rank of Z; is greater than p is a countable, dense subset of A. In
particular, there are infinitely many such points.

In positive characteristic, this question is more subtle. Suppose we are given 2~ — C, where
C/F, is a curve and 2" is a non-isotrivial family of K3 surfaces. It is now no longer the case that
the Picard rank has to jump at infinitely many points of C. For example, there exist families where
every fiber X; is a supersingular K3 surface, in which case the rank is always 22. By studying
families of non-ordinary Kummer surfaces, one can produce families where the Picard rank jumps,
but only at finitely many points (see 1.4 for an example).

In both of these examples, the generic fiber is not ordinary. The first main result of this paper
shows that, under additional hypotheses, if the generic fiber is ordinary, then there will be infinitely
many points where the Picard rank jumps. That is, we show the following:
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Theorem 1.1. Let C/E) denote a smooth proper curve where p > 5 is a prime number, and
let & — C denote a generically ordinary non-isotrivial family of K38 surfaces. Suppose that the
discriminant' of the generic Picard lattice is prime to p. Then there exist infinitely many points
c € C(F,) such that the Picard rank of % is greater than the generic Picard rank of X .

Broadly speaking, Theorem 1.1 is proved by studying moduli spaces of K3 surfaces, viewed as
(canonical integral models of) GSpin Shimura varieties S associated to quadratic Z-lattices (L, Q)
having signature (b,2) with b < 19. These Shimura varieties admit families of “special divisors”,
which are themselves GSpin Shimura varieties associated to sublattices of (L, @) having signature
(b—1,2), whose points parameterize K3 surfaces with Picard rank greater than those parameterized
by “generic points” of the ambient Shimura variety.

The notion of special divisors makes sense in the more general setting of GSpin Shimura varieties
S associated to quadratic lattices (L, Q) having signature (b, 2) for all positive integers b. For every
positive integer m, there exists a divisor Z(m) C S which, if not empty, is also (the integral model
of) a GSpin Shimura variety. We prove the following theorem which directly implies Theorem 1.1.

Theorem 1.2. Let S denote the canonical integral model over Z, of the GSpin Shimura variety
associated to a quadratic Z-lattice (L, Q) of signature (b,2), such that p does not divide the discrim-
inant of (L, Q). Assume that b > 3,p > 5. Let C be an irreducible smooth proper curve with a finite
morphism C' — SIF‘p such that the generic point of C' is ordinary and that the image of C' does not
lie in any special divisors Z(m) := Z(m)g ,m € Zxo. Then there exist infinitely many Fp-points on
C which lie in Upen ppm 2 (m).

In the case of S being a Hilbert modular surface or a Siegel modular threefold (with b = 2,3
respectively), Theorem 1.2 follows from our earlier paper [MST|, but the general setting considered
here requires additional techniques.

1.2. The Hecke orbit conjecture. The second goal of this paper is to apply Theorem 1.2 to
the study of Hecke orbits in characteristic p. In general, Shimura varieties are naturally equipped
with a set of correspondences, known as Hecke correspondences. Roughly speaking, these Hecke
correspondences permute? the set of special divisors. In characteristic zero, the dynamics of Hecke
correspondences are well-understood. For example, work of Clozel-Oh—Ullmo [COUO01]| proves that
the Hecke orbit of a point equidistributes in the analytic topology. However, in characteristic p, the
behavior of the Hecke orbit of a point is still far from understood.

The first result along these lines is due to Chai [Cha95|, who proved that the prime-to-p Hecke
orbit of an ordinary point is Zariski dense in Ay F,, the moduli space of principally polarized abelian
varieties over IF,. Guided by this, Chai and Oort have the following more general conjecture for
arbitrary Shimura varieties.

Conjecture 1.3 (Chai-Oort). Let S denote the canonical integral model of a Shimura variety of
Hodge type (with hyperspecial level) and let SFP denotes its special fiber.> Then the prime-to-p Hecke

orbit of a p-ordinary point is Zariski dense in SE,'4

There is a further generalization to non-ordinary points, which we do not discuss here. For more
about the Hecke orbit conjecture and generalizations, see [Cha03|, [Cha05],|Cha06], [CO06], [CO09]

INote that the Picard lattice of a K3 surface is equipped with a non-degenerate quadratic form arising from the
intersection pairing. The discriminant of the Picard lattice is defined to be the discriminant of this quadratic form.

2The special divisors Z(d) and Z(m?d) are in the same Hecke orbit.

3The conjecture was made in the PEL case, but is expect to hold for Hodge type Shimura varieties too, which
includes the case of PEL Shimura varieties.

4Being p-ordinary means that this point lies in the open Newton stratum of Sg, and it means ordinary if the
ordinary locus in Sg, is nonempty, which will be the case for us in the rest of the paper.
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and [CO19]. Using Theorem 1.2 as our main input, we establish the ordinary Hecke orbit conjecture
for GSpin Shimura varieties, as well as certain unitary Shimura varieties.

Theorem 1.4. Let Sp, denote the mod p (where p > 5) fiber of the canonical integral Shimura
variety associated to one of the following data:

The orthogonal case. A quadratic Z-lattice with signature (b,2) having discriminant prime to p with the associated
Shimura variety defined in §2.1.
The unitary case. An imaginary quadratic field K split at p, and an O -Hermitian lattice having signature
(n, 1), with discriminant prime to p with the associated Shimura variety defined in [RSZ20,
§3, §4.1].5

Then the prime-to-p Hecke orbit of an ordinary point is dense in Sp,.

As far as we know, this result is the first of its kind towards settling the Hecke orbit conjecture
in the setting of orthogonal Shimura varieties.

1.3. Outline of the proof of Theorem 1.2. There are two broad steps in our proof:

(1) We use Borcherds theory to compute the asymptotic of the intersection numbers (C.Z(m))
as m — 0o;
(2) We then prove that given finitely many points Py, - - , P, € C(F,), the local contributions
have the property 3., 1<m<x Yoiiip(C.Z(m)) < > pim1<m<x C-Z(m) for large enough
X eZ.
These two steps together prove that as X — oo, more and more points P € C (Fp) must contribute
to the intersection C.(3 ., 1<;<x Z(m)), thereby yielding Theorem 1.2.

The second step involves both local and global techniques. We use the moduli interpretation of
the special divisors Z(m) to express the local contribution ip(C.Z(m)) in terms of a lattice point
count in an infinite nested sequence of lattices. This is another way in which the characteristic-p
nature of this work complicates matters — the analogous expression in the characteristic 0 setting
involved a lattice point count in a finite nested sequence of lattices, which makes matters far more
tractable. The most technical part of the paper deals with controlling the main term of ip(C.Z(m))
for supersingular points, which we do over Sections 4,5 and 6. This requires using Ogus’s and Kisin’s
work to explicitly understand the equicharacteristic deformation theory of special endomorphisms
at supersingular points in terms of crystalline theory.

One of the difficulties of this result compared to [MST] is that, for b < 3, it is relatively easy
to bound the error terms of ip(C.Z(m)). However, in general, high levels of tangency between C'
and special divisors could in principle cause this term to grow uncontrollably. In order to control
this, we use a global argument which first appeared in [SSTT|. Note that ip(C.Z(m)) is necessarily
bounded above by the global intersection number (C.Z(m)). We use the fact that the global bound
holds for every positive integer m (representable by (L, @)) in order to obtain a sufficient control
on the error term of the local contribution ip(C.Z(m)) on average, as we average over all positive
integers m. More precisely, we prove that if the error term of ip(C.Z(m)) is too close to the global
intersection number for several values of m, then there must exist a positive integer mg for which the
local intersection number ip(C.Z(my)) is greater than the global intersection number (C.Z(my)),
which is a contradiction.

It is crucial to our proof of the local bound that the curve C is an algebraic curve. Given a
formal curve having the form SpfF,[[t]] C Sg, with closed point P, the term ip(SpfFp|[t]].Z(m))
is well defined. It is easy to construct examples of formal curves that have the property that
ip(Spf F[[t]].Z(m;)) grows exponentially fast for appropriate sequences of integers m;, as we discuss

SHere we only work with the special case when the CM field is an imaginary quadratic field; in the special case
when the polarization is principle, see also [KR14, §2] or [SSTT, §9.3].
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in Section 3.5. Indeed, the growth rate of i p(Spf F,[[t]].Z(m)) can be used as a necessary criterion
to determine whether or not a formal curve contained in S is algebraizable.

1.4. Contributions from supersingular points. As stated in the outline, the most technical
part of our paper is dealing with supersingular points. The main difficulty is caused by the fact
that the local contribution ip(C.Z(m)) from a supersingular point P € C(F,) has the same order of
magnitude as the global intersection number (C.Z(m)) as m — oo; Indeed, the global intersection
number (C.Z(m)) can be expressed in terms of the m-th Fourier coefficient of a non-cuspidal modular
form of weight 1 + b/2, whose Eisenstein part is well understood (Lemma 7.5 and Theorem 7.4).
The main term of the local contribution ip(C.Z(m)) at a supersingular point P is controlled by
the m-th Fourier coefficients of the theta series associated to a nested sequence of positive definite
lattices each having rank b + 2, and is therefore also asymptotic to the m-th Fourier coefficient of
an Eisenstein series of weight 14 /2 (see §7.14).

Therefore, a more refined understanding of the constants involved in the global intersection
number and the supersingular contribution is needed to prove our theorem. In fact, this is precisely
what goes wrong when C' is no longer generically ordinary. There are examples when finitely many
supersingular points can indeed conspire to fully make up the entire global intersection number. We
illustrate this with the following example.

Consider the setting of X — C, where C/F,, is a curve and X is a non-isotrivial family of Kummer
surfaces. Indeed, let F — C denote a non-isotrivial family of elliptic curves, and let Ey — C' denote
a supersingular elliptic curve pulled back to C. Consider the family K(F x¢ Ep) — C, where
K(E x¢ Ey) denotes the Kummer surface associated to the abelian surface E x¢ Ey. The set of
points ¢ € C(F,) such that the Picard rank of K(E x Ej). is greater than the generic Picard rank
of K(E x Ey) is precisely the set of ¢ € C(F,) such that the fiber of E at c is supersingular, and
therefore the total global intersection number is made up from the local contributions from these

finitely many supersingular points.

1.5. Outline of proof of Theorem 1.4. We now survey the proof of the Hecke orbit conjecture,
using Theorem 1.2 as input. We will focus on the orthogonal case, since the unitary case follows by
a similar argument.

Let us first observe that Chai’s approach for 4, does not easily extend to this case. Chai’s
argument involves several steps, some of which generalize to the case of all Shimura varieties of
Hodge type, but there are many ideas in Chai’s work which don’t generalize to our setting. Indeed,
a key step in his paper is the so-called Hilbert trick which states that every Fp—valued point of A,
is contained in a positive-dimensional Shimura subvariety of A,, namely a Hilbert modular variety.
Unfortunately, this fact does not hold for most Shimura varieties. The case of Hilbert modular vari-
eties is more tractable than A, because the geometrically simple factors of the associated reductive
groups have rank 1.

Instead, our idea is to use an inductive argument on the dimension of Sp,. Our argument consists
of the following steps:

(1) The setting of Shimura varieties associated to quadratic lattices having signature (1,2)
follows because these Shimura varieties are one-dimensional, and it is well known that the
Hecke orbit of an ordinary point is an infinite set. Now, inductively assume that the Hecke
orbit conjecture has been proved for all Shimura varieties associated to quadratic lattices
having signature (b — 1,2), with discriminant relatively prime to p, where b > 1.

(2) Let Z C Sp, denote a generically ordinary Hecke stable subvariety, where S is the canonical
integral model of a Shimura variety associated to a quadratic lattice having signature (b, 2)
with discriminant relatively prime to p. Such a subvariety Z necessarily has to be positive
dimensional, as the Hecke orbit of an ordinary point is necessarily infinite.
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(3) Suppose that Z contains a proper curve C' that is generically ordinary. Then, Theorem
1.2 implies that C' intersects the union of special divisors (J,,, Z(m) at infinitely many
points, and therefore at an ordinary point x € Z(myp). The special divisor Z(my) is the
special fiber of a Shimura variety in its own right, associated to a quadratic lattice having
signature (b—1,2) and prime-to-p discriminant (because p 1 mg), and so the prime-to-p Hecke
orbit of x contains a Zariski-dense subset of Z(mg) by the inductive hypothesis. Therefore,
Z(mg) C Z, and the result follows from the fact that the Hecke orbit of any special divisor
is Zariski dense in S, .

(4) To deal with the case when Z might not contain a proper curve, we directly prove that any
generically ordinary Hecke stable subvariety that intersects the boundary of the Baily—Borel
compactification of S, (constructed in [MP19]) must be all of S,.

In other words, even though a “generic” F,-valued point of S may not lie in a smaller positive-
dimensional Shimura variety, we are able to reduce to the case of a smaller Shimura variety using
the intersection-theoretic input of Theorem 1.2.

1.6. Previous work. In addition to the ones mentioned above, we discuss here other related work
in the literature.

Chai and Oort [COO06| proved Theorem 1.1 for Kummer surfaces associated to the product of
two elliptic curves and Theorem 1.2 for § = A; x A; without the assumption that C' is proper.
The number field analogs of Theorem 1.1 and Theorem 1.2 have been proved in [SSTT]|, based
on the previous work by Charles [Chal8] and [ST20| for A; x A; and Hilbert modular surfaces
respectively. For characteristic zero families, [Tay20] proved an equidistribution result on the the
Noether—Lefschetz locus, which is a refinement of the theorem of Green.

For the results on Hecke orbits, Chai has also proved Conjecture 1.3 in the setting of Hilbert
modular varieties, as well as for some PEL type C Shimura varieties. Building on work of Chai,
the second named author [Sha| proved Conjecture 1.3 for the ordinary locus in Deligne’s modéles
étranges.

There is also a generalization of Conjecture 1.3 to I_Fp—points in other Newton strata (see [Cha06,
Conj. 3.2]). In the case of Ay, there is extensive work of Chai and Oort studying the properties
of Newton strata (see their survey paper |[CO19| and the references there); in combination with
work of Yu, this gives the full Hecke orbit conjecture for A, and Hilbert modular varieties (see for
instance [Cha05| for the proofs). More recently, Zhou proved Conjecture 1.3 for (the p-ordinary
loci of) quaternionic Shimura varieties associated to quaternion algebras over some totally real
fields ([Zho, Thm. 3.1.3, Rmk. 3.1.4]); and Xiao proved the generalized version for certain PEL
Shimura varieties of type A and C and the points in those Newton strata which contain certain
hypersymmetric points (|Xia, Thm. 7.1, Cors. 7.5, 7.6]).

1.7. Organization of paper. In §2, we recall the definitions of GSpin Shimura varieties, special
endomorphisms, and special divisors. In §3, we formulate Theorems 3.2 and 3.3 which describe the
decay of lattices of special endomorphisms at supersingular points. The proof of these statements
occupies the next three sections, which may be skipped on a first reading. In §4, we recall from Ogus’s
work [Ogu79] the explicit description of the lattices of special endomorphisms at supersingular points
and we use Kisin’s work [Kis10| to compute an F-crystal Le;is, which controls the deformation of
special endomorphisms. In sections §§5-6 we use this explicit description to prove the decay results.
In §7, we prove Theorem 1.2 following the outline given above. In §8, we prove Theorem 1.4 using
Theorem 1.2; we only use the statement (not the proof) of Theorem 1.2 and the reader who is
interested in the Hecke orbit conjecture may directly proceed to §8 after §2.

Notation. Throughout the paper, p > 5 is a prime. We write f =< g if f = O(g) and g = O(f).
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2. GSPIN SHIMURA VARIETIES AND SPECIAL DIVISORS

In this section, we review basic definitions, terminology, and notation for GSpin Shimura varieties,
special endomorphisms, and special divisors that we need in the rest of the paper.

Let (L, @) be a quadratic Z-lattice of signature (b,2), b > 1. We assume that (L, Q) is self-dual at
p. We recall the canonical integral model of the GSpin Shimura variety associated to (L, Q) and the
definition of special divisors. The main references are [MP16, §§3-5] and [AGHMP18, §§4.1-4.3|;5
see also [SSTT, §2] for a brief summary.

2.1. Let V := L®7Q and let [—, —] denote the bilinear form on V' given by [z,y] = Q(z+y)—Q(x)—
Q(y). Let G := GSpin(L®Z, Q) be the group of spinor similitudes of L&Z,, which is a reductive
group over Z, and naturally a subgroup of C(L ®Z,))*, where C(—) denotes the Clifford algebra.
The group G(R) acts on the Hermitian symmetric domain Dy, = {z € V¢ | [2,2] =0, [z, 2] < 0}/C*
via Gg — SO(V). For [z] € Dp with z € V¢, let hy, : Resg/r Gy — Gr denote the unique
homomorphism which induces the Hodge decomposition on V¢ given by V(Cl — Cz, VCO 0= (Czo
Cz)*, V(;l’l = Cz. Thus (Gq, Dy,) is a Shimura datum with reflex field Q.

Let K C G(Ay) be a compact open subgroup contained in G(Ay) N C(L ® Z)*, where C(L ® Z)
is the Clifford algebra of (L ® Z, @) and we assume that K, = G(Z,). Then we have the GSpin
Shimura variety Sh := Sh(Ggq, Dr)x over Q with Sh(Gg, Dr)x(C) = G(Q)\Dr x G(Af)/K and
by [Kis10, Theorem 2.3.8], Sh admits a canonical smooth integral model S := Sk over Z .

2.2. Let H denote the Clifford algebra C'(L) equipped with the right action by itself via right
multiplication, and equip H ® Z,) with the action of G by left multiplication. By picking a suitable
symplectic form on H, we have Gg — GSp(H ® Q), which induces a morphism from (Gg, Dr,)
to a Siegel Shimura datum. Thus there is a Kuga-Satake abelian scheme A"V — Sh whose first
Z-coefficient Betti cohomology Hp is the local system induced by H (and its Gg-action). This
Kuga-Satake abelian scheme A"V — Sh extends to an abelian scheme A"™Y — S equipped with
a left C(L)-action. Let Hgr, Hy¢ denote the first relative de Rham cohomology and f-adic étale
cohomology with Z,-coefficient of A"™V — S for £ # p, and let Hcys denote the first relative
crystalline cohomology of Aﬁf" — S,

The action of L on H via left multiplication induces a G equivariant map L®Q — Endg ) (H ®
Q), and thus we have a Z-local system Lp over Sh with a natural embedding L — End¢(ry(Hp).
There are a filtered vector bundle with connection Lqr C Endg( L)(HdR), a Z¢-lisse sheaf Ly¢ C
Ende(ry(Heet) and an F-crystal Legs C Ende(ry(Heris) such that these embeddings along with
Lp — Endg(r) (Hp) are compatible under Betti-de Rham, Betti-étale, de Rham-crystalline compar-
ison maps (see [MP16, Prop. 3.11, 3.12, Prop. 4.7]). By [AGHMP18, §4.3|, L»,? = B,dR, (¢, ét), cris
are equipped with a natural quadratic form Q given by fo f = Q(f) - Id for a section f of Lq.

Definition 2.3 ([AGHMP18, Def. 4.3.1]). Let T' denote an S-scheme.

6Since we work with the hyperspecial case, all the results listed here are in [MP16] and we follow the convention
of using cohomology as in [MP16].
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(1) An endomorphism v € End¢z) (ASIYY is special if all cohomological realizations of v lie in
the image of Ly — EndC(L)(H7), where ? = B,dR, cris, (¢, ét), for all £ # p.”

(2) Assume that T ® F), # 0. Let AWV[p>] denote the p-divisible group associated to AV,
An endomorphism v € Ende(r) (AN [p™]) is special if its crystalline realization lies in Lesis.

Remark 2.4. For connected T, an endomorphism v € Ende ) (AFY) or Endep) (AN [p™]) is
special if and only if there exists a geometric point t € T such that v € Endc (Aumv)
Ende () (AP [p™]) is special (see [AGHMP18, Prop. 4.3.4, Lem. 4.3.5] and their proofs) More-
over, if Tk, # 0, then we may pick a geometric point ¢ € Tk, and for such ¢, v; € Endg (g, (A‘m“’)
special if and only if the crystalline realization of v; lies in LCHS see [MP16 Cor. 5.22, §5 24]). 1
this paper, we will mainly work with 7" which is an Sp,-scheme and thus we will only use Liyis to
verify special endomorphisms.

Remark 2.5. By [MP16, Lem. 5.2|, for v € Endc(L)(A%niV) special, we have v ov = [Q(v)] for
some Q(v) € Z>¢ and v — Q(v) is a positive definite quadratic form on the Z-lattice of special
endomorphisms of AV,

Definition 2.6. For m € Z, the special divisor Z(m) is the Deligne-Mumford stack over S with
functor of points Z(m)(T) = {v € End(A%¥) special |Q(v) = m} for any S-scheme T. We use the
same notation for the image of Z(m) in S. By for instance [AGHMP18, Prop. 4.5.8|, Z(m) is an
effective Cartier divisor and is flat over Z,) and hence Z(m), is still an effective Cartier divisor of
Sr,; we denote Z(m)p, by Z(m).

3. LATTICE DECAY STATEMENTS AND HEURISTICS

In this section, we formulate local intersection multiplicities in terms of counting points from a
nested sequence of lattices. In the supersingular case, we then state decay estimates for this nested
sequence that will be crucial for controlling the local contributions. Proving these estimates will
occupy 8§84, 5, and 6. We give a heuristic explanation for why these decay estimates suffice. Finally,
at the end of the section, we construct a formal family where the local multiplicities behave wildly;
as a consequence, in our argument, it is necessary to use the global geometry to control the local
error terms.

Preliminaries and main statements. Let k& denote ﬁp and recall from Theorem 1.2 that C — S;,
is a smooth proper curve whose generic point maps to the ordinary locus of S;. Given a perfect field
k' of characteristic p, and a point P’ € S(k’), we say P’ is ordinary if the slopes of the crystalline
Frobenius ¢ on Leis pr (W (K')) are —1, 1 with multiplicity 1 and 0 with multiplicity b. For P' € S(k),
we say P’ is supersingular if the crystalline Frobenius ¢ on Leys pr(W(k)) is isoclinic of slope 0.8
Let P € C(k), and let ¢ be a local coordinate at P (i.c., Cp = Spfk[[t]]). Let A/k[[t]] denote the
pullback of the universal abelian scheme A"Y /S. Finally, let L,, denote the Z-module of special
endomorphisms of A mod ¢t". The moduli-theoretic description of the special divisors yields the
following expression:

(3.1) ip(C.Z(m Z#{v € Ly | Q(v) = m}.

"We drop the ones which do not make sense. For instance, if p is invertible in T, we drop cris; if Ty = (), we drop
B.
8By [HP17, Lem. 4.2.4], this definition of being supersingular is equivalent to that the corresponding Kuga—Satake
abelian variety is supersingular.
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As discussed in the introduction, one of the main difficulties in comparing local and global
intersections is the contribution of supersingular and especially superspecial points; these are the
supersingular points for which the lattice of special endomorphisms is as large as possible (see §4.1
for a precise definition). We will therefore assume that the image of P in Sy is contained in the
supersingular locus of Sg.

We now define the Cartier divisor associated to the reduced locus of non-ordinary points of Sk,
as well as the Hasse invariant on S, which defines this locus. This is implicitly done in [Ogu01] in
the case when Sy parameterizes K3 surfaces — the more general case can also be deduced from loc.
cit., because for the most part, Ogus’ constructions and proofs only require K3 crystals. However,
for completeness, we include a more thorough definition.

Consider the filtered vector bundle with connection Lggr on Si. Define Ey C Lgr to be the
conjugate filtration FL Lggr, which in turn is defined as follows”. At any closed point s € Sj, Eq s
can be defined as in [Ogu01, page 327] — Ogus’ definition only requires a K3 crystal (as defined in
[Ogu79, Section 3]). To see that this definition globalizes to all of Si, we may use the conjugate
filtration on Hgg (which is well defined as Hyg is the relative deRham cohomology of A/Sy) to
induce a filtration (which we define to be FL ) on Lgr, which agrees with E s at any closed point
s of Sg. Having defined F1  C Lgr and therefore E;, we consider the locus F» C S, defined in
[Ogu01, Proposition 11|, with A = 1. By [Ogu01, Proposition 3], F2 is the same as the non-ordinary
locus as defined by the slopes of Lgis. Finally, by [Ogu01, Theorem 15|, the equation defining the
locus F; is a section of Fil'(Lgg)®®~1), and hence is a weight p — 1 modular form which we define
to be the Hasse invariant H on Sy.

We now return to the setting of P € C' — &g, with P supersingular. See Lemma 4.9 for the
description of H in a neighborhood of P € Si. We have that A is generically ordinary and specializes
to a supersingular point. Therefore, after restriction to k[[t]] the Hasse invariant H vanishes to some
finite order at P.

In order to control the number of points in the nested family of lattices L,, as n grows, we
will prove that the covolumes of these lattices grow rapidly; note that the covolume of a lattice
determines — to first order — the number of lattice points with bounded norm.

We define hp to be v;(H), namely the t-adic valuation of H restricted to Cp. Our bounds will
be in terms of the quantity hp, and so we make the following definitions.

Definition 3.1. Let r > 0 denote an integer, and let a = hTP. Define h, = [hp(p"+...p+1+1/p)],
hy =[hp(p" + ...+ 1) +a/p] and ., = [a/p].
Suppose that the point P is supersingular, but not superspecial. Then we have:
Theorem 3.2. The index |L1/Ly,| of L, inside Ly satisfies the inequality
‘Ll/Ln’ > p2+2r
ifhr +1<n<hpy.

We remind the reader that L; contains the lattices L, with index a power of p (see [MST,
Rmk. 7.2.2]). The content of the above result is that the for any n that is larger than hp(1+1/p),
the abelian scheme A mod t™ has fewer special endomorphisms than A mod ¢, and that the index
of L, in Ly is at least p?>. For n greater than hp(p + 1 + 1/p), A mod " has still fewer special
endomorphisms than A mod ¢, and in fact the index of L,, in L; is at least p*, etc.

As the lattice of special endomorphisms at P is maximal when P is superspecial, we need better
bounds in this case. In §6, we establish the following result:

Theorem 3.3. When P is superspecial, the index |Li/Ly| of Ly inside L1 satisfies one of the

following two inequalities:

9We note that our notation differs from Ogus’ by a Tate twist, so our F.1, corresponds to Ogus’ F2
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(1) |L1/Ly| > p* 2" if K. +ap"+1 <n<hl and |Li/L,| > p*™®" if k.41 < n < bl +ap™tL.
(2) |Li/Ly| > pif by +a+1<n<hjand |L1/Ly| > p**2" if W.+1<n<hl,.

The above results show that there is a dichotomy between the local behavior at superspecial
points, and supersingular points that are not superspecial. This is because the vanishing locus of
the Hasse invariant on Sy, is singular precisely at superspecial points (see for instance [Ogu01, the
proof of Cor. 16]). This singularity forces the covolume of L,, to increase faster than it otherwise
would.

3.4. A heuristic.

To motivate our approach, we give a heuristic argument here for the expectation that for p >, 1,
the sum of local intersection multiplicities ip(C.Z(m)) at supersingular points on C' with Z(m) is
at most (3 + €)C.Z(m) as m — oo using Theorems 3.2 and 3.3. The proof of Theorem 7.18 verifies
this expectation when we average over m. In particular, this heuristic explains why we need a
stronger decay estimate for superspecial points and why such decay should exist. In order to just
convey the basic idea, we will keep the argument presented here brief, even a little vague; more
precise statements and proofs will come later in §7 and the reader may consult there for the precise
statements and proofs.

Theorems 3.2 and 3.3 imply that for p > 1, the major contribution in ip(C.Z(m)) comes from the
intersection of k[t]/t"? and Z(m) (as the covolumes of L, increase). The intersection multiplicity
of k[t]/t"? and Z(m) is at most hp times the number b(m, P) of branches of the formal completion
Z (m) p C Sk’ P

Indeed, b(m, P) = #{v € L; | Q(v) = m}. By studying the theta series associated to L;, we
have that b(m, P) is roughly |qz.(m)|/p*P/2, where qr,(m) denotes the m-th Fourier coefficient of the
vector-valued Eisenstein series Ey of weight 1+ b/2 defined in §7.2 and ¢p (which is an even positive
integer) is the type of P defined in §4.2. In particular, this bound is the worst when ¢p = 2, which
by definition means that P is superspecial.

We now consider the extreme case when all non-ordinary points on C' are superspecial. Since the
Hasse invariant is a weight p — 1 modular form on S, then we have

Z hp = (p - 1)0.&1,

PeC(k) superspecial

where w is the line bundle of modular forms of weight one. Then without considering the first
inequalities in each of (1) and (2) of Theorem 3.3, an initial estimate of 3 p o\ ersingutar 1P (C-Z(m))
is

> helaslml/p =T faum)] (C)
PeC(k) superspecial

and a priori this should be a lower bound as we have ignored tangencies of order greater than hp.

On the other hand, as we discuss in Lemma 7.5, based on Borcherds theory, this is roughly the
same size as the global intersection C.Z(m). Thus we need some extra input, which is exactly given
by Theorem 3.3; this result lets us replace hp by hp/2 for the major term in ip(C.Z(m)) and then
obtain our expectation.

We can see how this works in the simplest situation, when C' intersects all local formal branches

—

of Z(m)p transversely. Then ip(C.Z(m)) = b(m, P). On the other hand, since the singular locus
of the non-ordinary locus in Sy consists of the superspecial points, then hp > 2 for all superspecial
points and thus the total number of superspecial points on C' is at most p%lC.w and thus by the

above estimate of b(m, P), we see that >_p o1 ersingutar 1P(C-Z(m)) < (% +¢€)(C.Z(m)).

3.5. An example of a formal curve. We will now construct a formal curve Spf k[[t]] C S with
closed point P where the local multiplicities ip(C.Z(m;)) grows exponentially fast for appropriate
9



sequences of integers m;. Our example will in fact be a case in which P is ordinary. For ease of
exposition, we assume that the quadratic lattice has even rank, and consequently let b = 2¢. There
exist Sy, P such that Lq, the Z-module of special endomorphisms at P, has rank 2¢ = b, with the
condition that the discriminant of L; is prime to p (for instance, we may always choose a GSpin
Shimura variety which admits a map from the modular curve in characteristic 0, and then choose
a CM point P in the modular curve, and finally choose p to be a large enough ordinary prime for
P, and P to be P mod p). Suppose that eq, f1,e2, fo,...é€c, fc is an orthogonal Z-basis of Li. Let
L, = L, ® Z, denote the module of (formal) special endomorphisms A[p>°] mod ¢".

Serre-Tate theory yields the existence of coordinates {g;,q} : 1 < i < ¢} such that the formal
neighborhood of Sy at P is given by Spf k[[¢; — 1, ¢, — 1]] where the coordinates ¢;, ¢, canonically
endow Spfk[[g; — 1,¢; — 1]] with the structure of a formal torus — this follows by work of Noot
[No096, Thm. 2.8, §3]. The locus in the formal deformation space of an ordinary abelian variety
to which a specific endomorphism extends is well known to be a (possibly non-smooth) formal
subgroup. Work of Madapusi Pera [MP16, Cor. 5.17| implies that the deformation space of a formal
special endomorphism is a divisor. Furthermore, Madapusi Pera [MP16, Cor. 5.17, Cor. 5.19]| proves
that if a Z,-linearly independent set of special endomorphisms of P spans an n-dimensional self-dual
Zy-submodule of the special endomorphisms of the ordinary point A[p>°] mod ¢, then the sub-locus
of the formal neighborhood of Sy, at P to which all endomorphisms in this module extend is a smooth
formal subscheme of codimension n, and therefore a formal subtorus of codimension n. Therefore,
we may assume that the coordinates ¢; (respectively ¢;) satisfy the property that the local equation
defining the locus where the formal special endomorphisms e; (respectively f;) deform is just ¢; — 1
(respectively ¢; — 1). It now follows that the local equation defining the locus where the formal

C
special endomorphism > 7 | (Nie; + pifi) € L1, Nispti € Zy deforms is just Hq{\iq;“i — 1. Note
that this has following consequence: if f is the local equation defining the 10(:1;5 izvhere some special
endomorphism w deforms, then fP is the equation for pw.

We now choose p; to be irrational p-adic integers which are “very well approximated” by actual
integers. Specifically, choose p; = p = > app™ where 0 < a, < p—1 and ag = 1. We will choose
the precise values for a,, n > 1 below.

We will now construct our formal curve to satisfy the property that .4/ Spf k[[t]] admits no non-
zero special endomorphisms, but A[p>]/Spf k[[t]] admits special endomorphisms by Spang {e; +
pfi}e_, C L1. Choosing Spf k[[t]] C Sy, to be defined by the quotient map p : k[[g;—1, ¢/~ 1]] — k[[t]],
with p(g;) = (1 + a;t) ™" and p(q;) = (1 + a;t), where a; € k are linearly independent over Fy, is
one such example and we will treat this example.

With this setup, we are now prepared to compute the lattices Ly, and therefore also Ly and
ip(Spf k[[t]].Z(m;)). The assumption that the elements o; € k are F,-linearly independent and
p € Zj implies that the local equation defining the locus in Spf k[[t]] such that any primitive
w € Span{e;...e.} deforms is just t. As the endomorphisms e; + pufi,1 < i < ¢ extend to the
whole of Spf k[[t]], we have La, ..., L, = Span{per, ..., pec,e1 + puf1,. .., ec+pufel; Lo, L,
Span{p?e1,...,p%ec,e1+uf1,. .., ec+uf.}; and we finally have Lyn-14, = Span{p”ey,...,p"ec, e1+
pfis ... e+ pfe}, where a > 1 and p"~! + a < p". Finally, we have that Ly = Ly N Ly (with the
intersection in L).

The fact that u = Z anp™ implies that vig = e; +aofi € Ly, vi1 = €; + (ap + a1p) fi € L2, .. .,

n>0

Vim =€+ (ap+a1p+...app") fi € Lpynt1, etc. We finally choose our sequence of a,, — recall that
an‘

o =

we have already chosen ap = 1. To that end, define ng = 0, and recursively define n;11 = p
We define a,; = 1 and a, = 0 if n # ny;, Vj € Z>o. For any positive integer jo, we see that
21,

Vinjgr1—1 = €i +( ;0:0 P")f; € Lynjr. Tt is easy to see that mj := Q(vin,,,—1) <X p Therefore,

10



we have that i p(Spf k[[t]].Z(m;)) > p"i+!, whose size is clearly exponential in m;! We have therefore
constructed an example of a formal curve, as well as a sequence of special divisors Z(m;), such
that ip(Spf k[[t].Z(m;)) is exponential in m;. In fact, L+ contains a rank-c sublattice with
discriminant =< p?*% (spanned by {Vizn;41-1}i=1). Therefore, when ¢ > 2, by choosing our initial
values Q(e;), Q(fi) carefully, we may even arrange for ¢p(Spf k[[t]].Z(m)) growing exponentially in
m; (and therefore growing faster than any polynomial in m) for a density one set of m € [m;;, mjv ].

In [MST], we are able to get around this difficulty because ¢ < 2, and hence our lattices all
have relatively small rank. Indeed, in that setting, the lattices L,»;+1 may contain sublattices with
discriminant logarithmic in p™i+1, but these sublattices necessarily have rank bounded above by 2,

and the set of integers represented by rank two positive definite lattices has density zero.

4. THE F-CRYSTAL L¢;js ON LOCAL DEFORMATION SPACES OF SUPERSINGULAR POINTS

The goal of this section and §§5 and 6 is to prove Theorems 3.2 and 3.3 by analyzing the defor-
mation behavior of special endomorphisms at supersingular points.

To set up this analysis, in this section, we compute Lcys over the formal neighborhoods of
supersingular points in S]Fp- As in [MST, §3|, we first compute Lcrisyp(W) at a supersingular
point P, which is a quadratic space over W := W (F,) with a o-linear Frobenius action ¢, and then
we use Kisin’s work [Kis10] to obtain Le;s over the formal neighborhood of P. Here we use the
work of Ogus [Ogu79, §3| to compute Leis,p(W) while we follow [HP17| in [MST]; the extra input
is [Ogu79, Thm. 3.21].

In [Ogu79|, he uses the notion of supersingular K3 crystals [Ogu79, Def. 3.1], which are isoclinic
of slope 1; these crystals differ by a Tate twist applied to our Leyis,p(W') (which is isoclinic of slope
0). Our convention is the same as that in [HP17]. In particular, our Frobenius ¢ differs from
the Frobenius in [Ogu79| by a factor of 1/p. For the convenience of the reader, we give references
to [Ogu79] whenever possible in this paper and the reader may check [MST]| for the references to
[HP17].

The F-crystal L. at a supersingular point.

4.1. Set k = F,,W = W(k), K = W[1/p] and let o denote the usual Frobenius action on K. Given a
supersingular point P, IL := Ls,p(WW) is equipped with a quadratic form Q (see §2.2) and a o-linear
Frobenius action ¢. We note that ¢ is not a endomorphism of I, but is a o-linear map Leyis p(W) —
%Lcri&p(W). Let (—, —) denote the bilinear form on L given by (z,y) = Q(z + y) — Q(z) — Q(y).
By the definition of Q, we have (p(x), ¢(y)) = o({z,y)).

Let £ denote the Z,-lattice of special endomorphisms the p-divisible group Ap[p°], where Ap :=
A}ni". By Dieudonné theory, we have that £ = L¥=!. Since P is supersingular, we have that
tkyz, L=tk L=1kz L and L C L ®z, K.

By [Ogu82, Thm. 3.4, there is a decomposition of Z,-quadratic lattices (£, (,)) = (Lo, (;)o0) @
(L1,(,)1), where p | (,)o, both %(,)0 and (,); are perfect, and 2 | rkz, £o. Thus p(,)o induces

a perfect Fj-valued quadratic form on the F)-vector space %ﬁo /Lo; we also denote this quadratic

form by p(,)o. The type of P, denoted by tp, is defined to be rkz, Lo;' by [Ogu79, Cor. 3.11],
2|tp,2 <tp <rkL. We say P is superspecial if tp = 2; otherwise, we say P is non-superspecial.

4.2. The above decomposition of £ induces a decomposition of L., which allows us to compute L
explicitly. More precisely, by [Ogu79, Thms. 3.5,3.20|, the W-quadratic lattice . with Frobenius

10By [Ogu01, p. 327], tp/2 is the Artin invariant if Ap is the Kuga—Satake abelian variety associated to a K3
surface.
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action decomposes as Ly @ L1, where
1
£0®WCL0C§£0®W

and Lo mod Lo@W C (%Eo /Lo) @k is a totally isotropic subspace with respect to (, )o of dimension
tp/2 satisfying certain conditions and Ly = £; @ W.

We first provide explicit descriptions of Ly and L.

Lemma 4.3 (Ogus). Set n = tp/2 and X € Z;2 such that \> mod p € F, is a quadratic non-
residue. There exists a Zy-basis {e1,...,en, f1,..., fn} of Lo and the quadratic form (,)o is given
by (ei, fiYo = p for i > 1, {e1,e1)o = 2p, {f1,fi1)o = —2X%p, and (v,w)o = O for all (v,w) €
{e1,- s eny f1,- - fu}? such that (v,w) # (e, fi), (fi,€i),i > 1 or (e1,e1), (f1, f1)-

Proof. The assertion follows from Theorem 3.4 and the proof of Lemma 3.15 in [Ogu79|. O

Lemma 4.4 (Ogus). Fiz the Z,-quadratic space Lo as in Lemma 4.3. For each supersingular point
P with (L)#=' = Ly, there exists a vector v € %(ﬁo ®z, W) such that

Lo = Spany{v,o(v),...,0" 1 (v)} + Lo @ W

and v satisfies the following conditions:

(1) Spany {v,o(v),...,a?" L(v)} = %ﬁo ®z, W.

(2) Spany {v,o(v),...,0" Y (v)} is isotropic for {,)o.

(3) (v,0"(v))o =1/p,
where we use o to denote the action 1@ 0 on Lo®z, K. The quadratic form and ¢ action on Ly are
induced by those on Lo ®z, K via Lo C Lo ®z, K, where ¢ on Lo ®z, K is given by 1 ® . Finally,
the set of vectors {v,o(v),..., 0" 1 (v),pa"(v),...,po?" L (v)} forms a W-basis for Ly.

Proof. Consider the inclusion Lo @ W C Ly C %Eo ® W. Recall from §4.1 that the quadratic form
p~Y(,)o yields a perfect bilinear form on Lo ® W. By [Ogu79, Theorem 3.5|, the data of Lg is in
bijection with the data of an n-dimensional subspace H C Lo ® k which is isotropic for p~1(, ),
where H satisfies conditions 3.5.2 and 3.5.3 of loc. cit.!! Let H C Lo ® W denote any lift of H and
then the crystal Ly corresponding to H is defined to be %H + Lo ® W. Note that Ly only depends
on H and not on H itself, and that H is indeed the kernel of the natural map £y ® k — Lo ® k.

The discussion in the paragraph above Theorem 3.21 in [Ogu79] implies that there exists a vector
¢’ € H such that {€/,...,0" (¢’)} yields a basis of H, and the set {¢/,...,0?"1(¢/)} is a basis of
Lo®k. Note that although the discussion in loc. cit. is in the context of ¢! (H) C Lo® W and not
H, everything applies to our setting too, by defining ¢’ to be o(e), where e is as in [Ogu79, p. 33|,
and note that p(Ly) = Lo.

A straightforward application of Hensel’s lemma yields a specific choice of an isotropic n-dimensional
Hy C Lo ® W along with a vector &, with the property that Hy and & reduce to H and e
mod p such that Hy is the W-span of &,0(&'),...,0" (&’). It then follows that the W-span of
& 0(é),...,0"" (&) equals Lo ® W. By replacing & by an appropriate W>*-multiple, we may also

assume that %(é’, o"(€"))o = 1. The the lemma follows by defining v = %é’ . O
Lemma 4.5. Setv; = 0'~Y(v),i = 1,...,2n for the vector v in Lemma 4.4. Then there exist vectors
wi, ..., W, € g such that

(1) vi,...,0p, w1 ..., Wy form a W-basis of Lo;

1Ogus proved that the isomorphism classes of so-called K3 crystals ([Ogu79, Def. 3.1]) are in bijection with
the data in [Ogu79, Thm. 3.5] described here; indeed, the isomorphism classes of K3 crystals in Ogus’s sense are
isomorphism classes of L for supersingular points by [HP17].
12



(2) The Gram matriz of (,)o with respect to this basis is [ (; é ];
(3) The Frobenius o on Lo with respect to this basis is of form Boo, where'?

" 0 b7
1 b1

B 1 pbn71
Bo = p_1 -b; ... —=b,, 0

1 0

with b; € W.

1 0

Proof. By the final claim of Lemma 4.4, {v1,..., v, PUpt1,...,P02,} is & basis of Ly over W. By
Lemma 4.4(2)(3) and the fact that (o(z),¢(y))o = o((x,y)0), we have that (v;,pv;j)o = 0 for
j <i+n—1and (v;, pvitn)o = 1; thus by modifying pv,y1, ..., pva, by an upper-unipotent matrix,
we obtain wi,...,w, satisfying condition (2). Moreover, the left half of By in condition (3) also
follows from the definition of v; and that wy = pv,41.

We now consider the top-right block of B. To deduce that the first n — 1 columns of this block
vanish, (2) shows that it suffices to prove (p(w;),w;)o = 0for1 <i<n—-1and1 < j < n.
By definition, the w;,1 < i < n — 1 are W-linear combinations of pv,11 = pp™(v),...,pvoap—1 =
pp"2(v) and thus @(w;) is contained in Spany, {pvni1,...,pvan} = Spany {ws,...,w,}. Since
Spany{w1, ..., w,} is isotropic by Lemma 4.4(2), then (p(w;),w;)gfor1 <i<n—land1<j<n
as required. In order to prove that the last column of this block is as claimed in the lemma, it suffices
to prove that (p(wy), w1)o = o((ta, 9~ (w1))o) = p and p | {p(wn), w5)o = o((wn, 9~ (w;))o) for
j < n. Note that ¢~ !(w;) = pv, and then the first equality follows. For the rest, note that ¢
gives a o-linear endomorphism of Lo ® W and p | (, ) on Lo, thus w; ... wy, p(w,) € Lo @ W and
p | (pwn), wy)o for all j < n.

Similarly, for the bottom-right part of B, it suffices to show that (p(w;) — wit1,v5)0 = 0,
p(p(wi),vi)o = —(p(wn), wit1)o, V1 < i < n—1,2 < j < n and (p(w,),vj)o = 0,V1 < j < n.
Note that (p(wi) — wit1,v500 = (p(wi),vj)0 — (wit1,v5)0 = (wi, vj—1)o — (wit1,v5)0 = 0 by con-
dition (2). Then (w;) = wir1 + a;wy for some a; € W. Thus wiy1 = o(w; — o~ (a;)pvs)
and then (p(wy), wir1)o = o((wn, w; — o~ (a;)pvn)o) = —pa;; in other words, p(p(w;),v1)o =
—(p(wp), wit1)o. Moreover, (¢(wy),v;j)o = o((wn,vj—1)0) = 0 for j > 2. For (p(wy),v1)o =: ¢, by
the above discussion, ¢(wy,) = pv1 + pbiva + - - - + pbp—_1vy, + cwy and thus (p(wy,), p(wn))o = 2pc;
on the other hand, (¢(wy,), p(wn))o = o({wy, wy)o) = 0 and then ¢ = 0, which finishes the proof of
the lemma. ([l

4.6. Let Sy denote the change-of-basis matrix from {e;, fi}I; to {v;, w;}}_; in Lemma 4.5. More
precisely, Sy € Ma,(K) whose first (resp. last) n columns are the coordinates of v; (resp. w;)
in terms of the basis {e;, f;}7;. For the simplicity of computations in §5, let S the change-of-
basis matrix from {e;, f;}1; to {pv;,w;}} ;. From the proof of Lemma 4.5, Spany, {e;, fi}l~, =
-1

Spany{pv;, w; }_;; thus S, € GLa,(W). Moreover, by definition, Sy = S, [ P 0 ! ? ]

4.7. We now describe IL; and £; defined in §§4.1,4.2. Recall that .y = £1 ® W, the Frobenius ¢ on
L, is given by 1® ¢ and the quadratic form on LL; is also induced by the one on L1, so we only need
to classify £;1. Unlike Lo, which is completely determined by tp (see Lemma 4.3), the Z,-quadratic

1277 empty entries in the matrix are 0.
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lattice £1 depends on dim L and disc L (see [Ogu79, Thm. 3.4] and [HP17, §4.3.1]). Since £; is
self-dual, we have the following three cases:'3

(1) dimgz, £1 = 2m and there is an m-dimensional isotropic subspace of L1 over Z,. We call
this the split case.

(2) dimgz, £1 = 2m and there does not exist an m-dimensional isotropic subspace of £1 over Zj,.

(3) dimgz, £y is odd.

Note that for cases (2)(3), one may always embed L£; into a split Z,-quadratic lattice of larger
dimension. Therefore, we deal exclusively with the split case and we will remark in the proofs of
the decay lemmas in §§5-6 that by the above embedding trick, the computation in the split case
will also prove the decay lemmas in all other cases. We use {e, f/}™, to denote a Z,-basis of £; in

. . . .. 017
the split case such that the Gram matrix with respect to this basis is [7‘7} .

Description of L, at the formal neighborhood.

4.8. Following [Kis10, §§1.4-1.5|, we will describe the formal neighborhood of the Shimura variety
at the supersingular point P, and also compute the F-crystal L¢;s over this formal neighborhood
(see also [MST, §3.1.5, §3.2.1]). We first summarize Kisin’s description in abstract terms, before
providing an explicit description of the F-crystal in terms of the coordinates provided earlier in this
section.

Recall from §4.1 that the quadratic form Q on L is compatible with the Frobenius ¢ on L; more-
over, Lgr defined in §2.2 carries the Hodge filtration so, by the canonical de Rham-crystalline com-
parison, IL. @y k also carries a filtration which we call the mod p Hodge filtration. Let u : Gy, w —
SO(L, Q) denote any co-character (which we shall refer to as “the Hodge co-character”) whose mod
p reduction induces the above filtration. Let U denote the opposite unipotent in SO(L, Q) with
respect to u, and let Spf R = U denote the completion of U at the identity section. Pick 0 : R — R
to be a lift of the Frobenius endomorphism on R mod p. Let u be the tautological R-point of U.

Then, by [Kis10, §§1.4, 1.5], there exists an isomorphism between the complete local ring of the
Shimura variety at P and Spf R such that the F-crystal Les(R) is isomorphic to L @y R as an
R-module, and the Frobenius action on Leis(R), denoted by Frob, is given by Frob = uo (¢ ® o)
on L @ R via the isomorphism Leis(R) = L ®y R. For the simplicity of notation, we will fix the
above mentioned isomorphisms and write Leis(R) = L®w R. By the canonical de Rham-crystalline
comparison, the Hodge filtration on Lgr induces a filtration on Les(R ®w k) which we also call
the Hodge filtration.

We will now provide an explicit description in terms of coordinates of the above objects. By
Lemma 4.5(3) and Mazur’s theorem on determining the modp Hodge filtration using ¢ (see for
instance [Ogu82, p. 411]), the mod p Hodge filtration on L ®yy k is given by

Fil' Lewk = Spany,{w, }, Fil’ Lewk = Span, {v;, ;, €, f, }ic1.. n-1j=1...ni1,...m, Fil ' Lowk = Lowk,

where ¥;,w;, €, f; denote the reduction of v;,wj, e, f/ mod p. Thus, with respect to the basis
{vi, w;, 69, f;}izlwvn’jzlw,m, we choose the Hodge cocharacter i : G, v — SO(L, Q) in the local
Shimura datum to be

1Z)’Comparing to [MST, §3], §3.2.1 in loc. cit. is a special case of the split even dimensional case, §3.2.2 in loc. cit. is
a special case of the non-split even dimensional case, and §3.3 in loc. cit. is a special case of the odd dimensional case.
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where the diagonal blocks have sizes n,n, and 2m.

Moreover, there exist local coordinates {a:i,yi,x;,y}}i:17.,,7n_17j:17,_.7m such that the complete
local ring @gyp of § at P is isomorphic to Spf R, where R = W[[l’i,yi,J};,y}“1217._.7n71’j:1’m,m. We
define ¢ : R — R, the operator that restricts to the usual Frobenius element on W and which lifts the
Frobenius endomorphism on R mod p, to be o(x;) = @7, 0(yi) = yi,0(x) = ()P, 0(y;) = (v})P.
The tautological point of the opposite unipotent in SO(LL, Q) with respect to u has the following

description in terms of our coordinates:
!

—Yn-1
1 ... XTp—1 O0lyr ... Yp— Q Ty o Ty YL YUp

L m .

n—1 m
where Q = — g Ty — E xzy;
i=1 j=1

The Frobenius action Frob on Leis(R) = L ®w R is given by Frob = u o (¢ ® o). Thus, with
respect to the R-basis {v; ® 1,w; ® 1, e;- ®1, fj' ® 1}i=1,...n,j=1,...m, we have that Frob = (uB) o o,
By |0

where B = [ 0T

] , and By is given in Lemma 4.5.

Equation of the non-ordinary locus. We now compute the local equation of the non-ordinary
locus in a formal neighborhood of a supersingular point. Recall that we have the Hodge cocharacter
w, whose mod p reduction induces the mod p Hodge filtration on Leys p(k) = L @w k. By [Mo098,
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§4.5], the Hodge filtration on Leis(R Qw k) = L @w (R ®@w k) is given by

Fil'(Leis(R @w k) = Fil'(L @w k) @ (R @w k),i = —1,0, 1.
As in [MST, §3.4], we note that pFrob induces a map gr_; Leyis(R @w k) — gr_j Leis(R Qw k).
Ogus proved the following result.

Lemma 4.9 (Ogus). For a supersingular point P, the non-ordinary locus (over k) in the formal
netghborhood of P is given by the equation

pFI‘Ob |gr71 Lcris(R®Wk) =0.
See [Ogu01][Prop. 11 and p 333-334] (or [MST][Lemma 3.4.1] which elaborates on [Ogu01]).

Corollary 4.10. For a supersingular point P, the non-ordinary locus (over k) in the formal neigh-
borhood of P is given by the equation @ = 0 if P is superspecial; otherwise, the equation is given by
Y1 = 0.

Proof. In what follows, the number n is as in Lemma 4.5, i.e., 2n = tp = dimy Ly and we follow
the notation in §4.8. The space gr_; Leis(R ®yw k) is spanned by ©,. We use the description of

Frob = (uB) o o (from Lemma 4.5 and the explicit description of u in §4.8) to see that the map
pFrob : gr_; Lens(R @w k) — gr_; Leis(R ®w k) has the explicit description

pFrob(v,) = Qv if n = 1; pFrob(v,) = y10,, if n > 1.
The result now follows from the fact that P is superspecial if and only if tp = 2 if and only if

n = 1. O

4.11. In order to compute the powers of Frob in the proofs of the decay lemmas later, we describe
Frob with respect to the K-basis {e;, f;, e;-, f]’-}izlym,n’j:h”’m of Lw K. Let S = [ %0 ? ] , S =
So 10
0|1
B =S"15(9).
We view {eiyfiae;,fj{}izl,...,n,jzl,...,m as an R[1/p]-basis of L¢is(R) ® g R[1/p] and then Frob is
given by S(uB)o(S™1) oo = SuS oo = S/ (S")7! oo, where

}, where Sy, S are defined in §4.6 and thus S' € GLap42,(W). Then by definition,

—y1/p

~Yn-1/P
1 .. a1 Ofw/p oo yea/p Q/p TP o T /P VP o Yn/P

—Tn-1
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5. DECAY FOR NON-SUPERSPECIAL SUPERSINGULAR POINTS

The goal of this and the next section is to prove that, at supersingular points, special endomor-
phisms “decay rapidly” in the sense of [MST, Def. 5.1.1], which we will recall below.

Throughout these sections, k = F,, W = W(k), K = W][l/p]. We focus on the behavior of
the curve C' in Theorem 1.2 in a formal neighborhood of a supersingular point P, so we may let
C = Spfk][[t]] denote a generically ordinary formal curve in Sy which specializes to P. In this
section, we will focus on the case when P is non-superspecial and we treat the superspecial case in
§6.

Let A/k[[t]] denote the pullback of the universal abelian scheme A" over the integral model S
of the GSpin Shimura variety via Spf k[[t]] — Sk and let A denote A mod ¢, and we will consider
the p-divisible groups A[p™], A[p™] associated to A, A. Let h denote the t-adic valuation of the
local equation defining the non-ordinary locus given in Corollary 4.10. Recall from §4.1, £ is the
lattice of special endomorphisms of A[p>].

Definition 5.1 ([MST, Def. 5.1.1]). We say that w € L decays rapidly if for every r € Zso,
the special endomorphism p"w does not lift to an endomorphism of A[p>°] modulo thr+1 where
hy == [h(p" +--- + 1+ 1/p)]. We say that a Z,-submodule of £ decays rapidly if every primitive
vector in this submodule decays rapidly.

The main theorem of this section is the following:

Theorem 5.2 (The Decay Lemma). There ezists a rank 2 saturated Z,-submodule of L which decays
rapidly.

Theorem 3.2 follows directly from the Decay Lemma:

Proof of Theorem 3.2. We first note that £, the lattice of special endomorphisms of A[p>°] mod ¢",
is precisely L, ® Z,. Upon choosing a basis of £ that extends a basis of the submodule that decays
rapidly (which we may do, as this submodule is saturated in £), we see that the index |£/L,]| of £,
in £ is at least p>**2 if n > h, + 1. The corresponding statements for L,, now follow directly. O

5.3. We first give an indication why the reader should expect a statement along these lines to hold.
Note that in the mixed characteristic setting, namely while deforming from k to W (k), applying
Grothendieck—Messing theory yields that if a special endomorphism « lifts mod p™ but not mod
p"t1, then the special endomorphism pa would lift mod p"*! but not p"*+? (see [ST20, Lemma
4.1.2|). However, Grothendieck—Messing theory is inherently limited in the equicharacteristic p
setting, and the bounds it yields are worse than the bounds it yields in the mixed characteristic
setting.

We illustrate this with the following example. Let ¢ denote a p-divisible group over Spec k[t]/(t%),
suppose that « is any endomorphism of ¢, and suppose that ¢’ over Spec k[t]/(tP*) is a p-divisible
group that deforms ¢. We claim that the endomorphism pa deforms to ¢’ regardless of how a be-
haves. Indeed, let D denote the Dieudonné crystal of &/ Spec k[t]/(t*). As the map Spec k[t]/(t*) —
Spec k[t]/(tP*) is naturally equipped with a divided powers structure (and this is the key point in
this observation), we may evaluate the Dieudonné crystal D at Spec k[t]/(tP*), and Grothendieck—
Messing theory implies that the choice of deformation 4’ is equivalent to the choice of a filtration
of D(Spec k[t]/(tP*)) which is compatible with the filtration on D(Spec k[t]/(t*)) given by ¢. This
corresponds to Fil C D(Speck[t]/(tP*)), which is a free k[t]/(tP*) sub-module of D(Spec k[t]/(tP*)),
which itself is a free k[t]/(tP*)-module. Moreover, any endomorphism g of ¢ induces an endomor-
phism of the crystal D, and therefore induces an endomorphism of D(Spec k[t]/(tP*)). Finally, g
deforms to an endomorphism of ¢’ if and only if B(Fil) C Fil. Given that « induces an endomor-
phism of D(Speckl[t]/(tP*)) (which need not preserve Fil), it follows that pa induces the zero map
on D(Speck[t]/(tP*)), and thus tautologically preserves Fil whether or not « does. Therefore, it
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follows that if « is an endomorphism of ¢ over k[t]/(t*), then pa lifts to any deformation of ¢ to
Spec k[t]/(tP*), which suggests that it is not possible to expect a much faster rate of decay than
defined in Definition 5.1.

We now work in the setting of a p-divisible group A[p>°]/k][[t]]. Let o denote an endomorphism
of A[p™] mod ¢, that extends to an endomorphism of A[p™] mod #, but not t**!. The example
considered above implies that pa extends to an endomorphism mod tP*. However, Grothendieck—
Messing theory cannot be naively applied to find an effective integer b (in terms of a) which has
the property that pa does not extend to an endomorphism of A[p™] mod t*. Therefore, in order
to prove Theorem 5.2, we use Kisin’s description of the F-crystal Lc.s, which controls the t-adic
deformation of the special endomorphisms of A[p>] mod ¢ — see §5.4 for a sketch of how we proceed.

On the other hand, we remark that in some special cases when the generic point has extra
endomorphisms (e.g., when the Kuga—Satake family over C' is isomorphic to self-product of a family
of elliptic curves), the work of Keating, based on the formal cohomology theory of Lubin-Tate and
Drinfeld, yields the desired decay (see [Kea88, Thm. 1.1])*, which gives another justification on the
shape of h,.

5.4. We give a rough idea of the proof of Theorem 5.2 here (see §§5.5-5.6 for details and references);
we also provide a toy example of the explicit computation in this section. The reader should feel
free to read this description and skip the details of our proof on a first reading. Consider a special
endomorphism w € £. We give a criterion for w to not extend to an endomorphism of A[p>°] mod ¢"
in terms of the crystal Le¢is. To that end, recall that R denotes the ring W[[z;, y;, :U;., y;]] (notation as
in §4.8), and consider w € £ C L as an element of L&w R = Leis(R). Let w € L® K[z, y;, 77, y3]]
denote the unique horizontal continuation of w with respect to the connection on Lc;is. The entries
of the vector w are power series valued in K [[z;, yi, 7, y;]], and the p-adic valuation of the coefficients
of these power series go to —oo. Loosely speaking, in order to understand whether w extends to
a k[t]/(t")-point of R arising from a k[[t]]-point of R, we just need to restrict w to L @y K[[t]].
This yields a vector with entries in the power series ring K|[[t]], and it suffices to understand the
p-adic valuations of the coefficients of these power series. An explicit expression for w is given
by limy, o Frob™(w), where as in §4.8, Frob is the o-linear Frobenius action on Les (see [Kisl10,
§1.5.5]).

We illustrate this computation (which we carry out in full detail in the following pages) with a toy

xy/p fﬂ/p]

y 0
R =W][z,y]], o(z) = 2P, 0(y) = yP and when we restrict ourselves to C', we plug in z,y by certain
power series (t), y(t) € W/[[t]], which are chosen based on C' — Spf k[[z, y]]. Thus [[77,(I+F)oo is
an infinite summation of products of F®) := ¢*(F). Consider w = [1,0]” (with respect to the chosen
basis of L), then a direct computation of matrix products implies that for the first coordinate of w,
among all the terms with p-adic valuation —(r + 1), the unique term with minimal ¢-adic valuation
is [[75] oY (zy/p) = (xy)' P+ +P" /pr+1. This observation allows us to prove the Decay Lemma.

model. Consider Frob = (I+F)oo with respect to a g-invariant basis of L, where F' = [

The setup. The setup and the first reduction steps in the proof of Theorem 5.2 is the same as that
in the proof of [MST, Thm. 5.1.2] in [MST, §5.1]. We briefly introduce the notation for the proof
of Theorem 5.2 here and the reader may see [MST| for more details.

5.5. Recall from §4.8 that @371: = Spf W{[z1, .. s Tn1,Y1, e s Yn—1, s oo, Ty Yl - - - Yb]] when
L1 is split. Since P is non-superspecial, we have n > 2 through out this section.
The formal curve C' gives rise to the tautological ring homomorphism

W[[%l, cee >xnflay17---aynflax/17 cee vwngyia s >y;n“ — k[[t]]v

Mwe would like to thank the anonymous referee for pointing out this reference to us.
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and we denote by z;(t) (respectively z}(t),yi(t),yi(t)) the images of x; (respectively z},v;,y.) in
E[[t]]. For each z;(t) (respectively x}(t), yi(t), yi(t)), let X;(t) (respectively X/ (t),Yi(t),Y/(t)) denote
the power series in W{[t]] whose coefficients are the Teichmuller lifts of the coefficients of x;(t)

n—1 m
(respectively (t), 3i(t), yi(t). We define Y,(t) = — > X;()Y;(t) — > _ Xj(t)Y/(t), and define
i=1 j=1
Yoi1(t) = —Z(X{(t)(YZ-’(t))p + (X](t))PY/(t)). Let a; = v (Yi(t)) for 1 < i < n+ 1, where v;
=1

denotes the function of taking t-adic valuation. By Corollary 4.10, since P is a non-superspecial
supersingular point, the local equation of the non-ordinary locus is given by y;(t) = 0 and hence

h =y () = w(¥i(t) = ar.

5.6. We now relate the lift of special endomorphisms to explicit computations of powers of the
Frobenius matrix given in §4.11. For s € Zxq, let D, denote the p-adic completion of the PD
enveloping algebra of the ideal (¢*, p) in W[t]] and let ¢s denote the map Spec k[t]/(t*) — Spf k[[t]] —
Spf R®w k. By de Jong’s theory [dJ95, §2.3], if w € L lifts to a special endomorphism of A mod ¢°,
then it gives rise to a horizontal section in the Dieudonné module (¢fLeyis)(Ds). Thus, in order
to find the largest s such that w lifts to k[t]/(t°), we first compute the horizontal section ws €
(tiLeris) (Ds) @w K whose restriction to the fiber ¢ = 0 equals w and then study the p-adic integrality
of .

Here we recall the construction of w, following [Kis10, §1.5.5] and the rest of this section is
devoted to the study of the p-adic integrality. More precisely, Kisin constructed a Frobenius stable
section W in L @w K[[zi, yi, 7, y;]] whose restriction to L (the fiber at P) is a given ¢-invariant
vector w € LL; moreover, since Frob is a horizontal morphism, he concluded that w is horizontal. In
our setting, since the connection on ¢} L¢;s is the pullback of the connection on Lgis, the horizontal
section 1 is the pullback via R — W{[t]] — D; of the horizontal section w € L&w K/[[z;, yi, 2}, yj]].

Let F’ denote the matrix S'(v' — I)(S')~! in §4.11; with respect to the basis {eis fiv e £}
Frob = (I 4+ F) oo, where o is defined in §4.8.. Let F’ () denote the i-th o-twist of F'; more precisely,
F'0) is given by (S (u/ — I)(S)~1). Let

oo
Flo =[]0 +F'O) € Moo (Kl yi 24, 45])).
i=0
We define Fi by substituting X;(t) (resp. X(t),Yi(t),Y](t)) for x; (vesp. 2%, yi,y;) in F5,. More
explicitly, let F®) be the matrix obtained by substituting X;(t) (resp. Xi(t),Yi(t), Y/ (1) for x;
(resp. x;-, Yi, y}) in F'@_ In other words, we first compute the Frobenius twist of F’, and only then
substitute the power series in t for the variables xz;, y;, x;-, y}.w So we obtain

oo
Foo = [T+ FY) € My iom(K[[H])).
=0
This product is well-defined and the Q,-span of the columns of F, are vectors in L @y K|[t]]
which are Frob-invariant and horizontal. Let ¢ denote the map Spf k[[t]] — Spf R ®w k; thus .*w €
Lew K[[t]] = K[[t]]*""?" is given by Fsw, where we write w as a column vector with respect to the
basis {e;, fi, e;, f]’} The horizontal section W is Fsow, which indeed lies in (tLeyis)(Ds) Qw K C
L ®@w K][[t]]. One way to see this claim is that by §5.3, for each w € L, there exists N > 1
(depending on s,w) such that pVw extends to an endomorphism of A[p>°] mod ¢* and thus by de
Jong’s theory, pN s € (1fLeis)(Ds) and thus ws € (13 Lers)(Ds) @w K.

I5For more details, see [MST, Proof of Thm. 5.1.2 assuming Prop. 5.1.3].
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In order to show that w decays rapidly, it suffices to show that for every r, we have that p"wp, 11
does not lie in Leyig(Dp, 41). More precisely, since for every N < p(h, + 1), we have t¥ /p ¢ Dy, 41,
it suffices to show that there exists an entry of t*w (viewed as a power series in K[[¢]]) which has
a term of form ¢tV /p™*? with N < p(h, + 1) and ¢ € W*.16 Thus in what follows, we use the
definition of F., to expand Fsw into an infinite sum of vectors in K[[t]]*™+2" whose entries are
monomials in X;(?), Yi(t), X} (), Y/ (¢) and will find the vector with minimal ¢-adic valuation in the
expansion of Fow among all vectors with p-adic valuation —r. Note that by the t-adic and p-adic
valuations of a vector, we mean the minimal ¢-adic/p-adic valuation of all entries.

The terms in F, with minimal ¢{-adic valuation among ones with fixed p-adic valuation.
In order to prove Theorem 5.2, it suffices to work with Fi(1), the top-left 2n x 2n block of Fi
(see the first paragraph of the proof of Theorem 5.2 right after Lemma 5.13 for details) and in what
follows, we compute Fu(1) explicitly.

5.7. Let A (resp. C, D) denote the top-left 2n x 2n (resp. top-right 2n x m and bottom-left m x 2n)
block of u'—1I in §4.11 with X;(?) (vesp. X;(?), Yi(t), Y] (t)) substituted in place of z; (vesp. 7, ¥, y;).
Thus
P [S{]ASé_l S()C'] .
DSyt 0

For i < n, we let A; denote the 2n x 2n matrix with the n,n + i entry equal to p~'Y;(t), the
i,2n entry equalling —p~'Y;(¢) and all other entries equal to 0. We let A,, denote the matrix with
zeros everywhere except for the n,2n entry, which equals p~1V,,(¢). Let K; equal S{A;(S))~1. Let
Apy1 = CDW and K, = S(’)An+1((56)_1)(1). Note that A,11 is a 2n X 2n matrix with zeros
everywhere except for the n, 2n-entry which equals p~1Y;, 1 (t).

n
For brevity, let F(1) denote the top-left 2n x 2n block of F. We have F (1) = ZK’ + B(x),
i=1

where B(z) involves only the X; and has p-adically integral coefficients since S, € GLa,(W). We
further break B(z) into B(x) = By(z) 4+ Ba(z), where the (4, j) entry of Sy !By (x)S} is zero unless
i = n,j < n, in which case the entry is x;, and the (i,j) entry of S(’leg(x)S(’) is zero unless
j=2n,n <1< 2n—1,in which case the entry is —z,,_;. Moreover, we observe that F (1) is made
up of sums of finite products of o-twists of By(x), Ba(x) and K;,i =1,...,n+ 1.

The following two lemmas identify the nonzero products of o-twists of K;,72 =1,...,n+ 1. For
brevity, let Ry ... R, denote the rows of the matrix (S5)~L. Since (S§)~! € GLa, (W), we have
that {R;}?", is a basis of k2", where we use R; to denote R; mod p.

Lemma 5.8. We have 0(R;) = Rij41 forn+1<i<2n—1; 0(Ra,) = R1, 0(R;) = Rit1 — iRy

for1<i<n-—1, and o(Ry) = Rp+1 + Z;:ll biRp+iv1, where by € W in Lemma 4.5.

Proof. Recall from §4.11 that By = Sy o(Sp) and thus by §4.6, we have o((S)~") = (B})~1(S5) 1,
-1

where Bj = [ p 110 ] By [ %I ? ] We then obtain the assertions by a direct computation

0 |7
using Lemma 4.5(3). O

Lemma 5.9. Notation as in §§5.5,5.7. All Frobenius twists below are defined in the same way as
F@O: first applying o to i, Yi, T, Y and then substitute X;(t),Yi(t), X;(t),Y'(t); for zi,yi, %,y
We also view v;,w; in Lemma 4.5 as vectors v; ® 1,w; @ 1 in K[[t]]*" = Lo ®@w K][[t]], where this
identification uses the g-invariant basis {e;, fi}?—y of Lo @w K in Lemma 4.3.

16Here we have p" T2 instead of p"™! is due to the fact that Spany, {es, fi, €, f;} # L but we still have
Spany, {e:, fi, €}, fi} D pL.
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(1) For i,j,l € Z~q such that i,j,l < n+1 andl < i, the matriz KiKJ(l) = 0 unless i = .
Moreover, the image ofKin(i) is Span g {vn} and KZK](l) = S{M where M € Mo, (K[[t]])
is the matriz with its n'™ row being YiY(i)p_QJHj_l(R +1) and all other rows being 0.

(2) Foriy,ia, ..., 51 € Z>1 such thatiy,ia, ..., i < n+1, the image of the matrmzH K (f2-4-445-1)
is SpanK[[tH{vn} Moreover, Hl K(z1+ ) SoM where M € Moy, (K[[t]]) is the ma-

triz with its n'™ row being (HJ IYHZ1+ K 1))p_l0“+’2+ Tl (R,41) and all other rows
being 0.

Proof. (1) By §5.7, ker K; = Span{v1;- .., vn, W1, ..., Wi—1,Wi+1," - ,wy—1} for 1 <i < n, and

ker K, = Span g {v1, - - - Uns W1, - .y wn—1}, ker K1 = Spang g {e(vi), ... (o), p(wi) ... o(wn-1)}.
Note that if we view v;, w; as vectors in K2" by using the basis {e;, f;}"_;, then ¢(v;), p(w;) are

just applying o to all coordinates. On the other hand, im K; = SpanKHt”{vj, vp} for 1 < j <nand

im K41 = Span g {vn}; hence by Lemma 4.5(3), for 1 <1 <mn,

imK](-l) = gpl(iij) C SpanK[M]{vl, ey Up, W, e, W T

and im Kj(-nﬂ) C Spang g ie(vi),-- -, 0(vn), p(wi), ..., @(wy)}. Therefore, KiKJ(.l) =0if l <.
Suppose now that | = i. Then imKiK](-i) = Spang{Kiwi} = Spangg{vn} for i < n and

im Kn+1KJ(.n+l) = Span g { Kn+1¢(wn) } = Spang g {vn}. Thus the matrix M has only its nth

non-zero. We now compute the n*® row of M. Fori,j < n, note that M = Ai(Sé)_l(Sé)(i)Ag-i) ((SH)~1H)@);

if i=n+1orj=n+ 1, the matrix M is given by the same formula once we replace the (S))~*

after A; or A; by ((S5)~1)M). For j < n, the product Agi)((S(’))_l)(i) has only its 5" and n*" rows

non-zero (if j = n, then only the n'" row is non-zero), and these rows equal —Yj(i)p_lai(Rgn) and

Y( )p Lot (Ry+5) respectively (if j = n, the row y,!? p~lo?(Ray)); and AY ((S5)~H 0+ only has

n+1
its n'™® row non-zero and its n'™® row is Y(lep_lo’”l(RQn). Similarly, for i < n, the n'" row in

the product 4;(S))~! equals Y;p~! R, 1i; the n'™ row in A, 41((S5)~H) M) equals Yy 1p~'o(Ray) =
Y,11p 'R1 by Lemma 5.8. For j < n, by the above computation, we write Ay)((S{))*l)(i) as

(—Y.(i)pfl)ejai(Rgn) + (Y.(i)pfl)enai(RnH), where e; (resp. ey) is the column vector with all

J J
coordinates 0 expect the j* (resp. n'") coordinates being 1. Then

(S0P 45((59) ™D = (=Y, p )¢ (p))0" (Ban) + (¥ 970 (pva)o (R
By definition of Rn—&-h Rl, we have Rn+i1)j =0= lej, Rnﬂ»wj = 0 for j 75 i, Rnﬂwi = 1, Rlvj =0
for j > 1, and Ry(pvi) = 1. For ¢ < n, the coefficient of w; in ¢'(pv;) (resp. ¢'(pvy)) is 0 (resp.
1) by Lemma 4.5(3) and thus the n'* row of M is Yin(Z)p_Qoi(Rnﬂ-) = Yin(z)p_Qoi'*‘j_l(RnH) by
Lemma 5.8. The cases when i =n + 1 or j = n,n + 1 also follow from Lemma 4.5 and Lemma 5.8
by direct computations as above.

(2) We prove by induction on [. Indeed, we only need to verify the expression of M. The base
case is just (1). We assume that iy < n and the case i1 = n + 1 follows by a similar computation.
Note that

l
M — A“ SO H Zz-‘r +ij—1) (11) = Ail (S(’))—I(S(l))(n)(y;(;l) L. Y-(“—FW—HFl)pl_l)enail—’_m—‘ril_l(Rn+1)

U

by the induction hypothesis. By the computation in (1), we have A;, (Sh)~! has only its i" and n'®

rows non-zero (if i; = n, then only the n'" row is non-zero), and these rows equal ~Y;,p ' Ry, and
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Y;,p 'Ry, respectively; moreover, by Lemma 4.5 and the definition of Sj, we have (S(’))(il)en =

DPUn+i,, which is a linear combination of wy,...,w;, with the coeflicient of w,;, being 1; then by
the defintion of R,,4;, and Ra,, we have Ry, (pUnti;) = Rnti(wi;) = 1 and Roy,(pvpti,) = 0.
Therefore we have Ay, (S))~1(S5) e, = (Yi,p~')en and the assertion follows. O

Recall from §5.7 that F(1) is an infinite sum of finite products of o-twists of B(x) and K;,i =
1,...,n+1.'7 The following lemma picks out which of these finite products have the minimal ¢-adic
valuation among those with a fixed p-adic valuation. We observe that o-twists of By (z), Ba(x) have
non-negative p-adic valuation and positive t-adic valuation; therefore if we have a finite product
of o-twists of Bj(x), Ba(x) and K; which shows up in F(1), then by removing all the o-twists of
B(x) and lowering the twist degrees for Kj;, we still obtain a product which shows up in Fi,(1) and
have smaller ¢-adic valuation.

We illustrate this with two examples. Consider the term K; By (x)™M) K. éQ)K 5()

is non-zero. Then, the term K 1K§1)K 5()3) is non-zero (this follows as the image of Bj(z) is contained

4), and suppose that it

in the image of K5, and in fact equals the image of KoK, 5()2)), and visibly has smaller t-adic valuation,
while the p-adic valuation is the same. Indeed, this argument works for any sub-product that starts
with a twist of B;(z) and has exactly one occurrence of a twist of K, which appears at the end of
this sub-product — the term that replaces this sub-product will be an appropriate twist of K.

Similarly, by considering row-spans instead of images, it follows that if a term that looks like
Kng(a;)(i)Kéj) is non-zero, then so is KéZ)KZS,]) as the row span of K (in fact, of every K for every
Jj) contains the row span of Bs. And so, in this case, we replace KQB(I')(i)Ké]) with KQK:g]iZ). As
above, this argument works for any sub-product that ends with a twist of Bs(x), and has exactly
one occurrence of some twist of some K;, which appears at the beginning of this sub-product. Thus,
it suffices to exclusively consider products of o-twists of the K;.

5.10. We introduce some notation for the lemmas. For r € Z~, define I, = {1,2,...,n+ 1}". For
I = (i1,...,ir) € I, define P = K, - Ki(;l) . KZ-(?—HQ) . -KZ.(:1+12+"'+Z’"*1) and define the weight of
I, denoted by puj, to be Z;:1 ij. By Lemma 5.9, we write P; = S{M; and note that all nonzero
entries in P; have the same t-adic valuation 25:1 pi1+"'+"j*1a2-j =: vy (recall that a; = v(Y;)).
Note that in the expansion of Fy(1) into an infinite sum of finite products of o-twists of B(x)
and K;,© =1,...,n+ 1, among all such finite products with a p-adic valuation —r, the ones with
the minimal t-adic valuation have to be of the form P; with I € I,.. Let v, denote this minimal
t-adic valuation. Define I™" = {I € I, : v;(P;) = v;.}. In other words, among all finite products of
o-twists of B(z) and K; with p-adic valuation —r in the expansion of Fi, (1), the ones with minimal
t-adic valuations are Py, I € I™", The following lemma provides some information of the set T™",

Lemma 5.11. Notation as in §5.10 and let I = (iy,...,i,) € M. Then:

(1) (ig,... i) € I Conversely, if (j2,...jr) € I™8  then there exists j1 € {1,...,n + 1}
such that (41,72, ..., jr) € I,

(2) i <ig < -+ <idp and ajy > aiy > -0 > ay,. ‘

(3) Let J = (j1,...jr) € ™. Then all (I1,...,1l,) € I™ must have each ly to be either i or
Ja forl <a<r.

(4) Let J be as in (3). Then |ur — ps| <n+1. .

(5) Suppose that || > 1. Then there exist two elements in I with different weights. Fur-
ther, there is a unique I € I with mazimal weight, and a unique J € I with minimal
weight.

ITNote that we also consider B(z) and K; as the zeroth o-twist of themselves.
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Proof. (1) By 8§5.10, we have v; = a;, + pily(i%“’ir), and thus v, ;) has to be minimized in
order for vy to be minimal. On the other hand, take j; = i1 and then we have v
@iy + P V(. ge) = iy DM Wiy, i) = Ve
(2) We prove the assertion by induction on r. By the inductive hypothesis and (1), we may
assume that 9 < i3 <---4, and a4, > aj;, > -+ > a;,.
Assume for contradiction that i1 > d2. 1If a;, < a4, then v, 5, 4,) < vi, which
contradicts with I € ™" Therefore a;;, < a;,. Let I' = (i2,i1,43,...,i,). We have
VI — VI = V(ig.iy) — Viirsin) = @iy (P2 — 1) — ai, (p™ — 1) < 0. Thus we must have i, < .
Now assume for contradiction that a;, < a;,. Then v, ; ;s 4y < vi. Thus a;; > a;, as
required.
(3) Suppose that J = (j1,...,jr). By (1), it follows that v, ;) =y

jl:’“va) =

iyin) = Vr—1, whence
aiy + P V1 = aj, + P vp_1. Tt follows that (iy, j2, 33, - - -, Jr)s (1,42, - - -, ip) € [P0 (3) now
follows by induction on 7.

(4) K — Hg = il - (22;11(](1 - ia—l—l)) - jr- By <2> and (3)7 joz S Z‘oc—‘,-1§ since jr > 07 then
ur — g <ip <n-4 1. Similarly, uy — puy < n 4+ 1; thus the result follows.

(5) For 1 < a <, set My = max jepmin{ja} and mq = min jepmin {ja }. By applying (3) repeat-
edly the set of all J € I™" it follows that .(Ml, o, M), (my,...,m,) € [, By definition,
(M, ..., M,) is the unique element of '™ with maximal weight, and (mi,...,m,) € I™
is the unique element with minimal weight. O

Other preparation lemmas. Recall that R; denote R; mod p.

Lemma 5.12. For any 0 # v € FZ”, we have R, 1v # 0. Consequently, if {z1,...,zon} is a basis

of IFIQ,”, then Rpi121,..., Rut122n € k are linearly independent over Fp.
Proof. If Ry41v = 0, then o'(Ry41)v = 0 for all i > 0. By Lemma 5.8, Spany, {o?(Ru41) )iy ' =
W2 thus Rpi1,0(Snt1),---,02" 1 (Ryy1) form a basis of k?®. Therefore, if R,;1v = 0, then
v = 0; this proves the first assertion. B
For the second assertion, suppose there exists a non-trivial linear relation 212:1 ai(Rpy12) =0
with a; € F,. Then, En_i'_l(zgzl a;z;) = 0, which contradicts the first assertion. O
Lemma 5.13. Let oy, ...,y € k such that (g, ...,apn) # (0,...,0). Consider the linear combi-
n
nation R = Z aiai(ﬁnﬂ). Then dimg,{v € FZ%” | Rv =0} <n.
i=0

Proof. For any z € F]%", note that Rz = &’E(z), where

7Rn+1z
o = (Rn-i-lz)(l)
a=(ap,...,an), f(z) = :
(Rn+1z)(n)
Now assume for contradiction that there exist linearly independent vectors z1, 2o, ..., 2n4+1 € IF'I%”

such that Rz; = 0. This implies that aB (zj) = 0 for every 1 < j < n+1. In particular, this implies
that the row vector @ is in the (left) kernel of the (n+ 1) x (n + 1) matrix M (z) whose j* column
is 3(zj). This contradicts the assumption & # 0 once we show that M(z) is invertible. Indeed, note
that the (i + 1) row of M(z) is the Frobenius twist of the 7" row, and hence M(z) is a Moore
matrix. The determinant of a Moore-matrix vanishes if and only if the entries of the first row are
linearly independent over F,,. However, the first row of M (z) consists of the elements {Enﬂzi}?;ll,
and by Lemma 5.12 these elements are linearly independent over IF,,. The lemma follows. [l
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Decay in the non-superspecial case.

Proof of Theorem 5.2. We follow the argument in §5.6. Let w be a primitive vector (that is, not
a multiple of p) in Spany_{e1,...,en, f1,..., fa} C L. With respect to the basis {e;, fi, €}, f;}, we
view w as a vector in W?2"*+2™ which has the last 2m coordinates being 0. Let wg denote the vector
in W?2" whose coordinates are the first 2n coordinates of w (indeed, as vectors in £, w = wp).
Then for any r,s € Z>o, if p"Fs(1)wp is not integral in Ly ®w Ds, then neither is p"Foow in
Lo ®w Ds ® Ly @y Ds = L ®w Dg = t%(Leyis)(Ds). Thus to prove the Decay Lemma, it suffices to
work with Fi,(1). Thus for a general IL;, we may embed it into the split case as described in §4.7 to
reduce the proof to the split case because such an embedding only changes IL; part and the Ly part
remains the same; more precisely, the decay vectors that we choose lie in Ly and the computation
only considers the projection of Fow into Lo ® D, and thus the same argument applies.
Notation as in §5.10; let M, 11 denote the matrix in Ma, (K) such that

Z P =5 Z My = t""+1S{M, 41 + tr 1IN, L for some Nyqq € Moy, (K[t]]).
Telmin Ielmin

By definition, p"**M, 1 € Ma,(W). First we follow the reduction step as in the last paragraph
of the proof of Thm. 5.1.2 assuming Prop. 5.1.3 in [MST]. Note that, because S, € GLa, (W), we
have that ker(p" "2 M, 2 mod p) = ker(p""2S) M, 2 mod p). If wy mod p ¢ ker(p" 2 M, 12 mod p) =
ker(pr+236Mr+2 mod p), then the coefficient of t7+2 in p"t2F.(1)wg modulo pLg ®z, W is given
by p" 25\ M, 2wp mod p # 0. In other words, the coefficient of #/7+2 in p" Fi(1)wp does not lie in
p~ 1L ®z, W. Since Ly C p~ Lo ®z, W, then the coefficient of #7+2 in p" Fiuo (1)wo does not lie in LLg.
For s > v,42/p, by the definition of D, we have that p~!t*+2 ¢ D, and then p" Faowg ¢ Leyis(Ds).
Thus the following claim implies the Decay lemma.

Claim. (1) There exists a saturated Z,-submodule A C £ of rank at least n such that if v € A
is a primitive vector, then v mod p ¢ ker(p" ™2 M, o mod p) for all r € Z>o.
(2) For all r € Z>g, we have vy42/p < hy + 1, where h, is defined in Definition 5.1.

For (1), by Lemma 5.9(2), each p" "2 M € Mo, (K [[t]]) with I € I™% has only its n'" row non-zero

b ow has the form

crt’+20M (R4 1) + (higher powers of t) € K[[t]]*",

where ¢c; € W™ as it is the product of twists of leading coefficients of Y;, (these leading coeff-
cients are all Teichmuller lifts of non-zero elements in k); therefore, summing over all I € H?_ﬁ_g,
we have that p"+2M, 5 only has its n'" row non-zero and its n'" row is a W-linear combination of

{U”I_I(Rnﬂ)}[eﬂﬂ%. By Lemma 5.11(5), let .J, J’ € I denote the unique elements such that y; =

and its nt

MaxXcpmiy f7 and fryr = mingcpmiy g7, Thus the n'h row of p"+2 M, 15 mod p is a k-linear combination
of {o" 1 (Rus1)}u, <p<p, and by Lemma 5.11(4), this set consists at most n+1 elements. Moreover
since J, J' are unique, the coefficients of o#7' "} (R, 1 1) and o/ 1 (R, 1) are ZIEH?.;%:#I:MJ/ cr=¢cy
and Zleﬂ;‘i’g,mzw ¢; = ¢y respectively; and both are non-zero in k as cj,cyy € W*. Then
by Lemma 5.13, dimp, Sr11 < n, where S,41 1= {0 € IFI%" | v € ker(p"t'M, 1 mod p)}. By
Lemma 5.11(1)(3), IM% =T' x I™%, where
I'={i|1<i<n+1,3J(i) € ™ such that (3, J(i)) € I3}

Then p" 2 M,12 = > e Ai(p"t M, 1)@, where A; € My, (W). Therefore, Sy11 C Spy2. Thus
Soo 1= U;‘;l S; is a subspace of IFIQ)" of dimension at most n. Thus there exists a saturated Z,-
submodule A C £ or rank at least n such that A mod pNSs = {0} and any primitive vector v € A

satisfies the desired condition.
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For (2), note that vyyo < vy, 1) = h(1+---4p"") since h = ay; thus hy+1 > h(p"+---+p~ 1) >
Vrt2/P- ]

5.14. Ogus [Ogu01, Lem. 2, Prop. 11| gives an explicit description of the local equation of Newton
strata of Sy and by using the explicit coordinates in §5.5, in the formal neighborhood of a super-
singular point P of type 2n, the Newton stratum of codimension s is cut out by the single equation
ys = 0 in the Newton stratum of codimension s — 1 for s < n.'* Let C' — S;, be a formal curve
which specializes to P. Assume that the generic point of C' lies in the open Newton stratum of
codimension s —1 < n — 1. We say a special endomorphism w of A[p*>] decays rapidly if it satisfies
the condition in Definition 5.1 with h = v:(ys(t)) = as. The only place in the proof of Theorem 5.2
where we used the generic ordinary assumption of C' is Claim (2). Once we replace the computation
there by vpy2 <y o) = as(1+--- + p"t1), we obtain the following general version of the Decay
Lemma for non-superspecial supersingular points.

Theorem 5.15 (Generalized decay lemma in the generic case). Suppose that C — Sy is a formal
curve which specializes to a non-superspecial supersingular point of type 2n (i.e., Artin invariant n)
and is generically in an open Newton stratum of codimension < n—1. Then there exists a saturated
rank n submodule of special endomorphisms which decays rapidly.

6. DECAY FOR SUPERSPECIAL POINTS

The goal of this section is to prove a Decay Lemma for superspecial points (Theorem 6.2). The
computations in the proof of Theorem 6.2 go along very similar lines to the calculations carried out
in [MST, §5|. We will therefore be brief and will refer to [MST]| whenever appropriate.

Throughout this section, we work in the setting of a formal curve C' = Spf k[[t]] — Sk which
is generically ordinary, and specializes to a superspecial point P. Recall that A/k[[t]] denotes the
pullback of A" h denotes the t-adic valuation of the local equation of the non-ordinary locus
given in Corollary 4.10, and L is the lattice of special endomorphisms of the p-divisible group at P.

In order to obtain sufficiently strong bounds to prove Theorem 1.2, we require a Decay Lemma
which is slightly stronger than Theorem 5.2. In order to do this, we introduce the notion of very
rapid decay; also the following definition for rapid decay in the superspecial case is stronger than
Definition 5.1.

Definition 6.1. For a superspecial point P,

(1) We say that w € L decays rapidly (resp. very rapidly) if for every r € Z>g, the special endo-
morphism p"w does not lift to an endomorphism of A[p®] modulo t"+1 (resp.thr-1+oP"+1)
some a < % independent of r; here A, := [h(p" + -+ + 1) +a/p)] and b’ := [a/p).

(2) We say that w € L decays rapidly (resp. very rapidly) to first order if w does not extend
to an endomorphism modulo th+a/P+1 (resp. tlata/PI+1) for some a < %

(3) A Zy-submodule of L decays rapidly if every primitive vector in this submodule decays
rapidly. Given a submodule A C £ which decays rapidly and a vector w € L such that
w ¢ A, we say that the pair (L,w) decays very rapidly to first order if w decays very rapidly
to first order, and every primitive vector in SpanZP{L, w} decays rapidly to first order.

Jfor

The main theorem of this section is the following:

18Here and also in the statement of Theorem 5.15, by the Newton stratum associated to v in Kottwitz’s set, we
mean the closed subscheme in the Shimura variety parametrizing points whose Newton points/polygons v/ < v with
respect to the partial order in Kottwitz’s set; equivalently, this closed subscheme is the Zariski closure of the locally
closed subscheme parametrizing points whose Newton points/polygons are exactly v. We refer to this locally closed
subscheme as the open Newton stratum.
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Theorem 6.2 (Decay Lemma in the superspecial case). There ezists a saturated rank 2 Z,-
submodule A C L which decays rapidly. Moreover, the submodule A may be chosen so that at
least one of the following statements holds:
(1) there exists a primitive w € A which decays very rapidly;
(2) there exists a primitive vector w € L such that w ¢ A and the pair (L, w) decays very rapidly
to first order.

We expect that an analogous statement of [MST, Thm. 5.1.2] holds; more precisely, we expect
that there is a rank 3 submodule of £ which decays rapidly, and moreover, there exists a vector
in this rank 3 submodule which decays very rapidly. In order to prove Theorem 1.2, the weaker
statement Theorem 6.2 suffices.

Theorem 3.3 follows directly from Theorem 6.2:

Proof of Theorem 3.3. The argument used to deduce Theorem 3.2 from Theorem 5.2 works in this
setting, with Theorem 3.3(1) following from Theorem 6.2(1), and Theorem 3.3(2) following from
Theorem 6.2(2). O

The setup. Here we carry out all the computation for the split case described in §4.7 and we will
explain in the proof how to deduce the general case from the split case.

6.3. Recall from §4.8 that (/9\371: = Spf W([z1,...,Zm,Y1,--.,Ym]] (note that for P superspecial, we
have n = tp/2 = 1; and x,y; here were denoted by x;, yg in §4.8); the formal curve C gives rise to
the tautological map of local rings

Wllx1, .o s Ty Y1y - Y]] — k[[E]]

and we let x;(t) (respectively y;(t)) denote the images of the x; (respectively v;)) in k[[t]]. For
each of the z;(t) (respectively y;(t)), let X;(t) € W{[t]] (respectively Y;(t) € W][t]]) denote the
power series whose coefficients are the Teichmuller lifts of those of x;(t) (respectively y;(t)). Let

Qt) = —ZXi(t)Yi(t) (compare to §4.8, here we use @ to denote the lift of itself), and let
i=1

R(t) = —Z <Xi(t)(Y;(t))p + (Xi(t))pY}(t)). By Corollary 4.10, Q(t) mod p = 0 is the local
i=1

equation for the non-ordinary locus, so h = v;(Q(t)). Let ' = v, (R(t)). Without loss of generality,
we may assume that v, (X1(¢)) < v (X;(t)) and v (X1(¢t)) < v(Yi(t)) as everything is symmetric in
the x;,y;, and let a denote v4(X1(t)). By definition, we have that 2a < h and (p+ 1)a < I'.

6.4. Following the notation of Lemma 4.3 for n = 1, the vector v; in Lemma 4.5 must be
2—113(61 + f1/A) and w1 = 3(ex — fi/A).? By §§4.8,4.11, we have that with respect to the basis
{e1, f1, €}, fI}1,, the Frobenius on Leys(W{[z;, yi]]) is given by

TQ  ZAQ |z Tm YL Ym ]
3 5 TR T
é —Q | z1 Tmo Y1 Ym
2pA 2p 2pA T 2pA 2pA Tt 2pA
Y1 A
Frob = (I 4+ F) o o, where F = : :
—~Ym  AYm
—I1 )\Il
L T ATy |

9T here is another possible choice with A replaced by —\; given the computation is the same for both cases, we
will just work with the first case.
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Let F}, F. and F; denote the top-left 2 x 2 block, the top-right 2 x 2m block and the bottom-left
2m x 2 block of F' respectively. Let F}.;, F;; denote the ith column of F). and i*" row of Fj respectively.
As in §5.6, in order to prove the Decay Lemma, we study the expansion of Fio = [[;2, (I + F®),
Let Foo(1l), Fso(2) and Fio(1,3) denote the top-left 2 x 2 block, the top-right 2 x 2m block, and
the (m + 1) row of the bottom-left 2m x 2 block of F., respectively. We denote by Fu(2); the
I column of Fiy(2) and Fio(2,3); the ith entry of the (m + 1)™ row of the bottom-right 2m x 2m
block of Fi.
Let

215 -1 215 1

Preliminary lemmas. As in [MST, §5.2|, we expand the blocks Fi(1,3), Fo(2,3) in Fi as an
infinite sum of finite products of o-twists of Fi, F. and F;. The following lemma follows directly
from the shape of F' and an elementary analysis on t-adic valuations.

I I

Lemma 6.5. Fix r € Z>g
(1) Among all finite products of o-twists of Fy, F,. and F; in the expansion of Fuo(1,3) with p-
adic valuation —(r + 1), the terms which have the smallest t-adic valuation are contained in
the set

iy

(0%
Slr—&-l—{ﬂm—l-lHF H a+2] 1 a+2] |OZ/B€Z>0,04+B—T+1}
i=1 j=1
(2) Among all finite products of o-twists of Fy, F. and F} in the expansion of Fyo(2,3)s with
p-adic valuation —(r + 1), the terms with the smallest t-adic valuation are contained in the
set

o g
S,s,04+1 = {Flmt1 HF [ Flet>=n FOP pr24) | o, B € Zsg,a + f =1}
=1 =

The following lemma follows from a direct computation similar to [MST, Lem. 5.2.1, Lem. 5.2.3|.

a B
Lemma 6.6. Consider the product P, g = H Ft(i) : H F,n(o‘Jer*l)Fl(aHj).
i=1 j=1
(1) If a is odd, the product equals p~(@+A) 1%, QW - H?:l Rle+25=1) pr(1)
(2) If a is even, the product equals p~(@+& %, QW - Hle Rlat2j-1) Ny (@),
In either case, the kernel of E,m+1p"‘+ﬂpa+5 mod p does not contain any non-zero IF,-rational vec-
tors or any kX -multiple of ([1, \71]@+)T

Decay in the superspecial case.

Proof of Theorem 6.2. We first prove the theorem in the split case. We continue the argument in
§85.6.
Case 1: h < I/. It follows from Lemmas 6.5 and 6.6 that there is a unique element of Sy 1 (respec-

tively S 1,r4+1) with minimal ¢-adic valuation. This term is Fj ;11 Pr11,0 (respectively Fj 11 Pk70Fr(7r1+1)),

and has t-adic valuation a + h(p+ - -- +p"t1) (respectively a4+ h(p+---+p") +ap"1). By the last

assertion of Lemma 6.6, we conclude that for any primitive vector w € Spanzp{el, fi}, in the entry

of the vector p" Faow corresponding to its f{-coordinate in K[[t]], the coefficient of tath®+-+p"")

does not lie in W. Since ype1 + dof1 + Doy vi€h + f1 + D oity 0if] is primitive in L = Leys, p(W)

for any 7;,9; € W, we conclude that the horizontal section p" Fow is not integral in ¢} Leyis(Ds) if
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s> (a+h(p+---+p+))/pas for any N < sp, we have tV /p ¢ D,. Thus Spany,{e1, f1} decays
rapidly. Similarly by Lemma 6.6, the special endomorphism €} decays very rapidly. The fact that
Spanzp{el, f1,€}} decays rapidly follows from an argument identical to that outlined in the last
paragraph of [MST, Proof of Prop. 5.1.3 Case 1 in §5.2|. For the convenience of the reader, we give
a brief sketch of this argument. Let w be a primitive vector in Spanzp{el, fi}. Asin loc. cit., it
suffices to prove that the t-adic valuation of the term of Fi,,w with denominator p™ is different from
the t-adic valuation of the term of F,.e} with denominator p" for any r1,72 € Zso. The former
quantity equals a + h(p + - -- + p™), and the latter quantity equals a + h(p+...p"2" 1) + ap™. As
1 <a < h/2,it follows that these quantities can never be the same and the result follows.
Note that in this case, we have proved that a rank 3 submodule of £ must decay.

Case 2: W (1+p*~1) < h(1+p) < W (1+p**t!), for some e € Z>1. Asin Case 1, by Lemma 6.5,
Fim41Pr—cy1,e is the unique element of S, with minimal ¢-adic valuation (the argument is sim-
ilar to that of [MST, Lem. 5.2.6]); moreover v¢(F i1 Pr—etie) < Vt(Fimt+1Pry10) < p(h). + 1).
Thus, by Lemma 6.6 and the same argument as in Case 1, Spaan{el, f1} decays rapidly. On the
other hand, |S2,1,1| = 1 and the unique element has ¢-adic valuation a + pa and thus €} decays very
rapidly to first order. The fact that the pair (Spanzp{el, f1},¢€}) decays very rapidly to first order
follows from an argument identical to the one outlined at the end of Case 1.

Case 3: h/(1+p?**~!) = h(1+p) for some e € Z>1. In this case, by Lemma 6.5 and a computation

similar to [MST, Lem. 5.2.7|, we have that Fj ;41 Pr—c41,e—1 -FT(TE) is a unique element of Sy 1 ;41
with the smallest ¢-adic valuation and

- 1
0 (Fini1 Preytet - B ) S oi(Bymar Pro - FSTY) < p(h)_y + ap” + 1).
Then the last assertion of Lemma 6.6 implies that €} decays very rapidly.
Claim. At least one of ey, fi decays rapidly.

Proof. When r < e — 1, there is a unique element of S; 41 with minimal ¢-adic valuation, and thus
the argument as in Case 1 shows that for any primitive vector w € Spanzp{el, f1}, we have that

p"w does not lift to an endomorphism mod ¢ +1,

When r > e — 1, there are exactly two distinct elements of Sq 41 with minimal ¢-adic valuation,
and they are Pr_cy1. and Pr_cy2.-1. We first prove that at least one of p¢ter, p¢~ 1 f1 does not
extend to an endomorphism modulo the—1t1, Indeed, by Lemma 6.6, we have that Fj,,41(FPo. +
Pio_1)) equals p¢(AF, y MD + BF, 1 1 NW), where A = [[¢_, R®~D, B = QW . T[\*;V R,
Let 7,8 € W*) denote the leading coefficients of A, B € W][t]]. As p > 2, we have that at
most one of ¥ — & and 7 + § lie in pW. Suppose that v+ & ¢ pW, then [1,0]7 does not lie in
ker(y[—1, AJN® 4 §[-1, )M D) and thus the ¢}-coordinate of the horizontal section &, up to a
scalar multiple in W, is p~etath (4P’ +-+p* "1 o other powers of t. Therefore, p¢Le; does not lift
to modte-1+! because B, | +1 > h(p* L +p 24 1) +a/p> (a+ W (p+p*+---+p* 1) /p.
On the other hand, if v — & ¢ pW, then [0,1]” does not lie in ker y[—1, \JM® + §[—1, \)N™) and
the same argument as above implies that p®~! f; does not lift to mod¢e—1t1,

Now we show that if v+ ¢ ¢ pW, then e; decays rapidly. A similar computation as above shows
that for r > e, we have that F 41 (Pr—et1,et+Proet2,e-1) = p= (D X, H;:f“ Q@ (A(T_e+1)M(1) +
B=e+) N(1)) when r—e is even and Fims1(Pr—et1,etPret2,e—1) = p~ (D X, H;:leﬂ QW (Alr—e+h N1
Br=etDpf(D) when r — e is odd. Since v + 8 ¢ pW, then y—¢tD) 4 50—+l ¢ W Thus
[1,0]” does not lie in ker(y" ¢tV [—1, \\ND) 4 6 —e+D[—1, \]M D) and ker(y"—¢+tD[—1, AJM D +
§(r=etD[—1, AJNM). Therefore, we conclude that e; decays rapidly by a direct computation of the
t-adic valuation of Fj ;1P o1, as the r = e — 1 case.

28



If v — 6 ¢ pW, then an identical argument as above implies that f; decays rapidly. O

To finish the proof of Case 3, we notice that an argument identical to the one outlined at the
end of Case 1 goes through to show that if e; (resp. f1) decays rapidly, then Spanzp{el, ei} (resp.

Spany, {f1,e}}) decays rapidly.

0

6.7. It follows from [HP17, Prop. 4.2.5] that the lattice £; is split if and only if the global lattice
defining the Shimura variety (with signature (b,2), and which is self-dual at p by assumption) is
not split mod p. Therefore, we have established the required decay whenever the Shimura variety is
defined by an even-dimensional orthogonal Z-lattice (with signature (b, 2), and which is self-dual at
p by assumption) which is not split mod p. Therefore, suppose that the global lattice is either odd-
dimensional, or is even-dimensional but s split mod p. We embed this lattice inside a higher-rank
lattice, which is even-dimensional (and has signature (¥, 2), and is self-dual at p), and which is not
split mod p — after choosing level structure away from p appropriately, this induces an embedding
of Shimura varieties, and we abuse notation by letting P (resp. Spf k[[t]]) denote the image of our
original supersingular point (resp. of the formal curve) in the larger Shimura variety. Let £’ denote
the Zy-module of special endomorphisms of the p-divisible group of P when we view it as in the
bigger variety. That Spf k[[t]] actually lies in our original orthogonal Shimura variety implies that
L' = L& L', with every special endomorphism in £” extending to Spf k[[t]] (in fact, £” necessarily
arises from actual endomorphisms of the abelian variety at P, not just endomorphisms of the p-
divisible group at P). Our computation applies to yield a Z,-sublattice of £’ that decays rapidly.
Adding any special endomorphism contained in £” to a special endomorphism that decays rapidly
doesn’t affect the rapidity of decay, because of the above remark. Therefore, we may assume that
the lattice of special endomorphisms that decays rapidly is contained in £, thereby establishing the
necessary decay even when £ is odd-dimensional, or non-split.

7. PROOF OF THEOREM 1.2

In this section, we prove Theorem 1.2. As sketched in the introduction, our approach is to combine
global bounds from Borcherds theory with bounds on the average local intersection multiplicities.
At supersingular points, these are obtained using section 3 (Theorem 3.2 and Theorem 3.3).

Note that Theorem 1.2 is independent of the choice of level structure of S and is equivalent for
different S with the same quadratic space (L ® Q, Q) over Q; thus without loss of generality, we
may assume that L C V = L ® Q is maximal among all lattices over which @) is Z-valued. Recall
from Theorem 1.2 that we assume that C' is not contained in any special divisors Z(m).

The global intersection number and its decomposition.

7.1. Let S C Zso be a set of positive density (i.e., imx oo +[{m € S | m < X}| exists and
> 0) and we also assume that each m € S is representable by (L, Q) and for any m € S, we have
p 1 m. By the theory of quadratic forms, such S exists.?’ For X € Zwg, we use Sy to denote
{meS| X <m<2X}.

7.2. We use vector-valued modular forms to control the asymptotic of C.Z(m) as m — oco. Let LV
denote the dual of L in V' with respect to the bilinear form [—, —] induced by @ and let {e,},crv /L
denote the standard basis of C[LY/L]. Let p;, denote the Weil representation on C[LY /L] of the
metaplectic group Mpy(Z). As in [MST, §4.1.4], we consider the Eisenstein series Ey(7),7 € H
defined by Ey(1) = Z o(17)" %) (pr(g, 0) " teo), where I, C Mpy(Z) is the stabilizer

(9,0)€l'%\ Mp (Z)

20Indeed, by [SSTT, Lem. 4.7], every m > 1 is representable since L is maximal.
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of co. Note that the constant term of Ey is ¢g and Ey(7) is a weight 1 + g modular form with
respect to pr.

The following theorem of Bruinier-Kuss [BK01] gives explicit formulae of the Fourier coefficients
of Ey. As we are using different convention of the signature of (V,Q) as in [BKO1|, we refer the
reader to the formulae in [Brul7, Thms. 2.3, 2.4].

7.3. We first introduce some notation for an arbitrary quadratic lattice (L, Q) over Z. We write
det(L) for the determinant of its Gram matrix. For a rational prime ¢, we use §(¢, L, m) to denote
the local density of L representing m over Z;. More precisely, 6(¢, L, m) = limg_;o 40K D4y €
L/t*L | Q(v) = m mod ¢*}. If m is representable by (L ® Zy, @), then §(¢, L, m) > 0; moreover,
when rk L > 5 (this is the case for our application), by for instance [Iwa97, pp. 198-199|, for a fixed
¢, we have that §(¢, L,m) < 1 for all m representable by (L ® Z;, Q).

Given 0 # D € Z such that D = 0,1 mod 4, we use xp to denote the Dirichlet character
xp(a) = (%), where () is the Kronecker symbol. For a Dirichlet character y, we set os(m,x) =
S XD

Theorem 7.4 ([BKO1, Thm. 11]). Recall that (L, Q) is a quadratic lattice over Z of signature (b, 2)
with b > 3. Let q(m) denote the coefficient of q"¢y in the g-expansion of Ey.

(1) For b even, the Fourier coefficient qr,(m) is

QUHb/2,14b/210b/2 0 (i,
_ b/2( X(=1)1+b/24 det ) H 5(¢,L,m).
\/ ‘LV/L|F(1 + b/2)L(1 + b/2, X(—l)1+b/24detL) ¢|2 det(L)
(2) Forb odd, write m = mqf?, where ged(f,2det L) = 1 and vy(mg) € {0,1} for all £12det L.
Then the Fourier coefficient qr,(m) is

QU2 2b 2 L (b 4 1) /2, xp) D (d)d-E+D/25 J S0 L /(1 g1
N b0+ 1) |\t “o(f/d) ml;eu((’ m)/(1=77),

where p is the Mobius function and D = (—1)®=1/22m¢ det L.
In particular, |qr.(m)| =< m®? for all m representable by (L, Q).

Here the last assertion is a direct consequence of the above explicit formulae and the fact
d(¢, L,m) =<1 (see also [MST, §4.3.1]).

Recall that C' — Sy is a smooth proper curve such that the generic point of C' maps into the
ordinary locus of Sy.

Lemma 7.5. Let w denote the tautological line bundle on Sy corresponding to Fil' V C V (i.e., w
is the line bundle of modular forms on Sy of weight 1). Then the intersection number Z(m).C =
lgr.(m)|(w.C) + O(mb+2/%) . In particular, Yomesy 2(m).C < (w.C) 3, co. lan(m)| =< X2 for
Sx defined in §7.1.

Proof. By the modularity theorem of Borcherds [Bor99] or its arithmetic version by Howard and
Madapusi Pera [HP20], we have that —(w.C)+>_~~_, Z(m).C is the eg-component of a vector-valued
modular form with respect to pr of weight (1 4+ b/2) and its Eisenstein part is given by the eq-
component of —(w.C')Ep (see [MST, Thm. 4.1.1, §4.1.4]). The difference of —(w.C)+> "~ _; Z(m).C
and the ep-component of —(w.C)Ey is a cusp form, and thus the first assertion follows from the
trivial bound on Fourier coefficients of cusp forms (see [Sar90, Prop. 1.3.5]). We then obtain the
last assertion by Theorem 7.4. O

In order to compare C.Z(m) with the local intersection number ip(C.Z(m)) for a point P €
(CNZ(m))(k), we introduce the notion of global intersection number gp(m) as follows.
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Definition 7.6 ([MST, Def. 7.1.3]). Let H denote the Hasse-invariant on S (i.e., H = 0 cuts out
the non-ordinary locus). Let ¢ be the local coordinate at P (i.e., Cp = Spf k[[t]]) and let hp = v:(H),
the t-adic valuation of H restricted to Cp. We define

hp
b Tlar(m)].

gp(m) =
In particular, gp(m) = 0 for P ordinary and

> gp(m) = qr(m)|(w.C)

Pe(CNZ(m))(k)
since H is a section of wP~1.

Local intersection number: preparation and non-supersingular points. We first introduce
some notation and reformulate the calculation of local intersection number as a lattice counting
problem.

7.7. Recall that P € (C'N Z(m))(k) for some m. Let A/k[[t]] denote the pullback of the universal
abelian scheme A™Y via Spfk[[t]] = Cp — Sk. Let L, denote the Z-lattice of special endomor-
phisms of A mod t". By definition, L,y1 C L, for every n > 1, and our assumption that C is not
contained in any special divisor yields that N, L, = {0}. By [MST, Rmk. 7.2.2], all L, have the
same rank. Moreover, by [HP17, Lem. 4.2.4], P is supersingular if and only if rkz L; = b+ 2. Since
the quadratic form (—, —) on Les p(W) satisfies that (p(z), ¢(y)) = o({z,y)), then the slope s
part of Leis p(WW) has the same dimension as the slope —s part and hence the slope non-zero part
cannot have rank b + 1; thus if P is not supersingular, then rky L1 < b.

On the other hand, by Remark 2.4, we have a positive definite quadratic form @) on L,, given by
vowv = [Q(v)] for v € L,. By the moduli-theoretic description of the special divisors and the fact
that C intersects Z(m) properly (due to the assumption that the image of C' does not lie in any
Z(m)), we have

o0
(7.1) ip(C.Z(m)) =Y _#{v e L, | Q(v) = m}.

n=1
Note that although for a fixed m, the set {v € L,, | Q(v) = m} is empty for n > 1, but this bound
on n is in general dependent on m. In the work of Chai and Oort [CO06], they use the canonical
product structure in the setting S = A; x A; and work with a sequence of divisors for which the
local contributions from any one fixed point is absolutely bounded, independent of the special divisor.

By Lemma 7.5 and the last assertion of Theorem 7.4, there exists an absolute constant ¢; (which

depends only on the curve C') such that

(7.2) ip(C.Z(m)) < (C.Z(m)) < eymb/?.
We now recall the definitions of the successive minima of the L,, from [EK95|.

Definition 7.8. (1) For i € {1,...,r = rkg L,}, the successive minima pu;(n) of L,, is defined
as inf{y € Ryo | Jv1,...,v; € Ly, linearly independent, and Q(v;) < y?, 1< j<i}.
(2) For n € Z>1,1 <4 <, define a;(n) = [[;_; p;(n); define ag(n) = 1.

The determinant of a quadratic lattice (which is approximately the product of all the successive
minima) gives first order control on the number of lattice points with bounded norm — however, the
error term does depend on the lattice in question. In our setting, we must count lattice points of
bounded norm in an infinite family of lattices, and so considering the determinants alone doesn’t
allow us sufficient control across this family of lattices. Indeed, in the example of a formal curve
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constructed in §3.5, the error terms involved can get very large, even on average. As seen in [EK95],
the data of each individual successive-minima controls the error term in a way that is uniform across
all lattices of a fixed rank, and hence we keep track of this more refined data in our setting of a
nested family of lattices.

We have the following result establishing lower bounds for the a;(n), which is similar to [SSTT,
Lem. 7.6].

Lemma 7.9. We have that a;(n) > n'/? for 1 <i <rky L,

Proof. Let 0 # v € Ly, be a vector that minimizes the quantity Q(v), and thus a;(n) = Q(v)"/2. Note
that v € L, implies v € L; for every i < n. Take m = Q(v). Eqn. (7.1) yields that ip(C-Z(m)) > n,
and then by Eqn. (7.2), n < eym??. As a1(n)? = m, it follows that ciai(n)® > n, whence
a1(n) > n'/’. The bounds for the other a;(n) follow from the observation that j;(n) > a1(n), and
hence a;(n) > ay(n)". O

Corollary 7.10. For Sx defined in §7.1, there exists a constant ca depending only on C' such that

C2xb/2
Y ip(CZm) = Y Y #{veL,|Qv)=m}
meSx n=1 meSx

Proof. Lemma 7.9 implies that there exists a constant ¢ only depending on C' such that for n >
2 X2, we have aj(n) > (2X)'/2. In other words, mingtyer, @(v) > 2X. Then the corollary
follows from Eqn. (7.1). O

We are now ready to bound the local intersection number ip(C.Z(m)) on average over m for P
not supersingular, which is the analogue of [SSTT, Prop. 7.7].

Proposition 7.11. For P not supersingular, we have that

2X
> ip(C.Z(m)) = O(X"*log X),

m=1

where the implicit constant only depends on C. In particular, Z ip(C.Z(m)) = O(X*?log X).
meSx

Proof. By §7.7, we have that r := rky L,, < b. By [EK95, Lem. 2.4, Eqns (5)(6)] and Lemma 7.9,
we have

co Xb/2 2X caXb/2 ¢ / c2Xb/2 2/2
> D #ve Ll QW) m}<<ZZaZ DI
n=1 m=1 n=1 =0 n=1 =1

where the implicit constant in the first inequality is absolute and the implicit constant in the second
inequality only depends on C'. For any 1 <14 < b, we see that

co X /2 ; co X /2

2X)i/? ; 1
> BT ey =0,
n=1 n=1

as required. If ¢ = b, the identical calculation yields a bound of O(X b/21og X ). The result then
follows directly by Corollary 7.10. O
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Local intersection number at supersingular points.

7.12. For a supersingular point P € C, we break the local intersection number into two parts for a
fixed T € Z~g, to be chosen later, as follows: Z ip(C.Z(m)) =ip(X,T)err + ip(X, T)mt, where

meSx
(22)(5/2 T—1
ip(X,Terr = >, Y. #{veLn| Q) =m}, ip(X, D= Y #{veL,|Q)=m}
n=T meESx n=1meSx

and the equality holds due to Corollary 7.10.
We first bound the error term ip (X, T )err-

Proposition 7.13. There exists an absolute constant cs > 0 (independent of X,T) such that

. C3 b+2
ZP(Xa T)err < WX 2+ O(X(b+1)/2).

Proof. As in the proof of Proposition 7.11, by Lemma 7.9, we have

2 Xb/2 2x o Xb/2 b+2 X)i/?
T > Y #leLu|Qu =mp< > Y 2
n=T m=1 n=T =0
CQXb/2 .
2X i/2
As in the proof of Proposition 7.11, we have that Z ( i/)b = O(X%) forall 1 <i<b+1.
n
n=T
ca Xb/? b+2 0o b+2
. (QX) 2 <2X) 2 C3 bt2
For ¢ = b+ 2, we have Z N < Z (G125 < T2/(b+2)X 2 for some absolute constant
n—= n—=
c3 > 0 by a direct computation. O

In order to bound ip (X, T)mt, we study the theta series attached to (certain lattices containing)
L/

ne

7.14. Let L), C L, ® Q be a Z-lattice such that L], D L,,, L}, is maximal at all primes ¢ # p, and
L, ® Z, = L, ® Zp; we may choose L;, C L} and we will assume this for the rest of this section;
the quadratic form @ restricts to a positive definite quadratic form on L!. Let 6, denote the
theta series attached to L], and we write its g-expansion as 0,,(q) = >_,-_;mn(m)q"™. By definition,
rn(m) > #{v € L, | Q(v) = m} and hence ip(X, T)mt < D p_1 Simesy Tn(m).

The theta series 6, is a weight 1+ b/2 modular form and we decompose 6,,(q) = Er; (q) + Gn(q),
where E7, is an Eisenstein series and Gy, is a cusp form. Let gz, (m) and a(m) denote the m-th
Fourier coefficients of Er, and 2221 G,, respectively. By [Sar90, Prop. 1.3.5], we have a(m) =
Or(m®*+2)/4) and thus

T
(X, T)mt SZ Z qr; (m) + Z Z Z qr ( Op(X1F0+2/1),

n=1meSx meSx n=1meSx
The following theorem gives explicit formulae of gz, (m).

Theorem 7.15 (Siegel mass formula). Given any L' C L} sublattice such that L' @ Zy = L} ® Zy
for all ¢ # p, let qr/(m) be the m-th Fourier coefficient of the Eisenstein part of the theta series
attached to L'.
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(1) For b even,
21+b/2ﬂ_1+b/2mb/20_b/2(m7 X(—1)1 /24 det L’l)
‘L/V/L"F(l + b/2)L(1 + b/2, X(—1)1+b/24detL’l) (|2det L,

(2) For b odd, qr(m) equals

qrr(m) = 5(¢, L' ,m).

91+b/214b/2 b/ZL((b+1 )/2, xXD) —(b+1)/
u(d)xn(d o(f/d) 6(6, Ly m)/(1—£7"71)),
T(1+b/2)\/|LV/L[¢(b+ 1) de: mgq( )

where we write m = mo f2, where ged(f,2det L)) = 1 and vy(mg) € {0,1} for all £ 1 2det L,
p is the Mobius function, and D' = (—1)®=1/22mq det L.

Proof. This theorem is a direct consequence of the Siegel mass formula by the same proof in [MST,
Thm. 4.2.2]. O

We may apply this theorem to L' = L/, in §7.14 because all L], are maximal at £ # p and thus
L%@Ze :L’l ® Zy.

Lemma 7.16. For p{m, we have that

qr;, (m ) < 2
lg.(m)| = /|(L}, ® Zp)V/ LI, @ Zp|(1 — p~[(6+2)/2])°
Moreover, if P is superspeczal, then
qr; (m) - 14+p!

lg(m)] ~ p(1 — p~[e+2)/2])°

Proof. By [HP17, Rmk. 7.2.5], L ® Q; = L! ® Qy as quadratic spaces for all ¢ # p; since L, L!, are
both maximal at ¢ # p, then L ®Zy = L), ® Zy as Zy-quadratic lattices for all £ # p (see for instance
[HP17, Thm. A.1.2|). Moreover, since p { m, then by Theorems 7.4 and 7.15, we have that

qr, (m) _ 5(p, Lt,,m) £2]
0w~ T @ 2" L © Zgl(L— X ryvagen®@p ' 02)
qu,(m) _ S(p, L';m)(1 — xp(p)p~“T17?) if21b
gL (m) ~ /(5 L)V L, © Ll(1 —p )
Therefore,
qr, (m) _ 3(p; Ly, m)
o (m)] = T, 2,7 L, & Tyl —p 10737
For the first assertion, it remains to bhOW that 0(p, L!,,m) < 2. Write the quadratic form @ on

L, ® Zy, into the diagonal form Zl 1a;T; w1th a; € Z and we may assume that there exists a;
such that p 1 a;; otherwise d(p, L], m) = 0 then we are done. Now let L' denote the quadratic
lattice over Z, with the quadratic form Q given by > 1<i<b+2,pla; @i%; - By [Han04, Rmk. 3.4.1(a),
Lem. 3.2|, we have that

5(p, Ly, m) = p~"""#{v € L, /pLl, | Q(v) = m mod p} = p' ™ Figt{v € I, /pL), | Q(v) = m mod p},
where the last equahty follows from definition. If rk L;l > 3, the Fp-quadratic form @ mod p is
isotropic, then we may write @ mod p = xy+Q’(z). For x € IE‘;, for any value of z, there is at most

one y € [, such that @ = m mod p, this yields (p — 1)prkz/ ~# solutions; for x = 0, there are at

most prkziﬁ solutions. Therefore p'~ rkLn#{v erL /pL’ | Q(v) = mmod p} < 2. If rk E;L =1,2,
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[Han04, Table 1] implies that p'~ rkLn#{v e L' /pL’, | Q(v) = m mod p} < 2. Thus we conclude
that d(p, L,,m) < 2.

For the second assertion, by definition, for a superspecial point, we have \/|(L}] ® Z,)V /L] ® Z,| =
ptP/2 = p and thus it remains to show that 8 (p, L’l, m) <1+ p~!. Asin the discussion for the first
assertion, we have &(p, Lj,m) = p'~ rkLl#{v eI /pL ] @(v) = m mod p}, where L /pL’ i
a Fp-vector space equipped with a non-degenerate quadratic form. We will prove that for any
non-degenerate F,-quadratic space (M, Q) with dim M > 3, we have

pt MMty e M| Qar(v) = mmod p} <1+ p7!

by induction on dim M. This is enough to prove the second assertion because p?||disc L} and
rk L) = b+ 2 > 5, which implies rk f/l > 3. If dim M = 3,4, then the desired bound follows from
[Han04, Table 1]. For dim M > 5, we note that M is isotropic and thus can be decomposed into an
orthogonal direct sum of a hyperbolic plane and a non-degenerate [F,-quadratic space (M’', Qnr);
as in the discussion for the first assertion in the previous paragraph, we have

Py € M | Qui(v) = mmod p} = (1— p1) + p~ M v € M | Qup(v) = m mod p}.
Since dim M’ = dim M — 2, then by the inductive hypothesis, we have

p M v € M’ | Qup(v) =mmod p} < 1+p!
and p' = Mgl € M | Qu(v) =mmod p} = (1 —p~ ") +p~ ™M (14p~) <14p7" O
Proposition 7.17. There exists an absolute constant 0 < a < 1 such that

ip(X, Tt = Y gp(m) + Op(XTHOF2/4),
meSx

Proof. For brevity, we set h = hp in Definition 7.6; by §7.14, it suffices to show that

qr, ( h
Z <o

\QL

for some constant 0 < a < 1 (recall from Definition 7.6 that gp(m) = p%l|qL(m)|). We will prove

this claim using the decay statements from Section 3 by a similar computation as in [MST, Cor. 7.2.4,
Lem. 8.2.2]. We will apply these here using the fact that L, ® Z, = L], ® Z;, and the identity

N Zh @2 /Ly © 2| = (/|14 © Z,)V )T} © | - | Ly /L |

If P is a nonsuperspecial supersingular point, then by definition, /|(L] ® Zp)V /L] ® Z,| > p*.
Moreover, by the above identity and Theorem 3.2, for h, +1 < n < hyy1,7 € Z>o, we have
V(L ® Zp)V /L, @ Zy| > p*™?". Thus by Lemma 7.16 (recall from §7.1 that p { m for all m € Sx),

r+1 h() r+l
qr, ( qr ( qr ( 2
+

Z|QL Z|QL Z ;ﬂ lq.( )| nz:lp( b+2/2 ,Z:On%;rlp‘l”’"l— —[G+2)/2)

2 hp~'+1) h hp? h 2 —p+1 11 A

< <(102+)f+196+_‘_>S .(pzp ) 1k

1 - P P p p—1 pp*-1) 12 p-1

for all p > 3.

If P is superspecial and statement (1) in Theorem 3.3 holds for P, then for h]_; +ap” +1 <
n < hl.,r € Z>o where a = h/2, we have /|(L], ® Z,)V /L), @ Zy| > p***", and for h. + 1 <
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n < Rl +ap"tr € Zxg, we have \/|(L}, ® Zp)V /L, ® Z,| > p*>**". Thus for b > 4, we have
1—p [+2)/2] > 1 _ =3 and by Lemma 7.16,

~qr, (m) _ 1+p7t . 2(h — a) 2ap 2(h — a)p
o < a(l+p~h)) + + + T
; lqr(m)| — p(1 —p‘?’)( ( ) p*(L=p=3)  p3(1—-p73) p(l-p7?)
h (p+1)° 2p 4 ) 61 h
+ L+ptap?24-)) < —
p—1(2(p2+p+1) p2+p+1( P b ) ~62p—1

for all p > 5. For b = 3, we remark that the proof of [MST, Thm. 5.1.2| applies to all (L, Q) with
b = 3 and L self-dual at p, not just the one associated to principally polarized abelian surfaces.
Thus in this case, there is a rank 3 submodule which decays rapidly in the sense of Definition 5.1.

qr:, (m) < u 11 h

< Jqr(m)] ~ 12p—1
If P is superspecial and statement (2) in Theorem 3.3 holds for P, then there exists a constant

a < h/2 such that for ap™' +a+1 <n <ap~' +h, we have \/|(L], ® Z,)V/L!, ® Zy| > p*, and for

h.+1<n<hl 1€ Zsy wehave \/|(L], ® Zp)V /L, @ Zp| > p**?". Thus by Lemma 7.16

2(h —a) 2hp 2hp?

Thus the computation in [MST, §9.2 small n’s| proves that Z for all p > 5.

o0 , _1
Z QLn(m) < 1+p

< a(l+p 1))+ + + + -
“— lqr(m)| — p(1 —p*2)( ( ) p*(L=p2) p'l-p2) p(1-p7?)
h (1+4pt . 2 4 5 _a 17 h
1 - <t
p—l( 5 — T+ +p+1(p +p THp ) < 0p-1
for all p > 5. g

Theorem 7.18. There is an absolute constant 0 < o < 1 such that for Sx defined in §7.1 and for
any P € C(k) supersingular, we have that

Y ip(CZm))=a > gp(m)+OXEHI2),
meSx meSx

Indeed, we may state this theorem without assuming P is supersingular since the statement here
for non-supersingular P is a weaker version of Proposition 7.11.
Proof. We may take o’ to be any absolute constant such that 1 > o' > a, where « is given in
Proposition 7.17. Then we choose T' € Zxq such that Z3 S X2 < (of — a) > mesy 9p(m); such
T exists since ZmESX gp(m) < X'/2 by Lemma 7.5. Once we fix such a 7', which may be chosen
only depending on «, o/, S (not Sx), the desired bound follows from Propositions 7.13 and 7.17. O

Now we combine the previous results in this section to prove Theorem 1.2.

Proof of Theorem 1.2. If there were only finitely many points P in C' N (Upp,Z(m))(k), then by
Proposition 7.11, Theorem 7.18, and Definition 7.6, we have that

Y CzZm)= > > ip(C.Z(m)) = o/ (@.C) Y lqr(m)| +O(X+D/2),
meSx mESx PECN(Umesy Z(m))(k) meSx

which contradicts Lemma 7.5. OJ

8. APPLICATION TO THE HECKE ORBIT PROBLEM

We prove Theorem 1.4 using Theorem 1.2 in this section. For = € S, (k), where k = F,, we use
T to denote the set of all prime-to-p Hecke translates of z and let T, denote the Zariski closure
of T, in 8. We will prove that for x ordinary, T,, = Si. Our proof will be by induction on b, the
dimension of S, — we will use Theorem 1.2 to reduce to the case of a smaller dimensional Shimura
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variety in the case that T, contains a proper generically ordinary curve, with the observation that
the theorem is trivial when b = 1. In the case where we do not have this a priori knowledge, we
will deduce our result by studying compactifications of Sg. We will prove the GSpin case first and
in the end of this section, we will remark on how to adapt the same line of ideas to the unitary case
(see Remark 8.12).

8.1. Recall from §2.1 that the quadratic lattice (L, Q) is self-dual at p and the level we pick is
hyperspecial at p. By [MP19, Thm 3|, the canonical integral model S of the Hodge type Shimura
variety Sh admits a projective normal compactification SBB over Zp) such that S(SB is the Bailey—

Borel /minimal compactification SABB of Sh; moreover, the classical stratification of ShBB by quo-
tients by finite groups of Shimura varieties of Hodge type extends to a stratification of SBB by
quotients by finite groups of integral models of these Shimura varieties; in particular, the strat-

. . . - BB C g - .
ification on SBB is flat. We use T, to denote the Zariski closure of T}, in SEB. In addition,
the Hecke correspondences on S associated to G (Afc) extend naturally to correspondences on SBB.

Since these are algebraic correspondences, we have that T}, and TmBB are stable under the Hecke
correspondences associated to G (A’}).

Once we choose an admissible complete smooth cone decomposition, by [MP19, Thms 1, 2, 4.1.5],
the canonical integral model S admits a smooth toroidal compactification S** such that S(t@or is the
toroidal compactification of Sh constructed in [AMRT10, Pin90]. Moreover, the stratification of
Séor by quotients by finite groups of mixed Shimura varieties extends to a stratification of S with
all boundary components being flat divisors and the formal completions of S* along the boundary
components of the same shape as that of Séor. There is also a natural map 7 : S*" — SBB which
extends the identity map on § and this map is compatible with the stratifications.

Thus for the rest of this section, we follow [BZ21, §§3.2, 3.3] and [Zem20, §4]| for the explicit
descriptions of Stor,SgB and use it for ng‘;f and SIFPB by the work of Madapusi Pera summarized

above. In particular, the boundary components (cusps) in SI]EPB are either O-dimensional or 1-
dimensional.

0-dimensional cusps. We first prove Theorem 1.4 assuming that TIBB contains a (0-dimensional
cusp in SI]EPB . The argument for this is essentially the same as in [Cha95, §2|, and we will follow
the approach there closely, indicating the places where modifications are necessary. The idea of the
argument in [Cha95| is as follows. Given a O-dimensional cusp, we study the Hecke-stabilizer of the
cusp and its action on the formal neighborhood to argue that any invariant subscheme which is not
SI?pB is contained in the boundary.

8.2. Coordinates. To describe the action in coordinates, we follow the notation in [MP19] and
refer to section 2 there for more details. Fix a prime ¢ # p. We will work with level structure
K, given by embedding into GSp and restricting the full level ¢ structure there;?! let Sp 1 denote
the corresponding special fiber over k of the canonical model of the Shimura variety. Given a zero-
dimensional cusp x,, we fix a cusp label representative ® describing the cusp, which includes the
data of an admissible parabolic subgroup P C Gg which in this case is the stabilizer of an isotropic
line in Lg. As n varies, ® defines a compatible system of cusps {z,} in the inverse system {SEE
and a point x € lim_ 83]2.

Let Up denote the unipotent radical of P and W C Up denote the center of Up. By [MP19,
§2.1.11, §2.1.16], we can associate to K,, a lattice Bx, C W(Q) with dual lattice Si, € W(Q)" and
an arithmetic group A, acting on B, . We also have an open self-adjoint convex cone H C W (R)

21Here we follow the convention in [MP19, §3.1] that we use an embedding into the group of symplectic similitudes
of a symplectic space over Q which admits a self-dual Z-lattice; this embedding may be different from the one in §2.2,
but can be constructed from the one in §2.2 using Zarhin’s trick as explained in [MP19, p. 442].
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preserved by Ax by [MP19, §2.1.6, §2.1.16].22 In terms of this data, by [MP19, Cor. 5.1.8, Cor. 5.2.8],
the complete local ring of Sﬁ% at x, is given by the ring of invariants

Ron = k¢35
where A > 0 denotes elements of Sk, which have non-negative pairing with H. If we pass to the
inverse limit, we get the ring
Ry =U,Ryn.

The Hecke correspondences at finite level are induced by an action of the group G(Qy) on the
inverse limit lim, SE"%. In order to study Hecke-stable subvarieties, rather than study the full
G(Qy)-action, it suffices to study the action of By := Bg, ® Z[1/¢] C W(Qy) which fixes the point
z in the inverse limit lim, SEE and therefore acts on the ring R,.23 Given T € By, its action on
f € Ry is given by the formula

=Y axg* = T(f) =) e((T,\)arg*.
A A
Here, (T, \) € Z[1//] is the pairing of T € W(Q) and A € W(Q)" and e : Z[1/{] — pp=(k) is the
group homomorphism defined in [Cha95, p. 452| as follows. The choice of cusp and the full level
structure determines a compatible system (s ) of primitive £"-th roots of unity; given this, the map
e(7) = (¢n)? is a well-defined homomorphism.

Invariant ideals of the complete local ring. In terms of the above coordinates, the main proposition
is the following, based on Proposition 2 of [Cha95].

Proposition 8.3. Let Iyn C Ryn be a nonzero ideal such that I = Iy Ry is stable under the action
of By. Then Spf Ryn /Iy is contained in the formal completion of the boundary of SEE.

Again, we merely summarize the argument from [Cha95|. Rather than work directly with Ryn,

it is more convenient to pass to a toroidal compactification Sﬁbolf:. The choice of compactification

in particular specifies a smooth cone decomposition of the rational closure of the cone H.?* By
[MP19, §§5.1.5, 2.1.17, 2.1.18], the formal completion of S'; along the preimage of z, is covered by
affine formal subschemes S, parametrized by cones o, C H. For each such cone o, the corresponding
formal scheme has coordinate ring given by the completion R, ¢» of the algebra

Dresynovk - ¢

along the ideal generated by the monomials ¢* with A a non-invertible element in the monoid
Sk NaoY. Let I, denote the ideal of R;n generated by monomials ¢ where \ is strictly positive
on o. This ideal is principal, and corresponds to the reduced formal subscheme associated to the
toroidal boundary.

Following Chai, let J, C I, denote the ideal generated by ¢* where A\ > 0 on ¢ N H. Given
[ € Ry m, we say that f has a leading term with respect to J, if there exists A € Sk N¢" and
a € kX such that f € ag (1 + J,). This implies that the ideal generated by f is a monomial
ideal, and contains a power of I,, so the subscheme cut out by f is contained in the toroidal
boundary. The main claim to be proven is that, given I as in Proposition 8.3, for each cone ¢ in
the decomposition of H, there exists f, € I which has a leading term with respect to J,. The
proof of this in [Cha95, pp. 455-456] is purely cone-theoretic, so applies identically in our setting.
The key step (|Cha95, Lem. 1|) is a cancellation algorithm: given f € I, and a finite collection
S = {)Xo,..., A} for which f has nonzero coefficients, there exists g € I given by a finite linear

22In [MP19] there is a twist by 27 which we are suppressing.
23Note that by definition in [MP19, §2.1.11], B, ® Z[1/4] is independent of n for our K.
24Here we call H* in [MP19, §2.1.22] the rational closure of the cone H.
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combination of translates T'(f) for which the corresponding coefficients are all zero except for Ag.
This is proven using the explicit formula for T'(f).

. . — BB . . .
1-dimensional cusps. We now treat the case when T, contains at least one k-point in a 1-
dimensional cusp. We choose an admissible complete smooth cone decomposition and let T, "

denote the Zariski closure of T, in Sf°". We will show that either T, = Skt or dimy, " " \T =0
and dim TIBB > 2.
8.4. By the first paragraph in [BZ21, §3.3], there is a unique cone decomposition for a given 1-

dimensional cusp and the boundary strata in S* over 1-dimensional cusps in SBB are canonical.
Thus by [MP19, Prop. 2.1.19, §4.1.12, Prop. 4.1.13|, the Hecke correspondences associated to G(A?)

on Sh extend uniquely to 771 (SBB \ {0-dim cusps}) satisfying certain explicit description of these
correspondences on formal completion along boundary components given in [MP19 §4.1.12|. Set

T, =T, N 7~1(SBB\ {0-dim cusps}). Then for any g € G(A%), we have g.T; ool S T, =T,
and thus ¢g.T; T, 0! =T, " I particular, for any y € T, " 1(/{:), the Zariski closure of all prime-to-p
Hecke orbits of y in Stor is contained in T . In particular, we will study the Hecke correspondences

=tor,1

on a boundary point y € (T}, \ T) (k) in order to deduce certain properties for T;.

8.5. Let T be a I-dimensional cusp in SBB. We first follow [Zem20, §4| to give an explicit description
of #=1(Y(C)). By [Zem20, Prop. 4.3, Thm. 4.5] (see also [BZ21, Lem. 3.18, Prop. 3.19]), up to
quotient by a finite group, 7~!(Y(C)) is a torsor under an abelian scheme over the modular curve
(with suitable level); moreover, let I C L be a (saturated) isotropic plane corresponding to T
(thus the admissible parabolic in this case is the stabilizer of I) and set A = I/I, then the above
mentioned abelian scheme is given by £ ®z A, where £ is the universal family of elliptic curves over
the modular curve. Therefore, by [MP19, Thm. 4.1.5], 7=1(T) is a quotient by a finite group of a
&€ ® A-torsor over the modular curve.

Since the prime-to-p Hecke correspondences on 7~!(Y) are the extensions of the Hecke correspon-
dences on m~!(T(C)) obtained by taking the normalizations of the Zariski closures of the graphs of
these correspondences in characteristic 0, we first study the Hecke orbits of y € 7=(T(C)).

Proposition 8.6. Notation as in §8.5. Fory € 7~ 1(Y(C)), let T, ¢ denote the set of all £-power
Hecke translates of y. Then T,y contains all the translates of y by £-power torsion points in Ex,) @A,
where &,y denotes the fiber of € at w(y) (in the modular curve) and recall that 7= (m(y)) is an
Er(y) ® A-torsor.

Proof. Recall that I C L denotes the (saturated) isotropic subspace corresponding to T; let P C
Gg = GSpin(L ® Q) denote the maximal parabolic which is the stabilizer of I, let U denote the
unipotent radical of P, and let W denote the center of U; set V := U/W. By [MP19, §2.1.10], V(Q)
acts on the on the & ® A-torsor 7~ 1(Y(C)) over T(C) and the explicit form of this action is given
by [BZ21, Lem. 3.11].

More precisely, following [Zem20, §4|, we pick a Z-basis {z, w} of I; Using the bilinear form [—, —|
induced by the quadratic form @, we naturally identify the dual LY C V = L®Q. Let (,w € LY be
a basis dual to (z,w).%> Recall that T is the modular curve with suitable level and let 7 be a lift of
7(y) € T(C) to the upper half plane. Then by [Zem20, Thm. 4.5, proof of Prop. 4.3, Eqns (25)(26)],
7~1(m(y)) is isomorphic to the quotient of Wa™ 1= {¢' + 7w’ + e | e € A®z C} C Ve /I @7 C by the
translation action of (A@®7A). By [BZ21, Lem. 3.11|, a+br € V(Z[1/(]) 2 AQZ[1/{]| & TARZ[1/{]
acts by sending ( + 7w + e to ( + 7w + (e + a + br). Since U is the Heisenberg group described in

25This means that [—, —] induces an isomorphism between Span;{(,w} and Hom(/,Z) with ¢,w mapping to the
basis dual to {z,w}; the existence of such a basis is given by [Zem20, Def. 2.1, Lem. 2.2].
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[Zem?20, §1, Prop. 1.6, Cor. 1.9], then all elements in V(Z[1//]) lift to elements in U(Z[1/¢]); thus
the Hecke translates of y by elements in U(Z[1//]) contains all translates of y by ¢-power torsion
points in &,y @ A. ([l

Corollary 8.7. Let y € m 1(Y(k)), where Y is a 1-dimensional cusp of SBB, and let T, , denote
the set of all £-power Hecke translates of y. Then T, N~ (n(y)) is Zariski dense in 7= (m(y)).

Proof. We first argue the Hecke action of U(Z[1/¢]) on y is given by translates of y by ¢-power torsion
points &,y ® A. Following the description in [MP19, §4.1.12, 4.1.1 - 4.1.3], the extension of Hecke
correspondences from characteristic 0 to characteristic p is obtained by taking the normalizations in
the sense of footnote (2) in [MP19]. In particular, if one picks a lift § of y to characteristic 0, then
the Hecke translates of y are the mod p reductions of Hecke translates of . By Proposition 8.6 and
its proof, the action on ¢ is given by torsion translates, so the same holds for the reduction mod p.

Note that 7 (m(y)) ~ Ex(y) ® A as varieties over k (this isomorphism is non-canonical) and thus

the union of the translates of f-power torsion points is Zariski dense in 7~ !(7(y)) since the set of
£-power torsion points of an abelian variety over k is Zariski dense. ]

Corollary 8.8. Recall that x € Sp,(k) ordinary and assume that b > 3. IfﬁBB contains a k-point

which lies on a 1-dimensional cusp of S]FBPB. Then either (1) T, = Sg or (2) dimy, T,°P \T; =0 and
. BB

dim T, > 2.

Proof. Since TTPB is stable under Hecke correspondences, then for any 1-dimensional cusp T, we
have that EBB N Y} is stable under the Hecke correspondences associated to GLo (A’;) on Y;. Thus
TxBB NY. =T} or dimy TxBB NY. =0.

If there exists an Y such that TxBB NY, = Ty, then W(Txtor) = EBB D Y. By Corollary 8.7 and
§8.4, we have that Txtor D = Y(Ty) and thus dimy T, > dimy, 7= 1(Yy)+1 = dim S;,. Moreover, since
G(A’}) acts transitively on the 7 of the inverse limit of the canonical models of Sh with varying
levels away from p by |Kisl0, Lem. 2.2.5], then by the definition of canonical integral models, the
only Hecke-stable subvariety of Si of dimension dim S must be the entire S and thus T, = Sy.

If for any 1-dimensional cusp Y, we have dimy TxBB N Y = 0, then dimy TT;BB \T, = 0. On
the other hand, by the assumption, there exists ¢y’ € T(k) for some T such that y' € 7BB;

then there exists y € 7~ !(T)(k) such that y € T, and 7(y) = y'. By Corollary 8.7, we have
dimy T, > 1+ dim Ty o = b — 1 > 2. Thus we conclude that (2) holds. O

Proposition 8.9 (Existence of a proper curve). Let x € Sg,(k) be ordinary. Then, either T, = S},
or T, contains a proper curve which is generically ordinary.

Proof. The prime-to-p Hecke orbit of an ordinary point is always infinite, and so T, has dimension
at least 1. The case where Sy, is one-dimensional follows.

Suppose that b = 2, i.e., S is two-dimensional. Then, S}?B contains 1-dimensional cusps if and
only if the reductive group defining S is Q-split if and only if S is a product of two modular curves.
In this case, the density of ordinary Hecke orbits follows from the product structure of S and thus
T, = Si. Therefore, suppose that SBB does not contain any 1-dimensional cusps. Then, T} either
equals Sy, or T, is a proper curve (in which cases the lemma follows), or TIBB intersects the boundary
of SEB non-trivially. We now have TxBB = SE’B by Proposition 8.3 and the lemma follows.

Therefore, we may assume that b > 3. If T}, is proper, the lemma follows. Otherwise, TIBB
intersects the boundary non-trivially. Suppose that T?;BB contains a zero-dimensional cusp. Then,

.. BB . . .
the lemma follows from Proposition 8.3. Therefore, suppose that T, in SEB contains a point
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in a 1-dimensional cusp. Then either (1) or (2) of Corollary 8.8 must hold. The lemma follows
directly if Case (1) holds so we assume that we are in Case (2). But in this case, we have that

dimy, EBB \Tx = 0 and dim EBB > 2 — the lemma follows in this case, because it is always possible
to find a proper curve in the two dimensional projective®® variety TIBB passing through an ordinary
point which avoids the finitely many boundary points TmBB \T,. O

Proof of the Hecke orbit conjecture. We first recall some results on Hecke orbits which we will
need. As the results and their proofs are standard, we will content ourselves with only a sketch of
their proofs.

Lemma 8.10. Let f : Shy — Sho be a morphism of Shimura varieties of Hodge type with hyper-
spectal level at p and let G;, 1 = 1,2 denote the reductive group of Sh;. Let S; denote the canonical
integral model of Sh; and we still use f to denote the unique extension f : S — Sy (such an
extension exists by the theory of canonical models; see [Kis10, Thm. 2.3.8]). Let X C Sy} be a
subvariety that intersects the ordinary locus (here we assume that the ordinary locus in Sy, is not
empty), and let Ty denote the Zariski closure of the Hecke orbit Tx of X with respect to the Hecke
correspondences associated to GQ(AI}), Then

(1) for any Shimura subvariety Z C Sha, we have that Tx C So i is not contained in Zy, where
Z denotes the Zariski closure of Z in Sa;
(2) f~1(Tx) is stable under the Hecke correspondences associated to G4 (AI}) on Sy k.

Proof. (1) In order to discuss f-adic monodromy, we fix a geometric point = € T and let A,
denote the fiber of the universal abelian variety over So at x; although in the statement of
the lemma, we consider Tx over k, in the proof here, we choose a finite extension of [, over
which T is defined as we will use the full arithmetic étale fundamental group (not just the
geometric part). By [Kisl0, §2.2] (see also [MP16, Prop. 3.11|) and [AGHMP18, Remark
4.2.3|, the ¢-adic lisse sheaf given by the relative H, El’ét of the universal abelian variety is
endowed with tensors (as global sections of the suitable tensor products of the sheaf and
its dual) and these tensors restricted to the fiber H Kl,ét(Ax) cut out a subgroup G2(Qy) C
GL(H, Zl,ét(AI))' Moreover, at each point in Ty, the Galois group at the point fixes these
tensors, by combining [Kis10, Lemma 2.2.1] with the comparison map of étale cohomology
groups between characteristic 0 and characteristic p. Therefore, the ¢-adic monodromy
representation py . : 7" (T, x) — GL(Hg{ét(Ax)) factors through G2(Qy) C GL(Héét(AI)).
(The same conclusion holds for any subvariety of Sy, in place of Tx.)

The image of the f-adic monodromy of the f-adic lisse sheaf given by the relative H, z} ot
of the universal abelian variety restricted to any Hecke-stable subvariety in Spj must be
Zariski dense in G%fi@z via the quotient map Go — G%d. Indeed, the Hecke correspondences
associated to G2(Qy) on the Hecke-stable subvariety induce the conjugation action of G2(Qy)
on End(H, gl,ét) and thus the f-adic monodromy must be stable under the conjugation action
and thus a normal subgroup of G2(Qy).

Moreover, if we pick any ordinary point in the Hecke-stable subvariety, the Frobenius at
this point must have non-identity component in each Qg-simple factor of G%il@z' Indeed,
since the Hodge cocharacter is non-trivial on each Q-simple factor of G%d, the Frobenius
is non-trivial on each QQ-simple factor of G%d; the claim on Qg-simple factor then follows
from the fact [Kis17, Cor. 2.3.1] that the Frobenius is conjugate to an element in G34(Q).
Consequently, the image of the f-adic monodromy in G44(Qy) is a normal subgroup which

26pecause S]%BPB is projective by [MP19, Thm. 3]
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has nontrivial projection onto every Qg-simple factor of chbz, and so must be Zariski dense
: ad
in GZ@e' o

Note that since T'x is Hecke-stable, then T'y is Hecke-stable as all Hecke correspondences
are algebraic. It then follows that Tx is not contained in any Z; since the ¢-adic monodromy
of the family of abelian varieties over Z is contained in the reductive group associated to Z,

whose image is a proper algebraic subgroup of G;fl@g.

(2) Note that Tx is stable under GQ(A?-), then it suffices to prove that for any = € S;(k) and
for any g € G1(A}), if ' € g.v, then there exists g’ € G2(A%}) such that f(2') € g'.f().
Indeed, we may take ¢’ = f(g), where we view f : G; — G5, and the desired property

follows from the definition of Hecke correspondences via the extension property of canonical
integral models given in |Kis10, Thm. 2.3.8]. O

Lemma 8.11. Notation as in Proposition 8.9; the proper curve in Ty can be chosen such that it is
not contained in any special divisor Z(m).

Proof. By the proof of Lemma 8.10(1), there exists at least one irreducible component of T, whose
f-adic monodromy group is Zariski dense in G&de and we only need to show that there exists a curve

C' C T, which has the same f-adic monodromy as this irreducible component of T},. (As we will not
use any other property of T, other than having large monodromy group, by abuse of notation, we
will still use T, to denote this irreducible component with large monodromy group so for the rest
of the proof, T}, is irreducible.) More precisely, fix a geometric point y € C’ and let A, denote the
Kuga-Satake abelian variety at y, then the image of the f-adic monodromy representation pgcv y :
m(C"y) = 784 (Tr,y) — GL(Hj 4 (Ay)) coincides with the image of 7{*(T,y) (and indeed, we will
see from the proof below that this restriction can be combined with the proof of Proposition 8.9 to
construct a generically ordinary and proper curve C”).

Since T}, is positive dimensional, we may pick a Zariski local coordinate and view an open part
of T, as a variety T of dimension dimy T, — 1 over k(t). To find a curve C’ in T}, it suffices to
find a k’-point in T, where k" is some finite extension of k(t). If we replace k(t) by a number field,
then the desired assertion (the existence of points in 7' over number fields with the same ¢-adic
monodromy group as the generic point) is exactly [And96, Thm. 5.2 (3)], which not only proves the
existence, but also shows that the set of points not having the largest possible monodromy is thin
(mince in French) in the sense of [Ser89, §9.1 Definition|; see for instance [Ser89, p. 149] for a proof
which reduces the claim to the Hilbert irreducibility theorem. Serre’s proof holds word-by-word
in the global function field case once we replace the classical Hilbert irreducibility theorem by the
analogous statement for global function fields, which is [BSE21, Thm. 1.1]. Since [BSE21, Cor. 3.5]
gives a quantitative version of the comparison of Galois group which is more directly related to
what we need, we will finish the proof using this corollary following Serre’s argument.

More precisely, the f-adic monodromy map over 1" defines a Galois extension over the function
field of T, i.e., the Galois group is isomorphic to the f-adic monodromy group Gy of T,. We
start from the simplified case: assume that this extension were finite and that there exists a non-

L. . . di T .
empty Zariski open subset U C T contained in Ak?tr;k(t) . In this case, we refer the reader to

[Ser89, p. 123, first paragraph| or |[BSE21, paragraph after Rmk. 3.1] for the concrete definition
of how to specialize the Galois extension from the generic point to k’-points. In our case, with
the f-adic Galois representation associated to 7', the Galois group G, of the specialization of the
extension at a k’-point y is the image of Gal(k’/k’) in the monodromy representation (well-defined
up to conjugation). As the Galois extension of the function field of U, which is also the function
field of T, is assumed to be finite, we may find a monic, irreducible, and separable polynomial with
coefficients in regular functions on A:l(rtl;k(t) g such that this Galois extension is the splitting field of
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this polynomial. By [BSE21, Cor. 3.5 and the proof of [BSE21, Thm. 3.6], the set {y € U(k(t)) |
Gy # Gy} is of density 0.

In order to treat the profinite group Gy, Serre proved that the Frattini subgroup ®(Gy) of Gy,
which is defined to be the intersection of all maximal subgroups of Gy, is open in Gy (see [Ser89,
pp. 148-149]) and thus we reduce the question to study the finite Galois extension associated to
G¢/P(Gy). More precisely, we conclude as above that there exists a density 1 set of y such that
Gy®(Gy)/®(Gy) = Go/P(Gy) and hence Gy = Gy by the definition of the Frattini group. In general,
there exists a non-empty Zariski open subset U C T which admits a finite étale map to a Zariski open

di T
subset of Akl(?;k(t) ; we may apply the above argument to the monodromy group of the pushforward

of the local system H éét on U and the preimages in U of any k(¢)-point not in the bad density 0 set

. di T . . . . . . . .
in Akl(gk(t) give rise to k’-points with maximal possible monodromy group for some finite extension

k' of k(t). 0

Proof of Theorem 1.4 orthogonal case. We will induct on dimg S = b. When b = 1, S is a curve;
since the prime-to-p Hecke orbit of an ordinary point is infinite, its Zariski closure must be positive
dimensional and thus the base case is verified.

Now assume that b > 2 and that Theorem 1.4 holds for all ordinary points in the special fiber of
the canonical integral model of GSpin Shimura varieties of dimension b — 1 with hyperspecial level.
Consider z € S(k) ordinary and T}, the Zariski closure of the prime-to-p Hecke orbit of .

By Proposition 8.9, T is either equal to Sy (in which case we are done), or T}, contains a proper
curve C that is generically ordinary and we may assume that C’ is not contained in any special
divisor Z(m) by Lemma 8.11. We now apply Theorem 1.2 to the normalization C' of C’ with the
natural map C' — C' — Sk; in the case of b = 2, we apply the proof of [MST, Thm. 1(2)] instead.
As a result, there exists an ordinary point 2’ on C’ C T, such that 2’ € Z(m)(k) for some p t m
representable by (L, @), as there are only finitely many non-ordinary points on C".

Let 8’ C Z(m) denote the canonical integral model of the Shimura subvariety of & which consists
some irreducible components of Z(m) and z’ € S'(k). Note that since p { m, 8§’ has hyperspecial
level at p and dimy S, = b — 1.2 By Lemma 8.10(2), T, N S}, is a generically ordinary Hecke-stable
subvariety of S;. Then by the inductive hypothesis, we have that T, NS}, = S}, and thus S, C T,
In fact, an identical argument yields that Z’(m) C T, for infinitely many m, where Z’(m) is some
irreducible component of Z(m); indeed, if there were only finitely many such Z’'(m), they only
intersect C' at finitely many k-points and we may always pick z’ different from these finitely many
points when we apply Theorem 1.2. Since the Zariski closure of infinitely many distinct subvarieties
of dimension b — 1 must be at least b-dimensional, we conclude that T, must contain at least one
irreducible component of S;. Moreover, since the Hecke action G(Afc) on the inverse limit of S
with varying levels away from p permutes all its irreducible/connected components, we conclude
that T, = Sy. O

Remark 8.12. Let S denote the mod p special fiber of the canonical integral model S over Spec Oy
of the PEL type unitary Shimura variety considered in [RSZ20, §3, §4.1] and [RSZ21, §3.4, §4.1]
where p | p and p splits in K/Q and p does not divide the discriminant of the Hermitian form (we
work with the special case of [RSZ20,RSZ21]| that the CM field is imaginary quadratic; if we further

2TMore precisely, as explained on [AGHMP18, p. 434] that Z(m)g is a finite disjoint union of GSpin Shimura
varieties associated to quadratic spaces isomorphic to (v, Q|,1) C (V;Q), where v € L with Q(v) = m; since p { m,
then (v!,Q|,1) is self-dual at p and the embedding v C V also induces a hyperspecial level for the Shimura variety
associated to v. By [AGHMP18, Prop. 4.4.2] (or [MP16, Cor. 6.23]), Z(m) is normal and flat and thus is the
disjoint union of canonical integral models of the GSpin Shimura varieties associated to isomorphism classes of v*
with Q(v) = m.
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restrict ourselves to the principally polarized case, see also [BHK 20, §2.1] and [KR14, §2.1, Nota-
tion 2.6]). The assumption that p is not ramified in K/Q and p does not divide the discriminant
implies that we can work with the hyperspecial level and the PEL Shimura variety has good reduc-
tion at p and the assumption that p splits in K/Q implies that the ordinary locus in Sk is nonempty.
More concretely, following [RSZ21, Def. 3.9, Def. 4.1], given a Hermitian lattice L self-dual at p, S
is the moduli space of the moduli problem which associates to a locally noetherian Of (,y-scheme
T the groupoid of (Ag, A, 19, t,\), where?®
Ap is an elliptic curve over T,
o : O — End(Ap) such that Ok acts on Lie Ay via the structure map Ox — Ok p) — Or;
A is an abelian scheme over T of relative dimension (n + 1),
t: Og — End(A) satisfies the Kottwitz determinant condition det(t — ¢(a)| Lie A) = (t —
a)"(t —a@) € Oplt],
A: A — AV is a quasi-polarization such that

— its Rosati involution satisfies t(a)f = (@) for all o € Ok,

— A induces a principal polarization on the p-divisible group A[p*°],

— Homg—» (TP(Ag), TP(A)) is isomorphic to L R0k Ok’ as Hermitian spaces, where

TP (AO),fp(A)) denote the product of prime-to-p Tate modules and O denotes the
product of completions O ¢ away from p and the Hermitian form on Homg—» (TP(Ag), TP(A))
is given by x — ¥ oz € Homg—» (TP(Ag), TP(Ap)) & A = Al , where (=) is the
dual map induced by the polarizations on Ag and A.

There are special divisors in S described in [RSZ20, §3.5] (see also [BHK'20, §2.5] and[KR14, §2.2,

Def. 2.8|), parametrizing (Ao, A, to, ¢, A, x) with (Ao, 4, o, ¢, A) as above and z € Homop, (A, A).

By [SSTT, §9.3|, given C' — Sk, such that the image of the generic point of C' is ordinary, we can
construct a morphism from (a finite étale cover of) C' to the special fiber of the canonical integral
model of a GSpin Shimura variety associated to a quadratic space of signature (2n,2) such that
the image of generic point of C' is ordinary; moreover, the construction also has the property that
if P € C(k) maps to a point in a special divisor in the GSpin special fiber, then P also maps to a
point in a special divisor in the unitary special fiber. Thus, as a direct consequence of Theorem 1.2,
we prove that there are infinitely many k-points on C which lie in the union of special divisors in
Sk; moreover, we may further assume that the special morphisms x € Home, (Ap, A) corresponding
to points on the special divisors have the property that " o x € Homp, (Ao, Ag) = Of is coprime
to p. This is the analogue of Theorem 1.2 in the unitary case. Note that similar to the orthogonal
case, the smaller unitary Shimura varieties associated to the prime-to-p special divisors still have
discriminants of the Hermitian spaces prime to p.

In order to prove Theorem 1.4 unitary case, we use the above analogue of Theorem 1.2 in the
unitary case and adapt the above inductive proof for the orthogonal case to the unitary case if T}, is
proper; thus to finish the proof, it remains to treat the case when Ti;BB hits the boundary of SEB.

The arithmetic compactifications of S are described in [BHK™20, §3].29 More precisely, by
[BHK*20, Thm. 3.7.1, Prop. 3.4.4], the boundary components of SBB are 0-dimensional (relative to
Spec Ok p); the toroidal compactification S*" is canonical and the fibers over the cusps of S*" —
SBB are abelian schemes and each of these abelian schemes, up to quotient by a finite group, is
isomorphic (over some finite extension of OK,(p)) to E ®p, Ao, where E is an elliptic curve CM

28Here we work with isomorphism classes of abelian varieties; one may also describe the moduli problem in the
prime-to-p isogeny category of abelian varieties; see for instance [LZ21, §11.2] for a short summary of the discussion
in [RSZ20,RSZ21].
29Even though [BHK*20] works with principal polarization case, since we work with hyperspecial level at p, the
description also applies to our case here.
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by Ok and Ag is an O-lattice of rank n — 1. Since S'** is canonical, the Hecke correspondences
associated to G (A?) (here G denotes the reductive group associated to S) extend to S*'. For each

cusp in SPB, we may choose an isotropic line J C W, where W is the Hermitian space over K of

signature (n, 1) used to define S. The admissible parabolic associated to the cusp is the stabilizer
of J and by [Howl5, §3.3, p. 673], the Z[1/¢]-points of the unipotent part of this parabolic acts on
E ®0,, Ao by translations of /-power torsion points and thus we prove the analogous statement of
Proposition 8.6 for the unitary case. Therefore we prove the unitary case of Theorem 1.4 by the
proof of Corollary 8.8.
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