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A STOCHASTIC SUBGRADIENT METHOD FOR NONSMOOTH
NONCONVEX MULTILEVEL COMPOSITION OPTIMIZATION*
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Abstract. We propose a single time-scale stochastic subgradient method for constrained opti-
mization of a composition of several nonsmooth and nonconvex functions. The functions are assumed
to be locally Lipschitz and differentiable in a generalized sense. Only stochastic estimates of the val-
ues and generalized derivatives of the functions are used. The method is parameter-free. We prove
convergence with probability one of the method, by associating with it a system of differential in-
clusions and devising a nondifferentiable Lyapunov function for this system. For problems with
functions having Lipschitz continuous derivatives, the method finds a point satisfying an optimality
measure with error of order l/\/ﬁ7 after executing N iterations with constant stepsize.
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1. Introduction. We consider the composition optimization problem
(L.1) min fi (2, fo (@ S (@ Far(@) ) ),

where X C R” is convex and closed, and f,, : R” x R¥»+1 — R%= m =1,..., M —1,
and far : R® — R are locally Lipschitz continuous functions, possibly neither
convex nor smooth.

The Clarke derivatives of f,, (-, ) are not available; instead, we postulate access to
their random estimates. Such situations occur in stochastic composition optimization,
where

(1.2) fm (T, Umy1) = E[@m(xa Um+lafm)]a m=1,...,M,

in which &, is a random vector, and E denotes the expected value. Two examples
illustrate the relevance of the problem.

Ezample 1.1 (risk-averse optimization). Given some random loss function H :
R™ x 2 — R, we consider the random variable Z = H(x) as an element of the Banach
space Z = L,(2,F,P), p € [1,00), and we evaluate its quality by the functional
p: Z2 — R, called a risk measure. This leads to the problem

(13) mip F(z) = p[H ()]

Particularly simple and useful is the mean—semideviation measure [33, 34], which is an
example of a coherent measure of risk [1] (see also [18, 38] and the references therein).
It has the following form:

(1.4) plZ) = E[Z] + » (E[(max (0,2 - E[Z]))le/p, p> 1.
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For p = 1, problem (1.3) with the risk measure (1.4) can be written in the form (1.1)
with two functions

fi(z,ue) = E[H(.Z‘) + 3 max (0, H(z) — ug)} ,
fa(x) = E[H (z)].

For p = 2, problem (1.3) with the risk measure (1.4) can be cast (with a minor
regularization) in the form (1.1) with three functions

fi(@,uz) =E[H(z)] 4 (e +uz)'/?, >0,
fa(x,us) = ]E{(max (0, H(z) — u;;))ﬂ,
f3(z) = E[H(x)].

We added € > 0 into the definition of f(-,-) to ensure the local Lipschitz property for
all ug > 0. Frequently, H(-) is nonconvex and nondifferentiable in modern machine
learning models. 0

Ezample 1.2 (stochastic variational inequality). We have a random mapping
H : R™ x Q@ — R™ on some probability space (£2,F, P) and a closed convex set X.
The problem is to find € X such that

(1.5) (E[H(z)),£ —x) <0 VEe X,

The reader is referred to the recent publications [22] and [23] for a discussion of the
challenges associated with this problem and its applications to stochastic equilibria.
We may reformulate problem (1.5) as (1.1) by defining f; : R x R” — R as

(1.6) fl(:r,u):max{(u,y—x)—g\|y—x||2}, r >0,

yeX
and fa(x) = E[H (z)]. In this case, we have access to the gradient of fq, but the value

and the Jacobian of f must be estimated. We do not require H(-) to be monotone
or differentiable. ad

The research on stochastic subgradient methods for nonsmooth and nonconvex
functions started in the late 1970s: see Nurminski [32] for weakly convex functions and
a general methodology for studying convergence of nonmonotonic methods, Gupal
[21] for convolution smoothing (mollification) of Lipschitz functions and resulting
finite-difference methods, and Norkin [31] and [29, Chaps. 3 and 7] for unconstrained
problems with “generalized differentiable” functions.

Recently, by an approach via differential inclusions, Duchi and Ruan [14] studied
proximal methods for sum-composite problems with weakly convex functions, Davis et
al. [11] studied the subgradient method for locally Lipschitz Whitney C!-stratifiable
functions with constraints, and Majewski, Miasojedow, and Moulines [27] studied
several methods for subdifferentially regular Lipschitz functions.

The research on composition optimization problems started from penalty func-
tions for stochastic constraints and composite regression models in [15] and [16, Chap.
V.4]. An established approach was to use two-level stochastic recursive algorithms
with two stepsize sequences in different time scales: a slower one for updating the
main decision variable x, and a faster one for tracking the value of the inner func-
tion(s). References [39, 40] provide a detailed account of these techniques and existing
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results. In [41] these ideas were extended to multilevel problems of form (1.1), albeit
with multiple time scales and under continuous differentiability assumptions.

A central limit theorem for problem (1.2) has been established in [12]. Large
deviation bounds for the empirical optimal value were derived in [17].

The first single time-scale method for a two-level version (M = 2) of problem (1.1)
with continuously differentiable functions has been recently proposed in [20]. It has the
complexity of O(1/€?) to obtain an e-solution of the problem, the same as methods
for one-level unconstrained stochastic optimization. However, the construction of
the method and its analysis depend on the Lipschitz continuity of the gradients of
the functions involved, and its parameters depend on the corresponding Lipschitz
constants.

To the best of our knowledge, there has been no research on stochastic subgradient
methods for composition problems of form (1.1) where the functions involved may be
neither convex nor smooth.

Our main objective is to propose a single time-scale method for solving the mul-
tiple composition problem (1.1) and to establish its convergence with probability one
on a broad class of problems, in which the functions f,,(-,-), m =1,...,M — 1, are
assumed to be locally Lipschitz and admit a chain rule, while fj;(-) may be only
differentiable in a generalized sense (to be defined in section 2). The class of such
functions is broader than the class of locally Lipschitz semismooth functions [28]. The
method’s few parameters may be set to arbitrary positive constants. The main idea
is to lift the problem to a higher dimensional space and to devise a single time-scale
scheme for not only estimating the solution, but also the values of all functions nested
in (1.1), and the generalized gradient featuring in the optimality condition.

Our approach uses the differential equation method (see [26, 25, 24] and the
references therein). Extension to differential inclusions was proposed in [3, 4] and
further developed in, among others, in [6, 14, 11, 27]. In our analysis, we use a
specially tailored nonsmooth Lyapunov function for the method, which generalizes
the idea of [35, 36] to the composite setting.

The second contribution is the error analysis after finitely many iterations of the
method. We prove that a nonoptimality measure for problem (1.1), which corresponds
to the squared norm of a gradient in the unconstrained one-level case, decreases at
the rate 1/v/N, where N is the number of iterations of the method. This matches
the best rate estimates for general unconstrained one-level problems [19] and the
statistical estimate of [12] for plug-in estimates of composition risk functionals; it
outperforms the estimate of the method of [41].

The paper is organized as follows. In section 2, we recall the main facts on gen-
eralized differentiation and the chain rule on a path. In section 3, we describe our
stochastic subgradient method for problem (1.1). In section 4 we introduce relevant
multifunctions and prove the boundedness of the sequences generated by the method.
Section 5 contains the proof of its convergence for nonconvex and nonsmooth func-
tions. Finally, in section 6, we provide solution quality guarantees after finitely many
iterations with a constant stepsize, in the case when the functions have Lipschitz
continuous derivatives.

2. Generalized subdifferentials of composite functions. We consider prob-
lem (1.1) for locally Lipschitz continuous functions f,(-) satisfying additional condi-
tions of generalized differentiability, subdifferential regularity, or Whitney C!-strati-
fication. Recall that f: R™ — R™ is locally Lipschitz if for every xg € R™ a constant
L and an open set U containing o exist, such that ||f(z) — f(y)|| < L||z — y|| for all
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xz,y € U. A Clarke generalized Jacobian of f(-) at x is defined as follows [8]:

ore) =con im0},

yeD(f)

where D(f) is the set of points y at which the usual Jacobian f'(y) exists. To simplify
further notation, Jf(z) of a function f : R™ — R™ is always understood as a set
of m x n matrices (also for m = 1). A locally Lipschitz function f : R® — R is
subdifferentally regular if for any x € R™ and d € R™ the directional derivative exists
and satisfies the equation

f(a +rd) — f(2)

lim = max gd.
740 T g€0f(z)

Whitney C!-stratification is a partition of the graph of f(-) into finitely many subsets
(strata), such that within each of them the function is continuously differentiable and
a special compatibility condition for the normals on the common parts of the closures
of the strata is satisfied (see [5] and the references therein).

We recall the following definition.

DEFINITION 2.1 (see [30]). A function f : R™ — R is differentiable in a gener-
alized sense at a point x € R™ if an open set U C R™ containing x and a nonempty,
convez, compact valued, and upper semicontinuous multifunction Gy : U = R" exist,
such that for ally € U and all g € Gf(y) the following equation is true:

f(y) = f(z)+g(y —x) +o(x,y,9)

with
o(x
lim sup o(z.9,9) =0
v geai ) 1y — |
The set G¢(y) is the generalized derivative of f aty. If a function is differentiable in a
generalized sense at every x € R™ with the same generalized derivative Gy : R™ = R,
we call it simply differentiable in a generalized sense. For functions with values in

R™, generalized differentiability is understood componentwise.

The class of such functions is contained in the set of locally Lipschitz functions
and contains all semismooth locally Lipschitz functions. The generalized derivative
G(-) is not uniquely defined in Definition 2.1, which is essential for us, but the Clarke
Jacobian Jf (x) is an inclusion-minimal generalized derivative. The class of generalized
differentiable functions is closed with respect to composition and expectation, which
allows for easy generation of stochastic subgradients in our case. For a full exposition,
see [29, Chaps. 1 and 6].

An essential step in the analysis of stochastic recursive algorithms by the differen-
tial inclusion method is the chain rule on a path (see [10] and the references therein).
For an absolutely continuous function p : [0,00) — R"™ we denote by p(-) its weak
derivative: a measurable function such that

pw=M®+Aﬁ®® V0.

DEFINITION 2.2. A locally Lipschitz continuous function f : R™ — R™ admits a
chain rule on absolutely continuous paths if

T
(2.1) f(p(T))*f(p(O)):/o g9(p(t)) p(t) dt
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for any absolutely continuous path p : [0,00) — R™, all selections g(-) € Of (), and
all T > 0. It admits a chain rule on continuously differentiable paths if (2.1) is true
for all continuously differentiable p : [0,00) — R™, all selections g(-) € df(-), and all
T>0.

Formula (2.1) is true for convex functions [7] and, as recently demonstrated in [13],
for subdifferentiably regular locally Lipschitz functions and Whitney C!-stratifiable
locally Lipschitz functions. In [37] we proved that generalized differentiable functions
admit the chain rule on generalized differentiable paths.

To formulate optimality conditions for our problem, and construct and analyze
our method, we need to introduce several relevant multifunctions. For a point x € R”
we consider the generalized Jacobians 9f,,(-), m = 1,..., M — 1, and we recursively
define the sets and vectors:

(2.2)
Gu(z) =0fu(z), wvu = fu(w);
(@) = conv{z € R" : 2 = gu + gud, (92+9u) € (@, 0ms1); J € Grusa ()},
Um = fm(T,0me1), m=M-—1,... 1

By [29, Thm. 1.6], each set G,,(z) is a generalized Jacobian of the function

(23)  Fo(@) = fu (@ frsr (@ fura (o S (@) =) ), m=1,., M,

at . We also have 0F,,(z) C Gp(x) [9]. We call a point z* € X stationary for
problem (1.1) if

(2.4) 0€ Gy(a*) + Nx(z%).

The set of stationary points of problem (1.1) is denoted by X*.

3. The single time-scale method with filtering. The method generates M+
2 random sequences: approximate solutions {xk}kzo C R"™, path-averaged generalized
subgradient estimates {zk}kzo C R”™, and path-averaged inner functions estimates
{uk Y0 CRYm m =1,..., M, all defined on a certain probability space (2, F, P).
We let Fj, to be the o-algebra generated by {z°,... yak 20 2R a0 uF) with

each w/ = (u,..., u},).

The method starts from z° € X, 20 € R?, u® € R% x... R and uses parameters
a>0,b>0,and p > 0. At each iteration kK =0,1,2,..., we compute
(3.1) y* = argmin {(zk,y—xk>+§||y—xk”2},

yeX
and, with an Fj-measurable stepsize 7, € (0, min(1,1/a,1/b)], we set
(3.2) T = ab 4oyt - ).

Then, we obtain statistical estimates:

Tt = [Tt T of I =[50 T € 0@ ). m= 1 M -
JEEL of JEFL € Ofar(aFT);
httof fr (@ ub, ), m=1, M —1;

Wi of far(a™th).

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/30/21 to 128.6.45.205 Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

2306 ANDRZEJ RUSZCZYNSKI

We use the stochastic subgradients J¥+1 to construct a biased estimate of a subgra-
dient of the composite function:

(3.3) gt =aytt it = JEEp JERGERL D om=M -1, L
Finally, we update the path averages by backward recursion as follows:

(3.4) ARl = ok aTk([g’fH] zk),

(35) uhft = uhy + T A —2R) o (B — ),
k+1 _  k Fk+1 gttt — gt Tkl k _oar
(3.6) uy =wu,, +J bl . + b7y, (R ul), m=M-1,...,1
m+1 um+1

In fact, we do not need the sequence {u¥} for the operation of the method, but we
include it for uniformity of notation; it will also provide an estimate of the functlon
value at the optimal solution.

We will analyze convergence of the algorithm (3.1)—(3.6) under the following con-
ditions:

(A1) The set X is convex and compact.

(A2) The functions f,,(-,-), m =1,..., M — 1, are Lipschitz continuous and admit
the chain rule (2.1) for every path (z(:), tm+1(-)) with a continuously differ-
entiable z(-) and absolutely continuous w,,+1(-). Moreover, for every x € X
and U, 1 € R+ the u-part of the generalized Jacobian, O, fy, (7, Umy1), is
single-valued.

(A3) The function fs(+) is Lipschitz continuous and admits the chain rule (2.1) for
every continuously differentiable path z(-).

(A4) A constant C exists, such that ||g|]] < C(1+ ||v])) for all g € Ofm(z,v), all
re€X,and allv € R¥m+1, m=1,..., M — 1.

(A5) The set {Fi(z) : x € X*} does not contain an interval of nonzero length.

(A6) 71, € (0,min(1,1/a,1/b)] for all k, Y727 o 7k = 00, >_p o E[77] < o0

(A7) For all k,

(i) hEHY = fo, (Pt ub ) + el 4 o5 m=2,..., M — 1, and
RAFE = far(aR ) 4 et o8 with limy o0 05! = 0 and
E{ek|Fe} =0, E{|lebF 2|7} <02, m=2,..., M;

(i) JE+ = Jht1 + EFH 4 AR with
TR € 9 (P Uk L) m=1,. . M —1, J5 € Ofy (k+1)
E{ELH|F) = 0, B{| EEFY2 )} < o2, hm,Hoo Akl —

(A8) Form =2,..., M —1, the error E¥*! is conditionally 1ndependent of Eé”l and
e?“, {=m+1,..., M, given Fg.

Remark 3.1. Assumption (A2) is satisfied if

fm($7um+1) :Qom(wm(-r)yuerl)a m = 17”';M_17

where ¢, (+, -) is continuously differentiable, and v, (+) is differentiable in a generalized
sense. Indeed, by virtue of [37, Thm. 1], if a path z(t) is continuously differentiable,
the function ¢, (-) admits the chain rule on this path. This implies that the path
Ym(x(t)) is absolutely continuous. Consequently, @(w.,(x(t)), um+1(t)) admits the
chain rule. This is true in both Examples 1.1 (p > 1) and 1.2, with a generalized
differentiable function (operator) E[H(-)].
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4. Basic properties. As the calculation of generalized subgradients of a com-
position requires the knowledge of the values of the inner functions, we will also need
a more general multifunction I" : R” x R” x R4 x ... x R = R x R% x ... x R
(4.1)

F(CB,Z,’LL) = {(gvvla cee 7UJV[) : EIDm € afm(l'vuerl)v ElD]VI € an(LC),

o = Dy (52, 2) — ) + b(far () — unr),
—sz( (SC Z)—Jf) +Dmuvm+1 +b(fm($ um+1) m)7 m = 1a"'7M_1

gM:D]Wa gm:Dmx+Dmugm+17 m:]-,“';M_]-a g:a(gip—z)}

Here,

_ . p
g, 2) = avgmin { (2,5 — @) + £]ly — o}
yeX

The multifunction I'(+) is convex and compact valued, due to assumptions (A2) and
(A3).

This multifunction allows us to write the iterations of {uF } and {z*} in a more
compact way and to establish the boundedness of these sequences. In our analysis we
consider the z- and u-components of I'(-) separately, by writing g € I',(z, z,u) and
Um € Imu(x, z,u), but it is essential to keep in mind that they all derive from the
same multifunction (same D,,’s).

LEMMA 4.1. If conditions (Al) and (A6)—(A8) are satisfied, then for all k the
following relations are true:

(4.2) ub e ul b D ("1 28 uP) + 708+ kit

where, for some constant C’fn,

(4.3) E[oEF | 7] =0, E[65™? | Fe] <C8, k=0,1,...
and
(4.4) lim of' =0 a.s.

k—o00

Moreover, the sequence {u*} is bounded a.s.

Proof. For m = M, formula (3.5) and assumption (A7) yield

(4.5) kTt =k 4 ok + 0 4 kit
with
UM Jk+1( k) xk) +b( k+1 ﬁ/{)’
ak—l—l Ek—‘rl(g xk,Zk —_r ) +b€k+1

(
k+1 Ak:-ﬁ-l( J}k,Zk —z )+b5§2_1
) (4.

Due to (A1) and (A7), relations (4. 4) are true for coordinate m = M.
To verify the boundedness of {u%,}, we define the quantities

(4.6) k=l + ZTjeﬂl.
j=k
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Owing to (A6) and (4.3), by virtue of the martingale convergence theorem, the series
in the formula above is convergent a.s., and thus @%, — u%, — 0 a.s., when k — oc.
We can now use (4.5) to establish the following recursive relation:

(4.7)

ahtt = (L=bry)ah + ey (92, 27) = 2F) + b far (2T + el b (@ —uhy).

By (A1), the sequences {J§,} and {fu(z*)} are bounded, and thus

limsup ||u}|| = limsup ||@f, || < limsup HJ]’fjl (5(a", 2%) = a*) + bfar (@) < 00
k—o0 k—o0 k—o0

Furthermore, it follows from (4.6) and (4.7) for M that a constant C,, exists, such that
E[flupm*] < Cu.

We now proceed by induction. Suppose the relations (4.2)-(4.4) are true for m+1,
the sequence {uF ,,} is bounded a.s., and E[||uf,,]|?] is bounded as well. We shall
verify these properties for m. From (3.6) for m and (4.2) for m + 1 we obtain

k ok k
x®, z x 5
) k41 erTk(hl,fnJrl 7ul,fn)

ubtl = u’fn + TkaLH 7 9’“
m+1 =+ m—+1 +a m+1

m

This can be rewritten as follows:

kel _ ok k k41 k1
uptt = ul, + ol + b5+ meald)

with
Sk kY _ ok
(4.8) of = Jhtt [y(x ;}i )-e } +b(fm(xk+1au1]:1+1) - ufn)v
m4+1
Sk kY _ ok
(4.9) 9514.1 _ Erlf;rl {y(f ;}i )—® } + (Jyl:l—o—l Ek+1)9k L +Ek+1 1c+11 + bel ket
m—+1
S(ok kY _ ok
(4.10) aptt =it tartl + AR [yéf <) et } +bo
vm—i—l + am+1

As the sequences {z*} and {u¥ ,,} are bounded a.s., the Jacobians J¥! are bounded
as well. Moreover, by assumption (A5), E[||J5™|?] is bounded for all k.

To verify (4.3)—(4.4), we only need to analyze the effect of various product terms in
the formulae above. The product J&F vk | in (4.8) is square integrable due to (A4).
The same is true for f,,(z**1, fn_H) The conditional expectation E[% | Fi] = 0,
thanks to assumption (AS8), because Gm *"1 depends only on observations of quantities
associated with the functions fy(-,-), £ = m+1,..., M. Furthermore, E[||6%1|? | fk]
is bounded, due to (A4), (A7), and (AS). Consequently, we can define a sequence {@¥, }
is a way analogous to (4.6) and establish for it a recursive relation of the form (4.7),
with M replaced by m. In the same way as above, we obtain the boundedness of
{uF } with probability 1, and its square integrability. By induction, the assertion is
true for all m. d

We now pass to the analysis of the sequence {z*}. Carrying out (3.3) for exact
subgradients, we would obtain

(4.11) gt =JNH gkt = gRRL gEt gL =M — 1, L

Evidently, a([g k+1] —2F) € I (xF T, 27 uF).
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LEMMA 4.2. If conditions (Al) and (A6)—(A8) are satisfied, then for all k =
0,1,... and allm=1,..., M,

(412) g’r]?n,-i_l :g1]'6n+1+%7€1+1 +Bfa+1) m= 17"'7M7
where, for some constant C,,,

(4.13) Elsent [ 7] =0, B[l 1* | Fi] < Cy lim g =0,
—00

Proof. Formulae (4.12)—(4.13) are true for m = M directly by (A7)(ii). Supposing
that they are true for m + 1, we verify them for m. We have

~k+1 k+1 Tk+1 k+1 Tk+1 ~k+1 k+1 k+1
Tk+1 k+1 Tk+1 k+1\ ~k+1 k+1(~k+1 k+1

U

The first term in (4.14), J5+1 — J5+1 admits decomposition of the form (4.12)(4.13)

mx

directly by (A7)(ii). The second term, by (A7)(ii), can be represented as follows:
(F50 = JEEDGEH = (BAEE+ ALY (ght) + 8 + BEEL).
Owing to (A8),
B{EEHAEL | Fu) =0, B{||EELSEAL P | Fi) < Coo

Together with the boundedness of {z*} and {u*}, this implies that the second term
admits decomposition of the form (4.12)—(4.13). The third term in (4.14), by (4.12),
can be represented as follows:

Jk:+1(~k+1 k+1 ) — Jk+1( k+1 +5k+1 )

mu \Im+1 — Im+1 mu \Ffm+1 m—+1

Together with the boundedness of {J¥}, this implies that the third term admits
decomposition of the form (4.12)—(4.13) as well. Therefore, (4.12)—(4.13) are true for
all m. d

We can now establish the boundedness of the sequence {z*}.

LEMMA 4.3. If conditions (A1) and (A6)—(A8) are satisfied, then with probabil-
ity 1 the sequence {z*} is bounded.

Proof. We proceed as in the proof of Lemma 4.1. We define the quantities
3k =k +aZTj[%{+1]T, E=0,1,....
j=k

Due to Lemma 4.2, by virtue of the martingale convergence theorem, the series in the
formula above is convergent a.s., and thus ¥ — z*¥ — 0 a.s. when k — oco. We can
now use (3.4) to establish the following recursive relation:

= (1 —amp)2* + any [glf"’l]T + (J/Tk([ fH]T + 28 — 2.

Therefore,
lim sup ||zk|’ = lim sup ||2k|’ < limsup ||g]fH < oo as.,
k—»00 k—»00 k— o0

as claimed. O
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5. Convergence analysis. We start from a useful property of the gap function
n: X xR" = (—o0,0],

(5.1) n(a.2) = min {(z.y = @) + Ly — 2l

We denote the minimizer in (5.1) by %(z, 2). Since it is a projection of z — z/p on X,
(5:2) (,5(x,2) — 2) + pllg(, 2) — 2l|* < 0.

Moreover, a point z* € X* if and only if z* € G(z*) exists such that n(z*, 2*) = 0.

We can now state the main result of the paper.

THEOREM b5.1. If the assumptions (A1)—(A8) are satisfied, then with probabil-
ity 1 every accumulation point & of the sequence {x*} is stationary, limy_, o (uk, —
Foo(z%)) =0 form =1,..., M, and the sequence {Fy(z*)} is convergent.

Proof. We consider a specific trajectory of the method and divide the proof into
three standard steps.
Step 1: The limiting dynamical system. We denote by pF = (xk7zk7uk), k=

0,1,2,..., arealization of the sequence generated by the algorithm. We introduce the
accumulated stepsizes ty, = Zf;é 7j, k=0,1,2..., and we construct the interpolated
trajectory

t— 1t
Py(t) = p" + T—k(p’“rl "), te<t<tpr1, k=0,1,2,....

For an increasing sequence of positive numbers {s;} diverging to oo, we define shifted
trajectories Py(t) = Py(t + sx). The sequence {p*} is bounded by Lemmas 4.1 and
4.3.

By [27, Thm. 3.2], for any infinite set /C of positive integers, there exist an infinite
subset C; C K and an absolutely continuous function Py : [0, +00) — X x R™ x R™
such that for any 7" > 0

lim sup HPk Poo(t)H =0,
k=00 1ei0,1]

ke
and Poo () = (Xoo (), Zoo(+), U (*)) is a solution of the system of differential equations
and inclusions corresponding to (3.2), (3.4) with (4.12), and (4.2):

(5.3) 2 (t) = g(a(t
5.4 (Z(),4(t)) €

Moreover, for any ¢t > 0, the triple (Xoo (t), Zoo (1), Uoo(t)) is an accumulation point
of the sequence {(z*, 2% u*)}.
In order to analyze the equilibrium points of the system (5.3)—(5.4), we first study
the dynamics of the functions @, (t) = fin(X(t),Um+1(t)), m = 1,...,M — 1, and
Mm(t) = fu(X(t)). In what follows, the equations and inequalities involving X (t),
Un(t), and @,,(t) are understood as holding for almost all ¢ > 0.
It follows from (5.3) that the path X(-) is continuously differentiable. By virtue

of assumption (A3), for any Jys(t) € Ofar(X(2)),

)z
€ I'(x(t), (t),u(t)).

(5.5) Bar(t) = T (D)X (2).
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Assumption (A2) means that for any J,,,(t) € 0 f (X (t), Un+1(t)),

.X(t> 1 , m=1,....M —1.
Um+1(t)

We need to understand the dynamics of U,, (). From (5.4) and (4.1) we deduce that

(5.6) B (t) = T (t)

(5.7) Unp(t) = Jpu ()X () + 0[Par(t) — Un(t)],
with some Jy;(t) € Ofar (X (¢)), and

F b (t) — Un(t), m=1,...,M—1,

On(t) = Jon(®) [UX (t)(t)
m—+1

with some J,,(t) € & fun(X(t),Upi1(t)). Therefore, using Jp,(-) = Jp(-), for m =
1,..., M, in (5.6), we obtain

(5.8) Upn(t) = S (£) + 0[Py (t) — Upa (1))

We can verify by induction that the solution of (5.6)—(5.8) has the form

M-1 ¢
(5.9) D) = GmOX )+ 6> ] Ju®[Pesa(t) = Upa(®)], m=1,..., M,

l=m qg=m

with §,,,(t) defined by the recursive procedure:

gM(t) = jM(t)a gm(t) = me(t) + jmu(t)gm+1(t)v m=M-—1,...,1,

and Je and Joe denoting the z-part and the wu-part of jm, respectively. These
observations will help us study the stability of the system.

Step 2: Descent along a path. We use the Lyapunov function
(5.10)

Wz, z,u) = afy(z,uz) =02, 2) + > Y || Fon (@ mg1) = || + var || Far () = uar |

M-1
m=2

with the coefficients v, > 0 to be specified later. Directly from (5.9) for m = 1 we
obtain

(5.11)  f1(X(T), Ux(T)) — f1(X(0), U2(0))
M—-1

_ /OTgl(t))%(t) dt +b /OT

/=1 q=

4
Tqu(t)[@e1(t) = Usya (1)) dt.

We now estimate the change of n(X(-), Z(+)) from 0 to T'. Since g(z, z) is unique,
the function n(-,-) is continuously differentiable. Therefore, the chain formula holds:

n(X(T), Z(T)) — n(X(0), Z(0))

T . T .
:/O (Von(X (), Z(1)), X (1)) dt+/ (Vn(X (1), 2(8)), 2(1)) dt.
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From (5.4) and (4.11), we obtain (for almost all ¢ > 0)

Z(t) = a(g1 (t) - Z(t))
with the same §1(-) as in (5.9) for m =1 and in (5.11).

Substituting V.n(z, z) = —z + p(x — §(=, 2)), V.n(zx, z) = §(z, z) — x, and using
(5.2), we obtain

n(X(T), Z(T)) = n(X(0), Z(0))
T
= /O (= Z(t) + p(X (1) —g(X (1), Z(1))), 5(X (1), Z(t)) — X(t)) dt

+a

T
; (X (), Z(1) = X (), 91 (t) = Z(1)) dt
T

> q / W(X(1), 2(1) — X(1), g7 (1) — Z(t)) dt

T T 9
> a/ a()(FX®),Z(t) - X(1)) dt+ap/ |7(X (), Z(t)) — X (¢t)||” dt.
0 0

With a view at (5.3), we conclude that

T L] T L] 2
(5.12)  n(X(T), Z(T)) — n(X(0), Z(0)) = a/o g1 (t)X (1) dt+ap/0 X)) dt.

We now estimate the increment of ||®,,(-) — Up(-)|| from 0 to T. As || - || is
convex and ®,,(+) and U,,(-) are paths, the chain rule applies as well: for any M, (t) €
0P (t) — U (t)|| we have

T
Hdsm(T) - Um(T)H - ngm(o) - Um(O)H = /0 </\m(t)’ Qsm(t) - Um(t)> dt.

By (5.8), @, (t) — Um(t) = b[Up (t) — @y, (t)] for almost all ¢ > 0. Furthermore,

P (t) — Unm(t)

—U.
M) = 1 & = O @]

it Bou(t) # Unm(t).
Therefore
(513) [ Bn(T) = Un(T)]| = [|#m(0) — Unn(0)]| = —b / |B2n () — Ui (0)]] .

We can now combine (5.11), (5.12), and (5.13) to estimate the change of the
Lyapunov function (5.10):

W(X(T),Z(T),U(T)) — W(X(0),2(0),U(0))

M—-1 T m )
<ab 3 [ T @oa®) = Vo (0)]

T M T
_ap/o 1Z0)| dt—bmz_;ym/o B2 () — U (0)]] .

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/30/21 to 128.6.45.205 Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

STOCHASTIC MULTI-LEVEL COMPOSITION OPTIMIZATION 2313

Because the paths X (¢) and U(-) are bounded a.s. and the functions f,, are locally
Lipschitz, a (random) constant L exists, such that || Jy.(t)|| < Lform =1,...,M—1.
The last estimate entails

(5.14) W(X(T), Z(T),U(T)) — W(X(0), Z(0),U(0))
M

T T
< —ap/ ||X(t)||2 dt —b Z (Ym — amel)/ [P () — Up ()| dt.
0 m=2 0

By choosing v,, > aL™~* for all m, we ensure that W (-) has the descent property to
be used in our stability analysis at Step 3. The fact that L (and thus 7,,) may be
different for different paths is irrelevant, because our analysis is pathwise.

Step 3: Analysis of the limit points. Define the set

S={(z,2,u) € X* xR" xR"™ : n(z,2) = 0,
U = fn (@ tmg1), m=1,..., M —1, up = fM(x)}

Suppose (Z, Z, @) is an accumulation point of the sequence {(z*, 2%, u*)}. If n(z,2) < 0
OF Uy, # [ (T, Umy1), then every solution (X (¢), Z(t),U(t)) of the system (5.3)—(5.4),

starting from (Z, z,u), has ||)5( 0)|| > 0 or ||§,,(0) — Up,(0)|| > 0. Using (5.14) and
arguing as in [14, Thm. 3.20] or [27, Thm. 3.5], we obtain a contradiction. Therefore,
we must have n(Z,z) = 0 and 4, = fin (T, Umy1), m=1,...,M—1,and ap = [y (T).

Suppose T ¢ X*. Then
(5.15) dist (0, G1(Z) + Nx(z)) > 0.

Suppose the system (5.3)—(5.4) starts from (Z, z,a) and X (¢) = z for all ¢ > 0. From
(5.4) and (4.1), in view of the equations §(z,z) = T and uy = fu(T), we obtain

Mm(t) = far(Z) for all ¢ > 0. Proceeding by backward induction, we conclude that
Un(t) = fim(Z,Umy1) for all ¢ > 0 and all m = 1,..., M — 1. The inclusion (5.4), in
view of (2.2), simplifies to

(1) € a(Gy(z) — 2(1)).

For the convex Lyapunov function V(z) = dist (2, G1(Z)), we apply the classical chain
formula [7] on the path Z(-):

V((Z(T)) — V(2(0)) = / (OV(2(1)), 2(1)) dt.
For Z(t) ¢ G1(Z), we have

Z(t) = Projg, ) (Z(t))
1Z(t) — Projg, &) (Z ()|l

oV(Z(t) =

and Z.(t) = a(d(t) — Z(t)) with some d(t) € G1(z). Therefore,

(OV(Z(1)), Z(t)) < —all Z(t) — Projg, ) (Z(1))l| = —aV(Z(1)).
It follows that

T
V((Z(T)) ~ V(Z(0)) < —a / V(Z(t)) dt.
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and thus

(5.16) lim dist (Z(t),G1(z)) = 0.

t—o0

It follows from (5.15)—(5.16) that 7" > 0 exists, such that —Z(T) ¢ Nx(Z), which

yields X (T) # 0. Consequently, the path X (¢) starting from Z cannot be constant
(our supposition made right after (5.15) cannot be true). But if it is not constant, then
again T' > 0 exists, such that X(T) # 0. By Step 1, the triple (X (T),Z(T),U(T))
would have to be an accumulation point of the sequence {(z*,z* u*)}, a case al-
ready excluded. We conclude that every accumulation point (Z, Z, @) of the sequence
{(z*, 2%, u¥)} is in S. The convergence of the sequence {W(z*, 2% u*)} then follows
in the same way as [14, Thm. 3.20] or [27, Thm. 3.5]. As n(z*,2*) — 0, the con-
vergence of {f1(x*,uk)} follows as well. Since f,,(z%) —uf, — 0, m =2,..., M, the
sequence {Fy(z*)} is convergent as well. 0

Adapting the proof of Lemma 4.3, we obtain the convergence of path-averaged
stochastic subgradients.

COROLLARY 5.2. If the sequence {x*} is convergent to a single point T, then every
accumulation point of {z*} is an element of the generalized gradient G, (Z) satisfying
the optimality condition at x.

In fact, if we introduced path-averaging of the vectors ¥, used in (3.3), in a way
similar to (3.4),

k41 k ~k+17T k
P :zm+aTk([gm+] —zm>, m=1,...,M,

we could extend Corollary 5.2 to the convergence of each {zX} to an element of the
generalized gradient G, (Z).

6. Fixed stepsize performance. Although our main interest is in nonsmooth
problems, we present here performance guarantees after finitely many steps with a con-
stant stepsize, when the functions are continuously differentiable. We make stronger
assumptions about the functions f,, in problem (1.1) and about the estimation bias
in (A6):

(A9) The functions fp,(-,:), m=1,...,M — 1, and fps(-) are continuously differen-
tiable with Lipschitz continuous derivatives.

(A10) A constant Cs > 0 exists such that max (|65, |AEF|) < Cs7y, with prob-
ability 1 for all k and m=1,..., M.

(A11) A constant L exists, such that ||J¥*1|| < L with probability 1 for all k =
0,1,2....

In (A10) and (A11) we need Cs and L to be the same for all paths, because we
need one Lyapunov function for all paths. Assumptions (A9)—(A11) imply (A2)—(A4).
We also do not need assumptions (A5) and (A6), since we are interested in finitely
many iterations.

Our reasoning is similar to the line of argument in [20, sec. 3], albeit with the
multilevel nested structure. We assume that we carry out a finite number N of
iterations with a constant stepsize 7 > 0. A similar analysis of the rate of convergence
of a closely related method has been recently provided in [2, sec. 3], under strong
assumptions about fourth moments of the errors.

In our considerations below, C' is a sufficiently large deterministic constant de-
pendent on various constants featured in the problem definition, such as the Lipschitz
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constants, the variances of the errors, etc., but not dependent on the number of iter-
ations N, algorithm parameters, or the stepsize 7.

We shall use a different Lyapunov function than (5.10), namely,
(6.1)

M—-1
Wz, 2,u) = aFy(x) = 0(2,2) + Y Yo || Fn (@, tmg1) = || + s || far (2) — s ||

m=2

It is a direct generalization to the multilevel case of the function used in [20]. The
reason for reverting to this function is that a smooth function is more amenable for
the fixed step analysis of the method when applied to a smooth problem.
We shall need the following condition about the function (6.1).
(A12) Constants ¥ exist, for m = 2,..., M, such that if all v,, > y™" then the
function (6.1) is bounded from below on X x R™ x R92 x ... x R,
By using assumptions (A7)-(A10) and adapting to discrete time our analysis from

Step 2 of the proof of Theorem 5.1, we estimate the three terms of the difference

E[W(mkH, PAaRTians| ’]-'k] —W(zF, 2F, uP)
= a(E[R (") | Fi] = Fi(z")) = (B[, ) | F] = (2, 2h)

M-1
+ > A B fm @ up ) = g P F] = (@ wln) — wlha?)
m=2

+ s (B[ (@) = b 1P [ e = 1 far (2%) — i )1?).

Denote d* = y* —z*. The decrease of the first part of the Lyapunov function can
be estimated as follows (with an adjustment of the constant C):

E[Fl(xkﬂ) ‘ ]-'k} — Fl(xk)
(6.2) < 7grdt + 79t = arlllldt ] + TlIGL(e®) = gyt + O
< TG 4 7 Ga () - gt + Creve.
Recall that for continuously differentiable functions
Qﬁ/f = M(xk)7 ﬁﬁz = fm;(xk»ufnﬂ) + f;zu(xk7ufn+1)§51+1ﬂ m=M-1,....1,
and
Gm(2") = fis(2®),
Gr = frw (@ Frpa (2®) + flon (2%, Frga (aM) Gy, m=M —1,..., 1.

Let Lg be an upper bound on the Lipschitz constants of all Jacobians featured in the
formulas above. Proceeding by backward induction in m, we can verify that

M-—1
1G1(@*) = 35| < D L& || P (2%) = s ||
m=1

Furthermore, for m =2,..., M — 1, in a similar way we obtain

([ Fm (2%) =t || < | Fon (2 1 1) = || + L[ Prua (27) = 4|

M
< Z Lq_meq(xk’“gﬂ) - “];H

q=m
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Therefore,

lGn (@) = a1 < Z Lg Z L fa" g ) = g

q=m

q
Z quimeq(xkvulr;H) - USH

I
™M= i

Substitution into (6.2) yields (with K, = >~ _, LZLI~"™)

M
(6.3) E[Fy (") | Fi] = Fu(a®) < 7t db 471 d"| D Ky || fo(@*, uly) —ub]|+C>.
q=2

Due to (A6) and the continuous differentiability of the function (-, -), the change
of the second part of the Lyapunov function can be estimated as follows (the inequal-
ities are derived from (5.2), as in (5.12)):

(6.4) E[n(z" 1, 2F1) — n(2k, 2] > argiTtdk + a,m’”clkH2 - C72.

We remark here that the Lipschitz constant of the gradient of n has a uniform bound
for all p > 0, and thus we may assume that C' is independent of p. Finally, we analyze
the decrease of the third part, associated with the “tracking errors” f,,(z*, uk, 1) —

k form=1,...,M and k =0,1,..., N. When m = M, the argument w,, 1 is not
present, but we keep uniform notation for brevity.

LEMMA 6.1. A constant C exists, such that if the method carries out N iterations
with a constant stepsize T € (0, 1/(4b)), then form=1,2..., M,

(6.5) B[l fm (=™, upm 1) = uml?] = [l £ (2°, u1) = up|®
N-1

1
< —§b7' Z IE[Hfm(xk,uan) — uanQ} +CN72.
k=0

Proof. First, we consider the term associated with fas(-) to expose our ideas.
Expanding the square, we obtain

(6.6) ||f k+1 ﬁ-1||2
= || Far(a®) =l ||* + 2(far () =l far (@) = = far(a®) + )
+ HfM(mkH) — kit — far(2®) +u’wa2.
Due to assumption (A9),
Fur (@) = farla) = 778 b
with E[||75/ ]| | Fi] < CT2 By (3.5),

k1 _

uhft — by =TT b (R — b))

TR 4 e BV R+ T AN A 4 b (far (R — uF) - brel T+ bran
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Therefore
S (@) — fM(xk) ub !+
= —br(fu (@) —uhy) — TERdF — 7 AR AR —breptt — broptt el
= —br(fm(x ) — uM) Ek"'ldk br e’,ﬁ“ + kL

where [|r*+1|| < C72. Then

B ) = Farleh) ki | 5] < 2077 ) — |+ 207

We can now substitute the last two expressions into the scalar product in (6.6) and
take the conditional expectation of both sides with respect to Fy:

E[llfar (z") = ufi 12 [ Fa] < (1 —br +20%7%) | far (") — uly|* + O72.

Adding these inequalities for £k = 0,1,..., N — 1 and taking the expected value of
both sides, we get

N
E[|l far (™) —ung|*] =l far (@) —uds |* < —br(1-2b7) Y El|far (") —uf |*] +CNT>.
k=0

With 7 < 1/(4b), we obtain (6.5) for m = M.
For 1 < m < M the analysis follows the same steps. The expansion (6.6) is
similar:

4wt = = 0 ) = ol |

+ 2<fm(x 7u7]31+1> - uﬁw fm<xk+1 fnt,-ll) uf}j_l - fm($k7 ufnJrl) + u§n>

2
+ ||fm($k+l ]:n++11) Ufnﬂ _fm(xkauﬁwrl)"_ul;zH .

The only difference is the presence of the arguments u¥, 41 and um +1 Due to assump-
tion (A9),

k+1 | k+1 k ,k k+1 3k k+1/, k+1 k k+1
fm(x + 7un;:-1) _fm(x 7um+1) :T‘]m_; d +Jm—': ( m—i:l—l _um+1)+rm+ .

The additional term, JE+1(u fn‘:ll —uF, 1), is compensated (with stochastic errors) by
the corresponding term in the update of u,, by (3.6):

k k Fh+1 gk | Tk k+1 k k
um+1 = Uy, = TJmild + ijl( mt—l - uerl) + bT(h - m)
The remaining steps are identical and lead to the estimate (6.5) for m < M. a

Integrating (6.3), (6.4), and (6.5), we obtain the following inequality (we write
@k for fr,(zF, uk ) and &%, for far(z*)):

E[W(:ck+1,zk+1,uk+1) |.7-—k] — W(zk,zk,uk) < —ap7'||dk\|2

M 1 M
+ar|d™| Y K || @), —up || - P Y Yl P, —uh|® + C7?

m=2 m=2

ap b’Ym
< —TZ ( 2 — k5, — |+ I —ufn||2) Lo,
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where C is a constant independent of 7 and ~,,. If

aK2 (M —1)

=2
2bp o

Ym > M

geeey 5

then the quadratic forms in the parentheses are positive definite. Then § > 0 exists,
such that

M

E[W(mkH, PARRTLaR! ‘]—'k} —W(ak, 2k by < =7 ||d¥|)? - or Z |®F —uk |2 +C72.
m=2

Taking the expected value of both sides and summing for k from 0 to N — 1, we get

EW(N, 2N, u™)] — W(a°, 2°,u°)

N-1 M N-1
< E[ = Y =2k P =m0 > Ik, - u,’;ﬂ + CN72.
k=0 m=2 k=0

Let Winin be the minimum value of W(-,-,-), existing by virtue of (A12). Dividing
the last inequality by 70 N and simplifying, we obtain

N-1

M
1 ko k2 k .k k2 1 0 .0 ,0 Cr
N kZ_OE{y —z"|| +mZ:2||fm(CU s Um1) — U |7 < 7_57]\,(1/\7(% V2 U )—Wmin)+7~
With 7 ~ N~1/2,

1N211E[||y’€ S S bl ) ] < S

m » Ym+- m — .

N o’ VN

Therefore, at a random iteration R, drawn from the uniform distribution in {0,1,..., N—

1}, independently from other random quantities in the method, we have

M
6.7) H«:[uyR S S el ) — P

m=2

} Const
<

Yok

No conditions on the method’s parameters are required for this result, as opposed to
our earlier analysis of the two-level case in [20]. This improvement is due to the linear
correction terms in (3.5)—(3.6), which account for the movement of x.

It also follows from (6.5) that we can write an estimate similar to (6.7) for each
individual tracking error. For each m=1,..., M,

i
VN

If we consider the quantities on the left-hand side of (6.7) and (6.8) as measures
of nonoptimality and tracking errors of the triple (z, 2% uf), we can deduce that
O(1/€?) iterations are needed to achieve an error of size e. The reference [20, sec.

2] provides a thorough discussion of similar optimality measures used for constrained
stochastic optimization.

6.8)  E[llfm(z" ugty) = un|?] (@, 1) = up[* +

2
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