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Abstract

We discuss various aspects of a local-to-global embedding technique and the metric geome-
try of stable metric spaces, in particular two of its important subclasses: locally finite spaces
and proper spaces. We explain how the barycentric gluing technique, which has been mostly
applied to bi-Lipschitz embedding problems pertaining to locally finite spaces, can be imple-
mented successfully in a much broader context. For instance, we show that the embeddability
of an arbitrary metric space into £, is determined by the embeddability of its balls. We also
introduce the notion of upper stability. This new metric invariant lies formally between
Krivine—-Maurey (isometric) notion of stability and Kalton’s property Q. We show that sev-
eral results of Raynaud and Kalton for stable metrics can be extended to the broader context
of upper stable metrics and we point out the relevance of upper stability to a long standing
embedding problem raised by Kalton. Applications to compression exponent theory are high-
lighted and we recall old, and state new, important open problems. This article was written in
a style favoring clarity over conciseness in order to make the material appealing, accessible,
and reusable to geometers from a variety of backgrounds, and not only to Banach space
geometers.
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1 Introduction

The idea of finding a faithful representation, or embedding, of an intractable space into a
tractable host space is an extremely powerful and versatile tool with far reaching applica-
tions. The class of spaces of interest and the relevant notions of faithful embeddability are
dictated by the problems under scrutiny. This line of thoughts motivated the study of rich and
deep embedding theories. Some of the most famous applications of this geometric approach
arise in theoretical computer science, geometric group theory, topology, and noncommu-
tative geometry. We refer to [8,22,34,41,56,57,62-65,69,76,83,89] (where comprehensive
lists of references can be found) for an extensive account of these rapidly growing research
directions.

The main objective in this article is to display various trade-offs when embedding faithfully
every member of some interesting classes of metric spaces into a Banach space that can be
drawn for a class of Banach spaces with desirable geometric properties. When we think of
a Banach space with the best possible geometric properties, Hilbert space is most likely the
first space that comes to mind. In most situations (but not all!), Hilbert space exhibits the
strongest, or optimal, geometric behavior and we will indeed think of it as a Banach space with
highly sought geometric properties. The Lebesgue sequence spaces £, and function spaces
L, := L,[0, 1] in the super-reflexive range p € (1, c0), and more generally super-reflexive
Banach spaces!, are targets of choice due to fundamental applications in non-commutative
geometry and topology that will be explained shortly. Despite not possessing the strong
geometric features of super-reflexive spaces, £1 and L nevertheless play a pivotal role in the
design of approximation algorithms.

We will mainly consider embeddings of metric spaces into Banach spaces and give most
definitions for this setting, but obviously these can be generalized to metric space targets.
The strongest notion of faithfulness for metric spaces is isometric embeddability. A metric
space (X, dx) admits an isometric embedding into a Banach space (%, | - ||# ) if there exists
f: X = % such that || f(x) — f(V)|l = dx(x,y), for all x,y € X. It follows from a
result of Godefroy and Kalton [31] that if a Banach space % contains an isometric copy of
every separable metric space than it must contains a linear isometric copy of every separable
Banach space, and thus we cannot expect % to have any non-trivial geometric features; in
particular % cannot be reflexive and even less so super-reflexive. Luckily, for the applications
that are of interest to us we only need to consider certain restricted classes of metric spaces
and weaker notion of faithfulness. A natural relaxation of isometric embeddability allows for

' A Banach space is super-reflexive if all its ultrapowers are reflexive.
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some distortion of the distances. A bi-Lipschitz embedding from (X, dx) into (#, || - ||# ) is
amap f: X — & satisfying

s-dx(x, y) < [f(x) = fWllz = D-s-dx(x,y). (€]

for all x, y € X and some constants s € (0,00) and D € [1, oo) that do not depend on
the points x and y. Note that in our setting the target space being a Banach space, one can
always take s = 1. A bi-Lipschitz embedding accounts for the geometry at all scales and is
the faithfulness notion that is ubiquitous in theoretical computer science, in particular in the
design of approximation algorithms. Unlike the situation in the isometric category, it is not
true that if a Banach space must contain a bi-Lipschitz copy of every separable metric space
then it must contain a linear isomorphic copy of every separable Banach space. Indeed, a
landmark result of Aharoni [1] states that every separable metric space bi-Lipschitzly embeds
into cp, however it has long been known that every subspace of ¢y contains an isomorphic
copy of cg [5, Chapter 12, Theorem 1]. Moreover, a Banach space that contains a bi-Lipschitz
copy of every separable metric space cannot be super-reflexive, yet even reflexive or with the
Radon—Nikodym property. These claims follow from classical differentiability arguments
which are thoroughly discussed in [16]. Thus, we must once more sacrifice on either the
largeness of the class of metric spaces considered or the faithfulness of the embedding.
Theoretical computer science is mostly concerned with finite objects, in particular with finite
metric spaces, and low-distortion bi-Lipschitz embeddability of finite metric spaces (and
subclasses thereof) into finite-dimensional Banach spaces, in particular Z’; for p € {1, 2} and
a small dimension k, has proven to be a crucial tool (see [2]). We will not expand more on
this fascinating area here. We will instead focus our attention to infinite metric spaces and
on a relaxation of bi-Lipschitz embeddability, called coarse embeddability, which accounts
for the large scales only, and its small-scale counterpart, namely uniform embeddability. Let
(X, dx) be a metric space, (%, | - |l#) be a Banach space and f: X — % be a map. We
define for ¢t > 0,

pr@) =inf{|| f(x) — fWlo : dx(x,y) > 1},
and
wy (1) :==sup{l| f(x) — fFW o : dx(x,y) <1}

We will refer to the map f as an embedding of X into ¢ and for every x, y € X, itis easy to
verify that

prldx(x, y)) < [ f(x) = fWlo < wpdx(x, y)).

The moduli p r and w ¢ will be called the compression modulus and the expansion modulus
2, respectively, of the embedding. A map f: X — % is said to be a uniform embedding if

lin(l)wf(t) =0and ps(¢) > Oforallt > 0. 2)
t—

This type of embedding is designed to describe the microscopic structure of X since only
the behavior of f with respect to pairs of points whose distance to each other is small
is taken into account. It can be seen as a quantitative version of a topological embedding
when the spaces carry a metric structure. Uniform embeddability is irrelevant for uniformly

2 The expansion modulus is usually called modulus of uniform continuity when f is a uniformly continuous
map.
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discrete? spaces and we can always assume that the metric is bounded, by replacing dx with
the uniformly equivalent metric min{dx, 1} for instance. Uniform embeddings have been
extensively studied in nonlinear Banach space theory for about 50 years, and they recently
made a quite unexpected appearance in sketching theory in theoretical computer science (see
[3D).

On the other hand, we say that X admits a coarse embedding® into % if there is a map
f: X — & such that

lim pr(t) = o0 and wy(t) < oo forallt > 0. 3)
1—00

It will be interesting to consider embeddings which are simultaneously coarse and uniform.
A map f: X — & satistying (2) and (3) is usually called a strong embedding.

The notion of coarse embedding is not relevant for bounded metric spaces, since any map
sending all the points of a bounded space onto a single point of the target space is trivially
a coarse embedding. In particular, a coarse embedding is not necessarily injective and it
is worth noting that we can always assume that X is uniformly discrete by passing to one
of its skeletons. A subset S of a metric space (X, dx) is called an (J;, &,,)-skeleton if there
exist 0 < 8 < §,, < oo such that S is §s-separated and sup, x dx(x, S) < &,,. A classical
and simple application of Zorn’s lemma shows that every non-empty infinite metric space X
admits a (8, §)-skeleton for every 6 € (0, diam(X)). The following easy and well-known fact
tells us that coarsely embedding a metric space or one of its skeleton is essentially the same,
up to some usually inessential loss in the faithfulness of the embedding.

Lemma 1.1 Let (X, dx) be a metric space and S a (35, é,,)-skeleton of X, then any map
c: X — S which maps a point in X to its closest point in S satisfies forall x,y € X

dx (x, y) =28 < dx(c(x), c(y)) = dx(x, y) +28p. “

The closest point map above (ties are arbitrarily resolved) is a very faithful coarse embed-
ding’, and it is an example of what is called a quasi-isometric embedding in geometric group
theory or a coarse bi-Lipschitz embedding in nonlinear Banach space theory®.

Amap f: X — # iscalled a coarse bi-Lipschitz embedding or a quasi-isometric embed-
ding if it is bi-Lipschitz up to some additive constants, i.e. if there are constants A € [1, co)
and B € (0, 0o) such that for all x, y € X,

1
de()my) —B=|f(x)—fWlz = Adx(x,y) + B.

The geometric group theory terminology is well-established and predates the nonlinear
Banach space theory terminology. However, coarse bi-Lipschitz embeddings are more tightly
connected to bi-Lipschitz embeddings than with isometric embeddings and in the remainder
of this article we will favor the terminology “quasi-isometric”” when groups are involved and

3 Xis uniformly discrete if there exists a constant 8y € (0, co) such that dx (x, y) > §; forall x, y € X. If we
want to emphasize on the separation parameter §g we will talk about a §;-separated metric space.

4 For quite some time, in the geometric group theory and noncommutative geometry communities, a “‘coarse
embedding” was simply called a “uniform embedding”, a shorter version of Gromov’s original terminology
“uniform embedding at infinity” [35], but it seems now that the terminology “coarse embedding” has been
widely adopted.

5 An embedding satisfying (4) is called a near-isometry in [84, Definition 10, page 48]

6 In nonlinear Banach space theory it was customary to say that a space quasi-isometrically embeds if for
every € > 0 there exists a bi-Lipschitz embedding with distortion at most 1 + €, but this property is now most
commonly referred to as almost isometric embeddability.
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the terminology “coarse bi-Lipschitz” when treating the case of general metric spaces. Again,
the possibility of incorporating a positive constant B (which is not allowed for bi-Lipschitz
embedding) allows non injective maps and the small-scale structure can be forgotten in the
process. In particular, an easy application of Lemma 1.1 shows that the concepts of coarse
bi-Lipschitz embeddability and bi-Lipschitz embeddability for large distances are equivalent,
where a map f: X — ¢ is said to be a bi-Lipschitz embedding at large distances if there
exist T € (0, 00) and D, € [1, 0o) such that dx(x, y) > t implies that

1
oo dx(y) = If ) = fOlle = Dedx(x. y).

The origins of geometric group theory go back at least as early as Mostow’s rigidity
theorem and it received a tremendous impetus under Gromov’s lead [35]. For instance,
quasi-isometric rigidity of groups has become a prominent branch of geometric group theory
[50]. The much weaker notion of coarse embeddability is crucial for applications in noncom-
mutative geometry and topology. Gromov suggested in [36] that a space whose large scale
geometry is compatible in a certain sense with the geometry of a super-reflexive Banach
space is very likely to satisfy a conjecture of Novikov. Building upon a groundbreaking work
of Guoliang Yu [88], Gromov’s intuition was proved to be true by Kasparov and Yu [51].
They showed that if a metric space with bounded geometry’ admits a coarse embedding into
a super-reflexive Banach space, then it satisfies the coarse geometric Novikov conjecture. We
refer to [27,86,87], for instance, for more information on the Novikov conjectures and the
noncommutative geometry of groups. In the late 1990s, the attention was then drawn on the
coarse geometry of Banach spaces, which had been little considered at that time, contrary to
its uniform counterpart.

In light of Kasparov—Yu result it is natural to ask whether every metric space with bounded
geometry admits a coarse embedding into some super-reflexive Banach space. A positive
answer to this question would imply the astounding statement that the coarse Novikov con-
jecture holds for every bounded geometry metric space! This hope was dashed quickly. As
observed by Gromov [33], an infinite disjoint union (which has bounded geometry) of a
sequence of (finite and regular) expander graphs does not admit a coarse embedding into a
Hilbert space. It is much more difficult, but nevertheless true, that there are infinite metric
spaces with bounded geometry that do not coarsely embed into any super-reflexive Banach
space. Two delicate constructions were given by Lafforgue [53] (via an algebraic approach),
and Mendel and Naor [61] (via a graph theoretic approach). However, Brown and Guentner
[19] showed that if we relax the super-reflexivity condition then the situation improves.

Theorem 1.2 Every metric space with bounded geometry admits a coarse embedding into a
reflexive Banach space (ZZOZI £ Pn)z’ where lim p, = +o0.
n—oQ

Unfortunately, spaces (ZZ‘; A ,,,1)2 as above are in many aspects far from super-
reflexive spaces. Motivated by the discussion above, constructing embeddings into Banach
spaces whose geometric behavior mimics to the greatest extent possible the behavior of
super-reflexive spaces has become a fundamental endeavor. Since the appearance of Brown-
Guentner embedding result, the theory of metric embeddings of general metric spaces into
Banach spaces has sustained a steady growth. An underlying goal of this article if to show-
case these developments by emphasizing on the tradeoff between the faithfulness of the
embeddings and the strength of the geometric features of the host spaces.

7 A metric space has bounded geometry if the number of points in any ball of finite radius is finite and admits
a (finite) upper bound that does not depend on the center of the ball, but eventually on the radius.

@ Springer



37 Page6o0of48 F. P. Baudier

In Sects. 2.1-2.2 we present a detailed treatment of the barycentric gluing technique
introduced in [6]. In particular we expand its implementation to arbitrary metric spaces
and arbitrary embeddings. Rather general new local-to-global embedding results are then
obtained, some having already been used in applications ([20, Theorem 44] for instance). In
Sects. 2.3-3, which are essentially expository, we review top-of-the-art embedding results
for the classes of locally finite, proper, and stable metric spaces. Section 4 focuses on the
geometry of stable metric spaces. It is shown that stability, which is an isometric notion, can
be relaxed into a bi-Lipschitz invariant, called upper stability, that allows us to revisit and
extend works of Raynaud and Kalton about stable spaces.

2 Barycentric gluing: a versatile local-to-global embedding technique

Brown and Guentner [19] showed that every bounded geometry metric space admits a coarse
embedding into a reflexive Banach space (Zjﬁl l Pn)z where lim,,_, oo p;, = 00. Brown and
Guentner embedding technique is a modification of the construction of coarse embeddings
using Yu’s property A, and the compression rate is of the order of +/z. Using a different
embedding technique, Ostrovskii significantly refined Brown and Guentner result when he
showed [72] that every locally finite® metric space can be embedded into any Banach space
that contains almost isometric copies of £5, for all n > 1 (with a slight abuse of termi-
nology we will simply say “contains the £2_’s” in the sequel). It is worth mentioning that
a deep result of Maurey and Pisier [60] states that a Banach space % contains the £7’s
if and only if % does not have finite Rademacher cotype. In particular the host space in
Ostrovskii’s result can be taken to be (Zfiil l pn)2 with lim,_, o p, = oo but also, and
most importantly, (Z;il ego)z. This Banach space is a reflexive Banach space that has the
same asymptotic structure as Hilbert space. So from the asymptotic point of view the host
Banach space is extremely close to the “most" super-reflexive Banach space. Moreover,

Ostrovskii’s embedding compression rate is of the order of” tlog%. Whether it is possible
to upgrade the previous coarse embeddings to bi-Lipschitz embeddings was unclear at that
time and a new idea was needed. This idea, that will be referred to as barycentric glu-
ing, appeared first in [6] and was inspired by Ribe’s proof [82] of the uniform equivalence
between (Y12, €,,), and (372, €,,), @ £1 where g, — 1 when n — oo. The original
motivation to introduce barycentric gluing was to improve one implication in Bourgain’s
metric characterization of super-reflexivity in terms of bi-Lipschitz embeddings of finite
binary trees [17]. Soon after [6], it was realized that barycentric gluing was amenable to
the study of the bi-Lipschitz geometry of locally finite metric spaces and in [10] it was
shown that Ostrovskii’s result holds for the significantly stronger notion of bi-Lipschitz
embeddings'’. Subsequent implementations of barycentric gluing, which culminated with
Ostrovskii’s beautiful finite determinacy theorem, relied heavily on the local finiteness of
the space to be embedded [7,10,75] or on specific properties of the local embeddings [9].
Barycentric gluing was recently applied in [68] in connection with embeddings of the finitely
generated 3-dimensional Heisenberg group. As it will be shown in this section, it turns out

8 A metric space is locally finite if every ball is finite.
9 An inspection of the proof reveals that the exponent could be any number strictly less than 1.

10 Unfortunately, Ostrovskii’s result was not cited in [10] since the authors were not aware of it at that time.
While the result of Brown and Guentner is widely known, Ostrovkii’s result seems to have been unintentionaly
but unduly overlooked.
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that barycentric gluing is a much more versatile local-to-global embedding technique than
originally perceived.

2.1 Embeddability into £,-spaces is locally determined

The following definition is reminiscent of the notion of finite representability in Banach space
theory.

Definition 2.1 Let & € [1, 00). We will say that a metric space (X, dx) is locally A-bi-
Lipschitz representable in a metric space (Y, dy) if for every metric ball B in X there is a map
fB: B — Y and a scaling factor sg > 0 such that forall x, y € B

sp - dx(x,y) = dy(fp(x). fB(¥)) < Asp - dx(x, y). )

We simply say that (X, dx) is locally bi-Lipschitz representable if (X, dx) is locally A-bi-
Lipschitz representable for some A > 1.

In the proof of the next theorem we present the mechanism of the barycentric gluing
technique in its most elementary and general implementation.

Theorem 2.2 Let p € [1, 00). If (X, dx) is locally bi-Lipschitz representable in a Banach
space (¥, || - ||), then X bi-Lipschitzly embeds into £ ,(%).

The proof will actually show that if X is locally A-bi-Lipschitz representable in %/, then X
bi-Lipschitzly embeds into £,,(%) with distortion at most 30 - 5'=1/7x.

Proof Let y oy /A and fix xo € X. Assume, after rescaling and translating if necessary,
that for every k € Z there exists fi: Bx(xo, 25y — @ such that Jfr(x0) = 0 and for all
X,y € Bx(xo,2"),

ydx(x, y) < [ fi(x) = fiW < dx(x, y). (6)

Note that for all x € Bx(xo, 2X) one has

7—low 7—up
ydx(xo,x) =< [fi) =< dx(xo,x).

The only reason to assume that the local embeddings are 1-Lipschitz is to optimize the
distortion loss (otherwise the proof below, which uses (7)-up to estimate the Lipschitz but
also the co-Lipschitz constant, will give a distortion of the order of 00\2)).

Define the barycentric map f: X — £,(#) by

f(x) = (O! ey 07 H“ka(x)7 (1 - Mx)fk+1(x)! 07 .. ) (7)

if dx(xo, x) € [2¢71, 2%) where u, = % The barycentric map will actually fall
short of providing the desired embedding. Nevertheless, we proceed to estimate the distortion
of the map f by distinguishing several cases and we will slightly modify the barycentric map
later in order to obtain a genuine bi-Lipschitz embedding. For simplicity, we work out the
proof in the case p = 1 and we will explain the minor modifications that are required when
p € (1,00).
Let x, y € X and assume without loss of generality that dx (xg, x) < dx(xo, y).
Observe first that if k € Z and x € X are such that 28~ < dx(xo, x) < 2%, then

2k — dx (x0, x) < pdx(x0, x) < 22K — dx(x0, x)) (8)
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and
dx (x0, x) — 2871 < (1 — po)dx (x0, x) < 2(dx (x0, x) — 2871 )

Case 1 Assume that 2¥~! < dx (xg, x) < 28 < 2"~! < dx(xo, y) < 2" with r > k + 2.
Then,

£ = fODI = pxl fe GO+ (1 = O fir 1 GO+ oy L fr DI+ = ) L fra1 DL

(10)
and it follows from (7)-up that
If(x) = fOI < dx(xo, x) + dx(xo, ¥).
But in this case, one has dx (xg, x) < W, therefore
d (x s ) 3d (.X,' s )
%Oy < dx(xp, y) — dx(xo, x) < dx(x,y) < dx(xo,x) + dx(xo, y) < xfoy’
(11)
and hence
If(x) = fFO)I < 3dx(x, y). (12)

The lower bound follows easily from (10) and (7)-low. Indeed,
7)) = FO)I = pxyd(xo, x) + (1 — py)yd(xo, X) + pnyyd(xo, y) + (1 — py)yd(xo, y)
> yd(x,y).

Case 2 Assume that 2F=1 < dx(xq, x) < 2% < dx(xo, y) < 2F+1.
In this case,

1f ) = FOI = e l fe GO+ 1A = ) fier1 () = pty it DI+ A = ) | frr2 DI
(13)

and it follows from (7)-up and the triangle inequality that
1f ) = fFO = N i1 () = Ser1 DI+ 2pxdx (X0, X) + 2(1 — py)dx (x0, ¥)-
Invoking (6), (8) and (9) we obtain
£ () = FOI < dx(x, y) + 42 — dx(x0. X)) + 4(dx (x0. y) — 2°).
It follows that
1f(x) = fOI < dx(x, y) +4(dx(xo0, y) — dx(x0, x)) < Sdx(x, y). (14)
For the lower bound, (13) gives
1f ) = FO = N fir1 () = Ser1 O — Nt o1 () + (1 — pey) ferr Dl
> | fer1() = fer1 O — prdx (xo, x) — (1 — py)dx(x0, y)  (15)
> ydx(x, y) — 2(2* = dx(xo, x)) — 2(dx (xo, y) — 2°) (16)
> ydx(x, y) — 2(dx (x0, y) — dx(x0, X)), (I7)

where we used (7) in (15), and (8) and (9) for (16).
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Now observe that based on (13), (8), and 9 we have
If() = fFOI = prydx(xo. x) > ¥ (2* — dx(x0. X)) (18)
and
£ () = fFOI = (1 = py)ydx(xo, y) = y(dx(xo, y) — 29, (19)
and summing (18) and (19) gives
2] fx) = fFDI = y(dx(xo, y) — dx(xo, X)). (20
Combining (20) and (17) we get

2 y2
dx (x,y) = ?dx(X,y)-

If) = fIl = Tty

Note that we will be able to improve this (temporary) co-Lipschitz constant once we
modify the barycentric map.

Case 3 Assume that 26=1 < dx(xo, x) < dx(xo, y) < 2K.

In this configuration,

I1f ) = O = llkex fe ) — ey fiDIE+ 1A = pex) frr1 () = (1 = ) fir 1 (Dl
2D

and the triangle inequality provides

1f ) = O = ol e ) = feOD I+ T = eyl - 1O+ Tiee = oy |-l et DI
+ (= ) fir1 () = frrr DII-

Noticing that
_ 2 —dx(xo,x) 28 —dx(x0.y)  dx(xo.,y) — dx(xo, x)
It — pyl = px — py = k=1 - k=1 = 21 )
(22)
it follows from (22) combined with (6) and (7)-up that
dx (x0, y) — dx(x0, x)
£ ) = FOI < dx(x, ) + 2dx (xo, ) =
=< dx(x, y) + 4(dx (x0, y) — dx(x0, X))
< S5dx(x, y). (23)

On the other hand,

G = FO = pxll fie ) = S+ (A = )| fier1 () = Serr Ol
=y = syl feCON = Ttx — oyl - e DI
> ydx(x, y) — 2(ux — py)dx(xo, y)
> ydx(x, y) — 4(dx(xo, y) — dx(xo, x)). (24)

If dx (xo, y) — dx(x0, x) < %£dx(x, y) it follows from (24) that

Hﬂn—f@Wz%M&Jl 25)
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If dx (x0, ¥) — dx(x0, x) > %dx(x, y) we cannot conclude. To be able to take care of this
inconclusive case we slightly modify the barycentric map f as follows.
Let f: X — £,(#)®pRdefinedby f(x) = (f(x), dx(xo, x)). Observe that £, (%)@, R
is isometric to a subset of £,(#%"). Since (we are still considering the case p = 1)
1F ) = FOI = £ () = FOI + ldx (x0, x) = dx(x0, | < [1£(x) = FOII + dx(x. y),
it follows from (12), (14), and (23) that for every x, y € X
I£ ) = Fll < 6dx(x, ).

Note also that since ||f(x) — f(y)|| > || f(x) — f ()|l the previous co-Lipschitz constant
estimates for f translate into estimates for f. Moreover, in the troublesome Case 3 when
dx (xo, y) — dx(x0, x) > %dx(x, y) we can now infer that

170 = FO)I = 1dx (xo. x) — dx (x0, y)| = %dx(x, »).

Looking back at the (suboptimal) computation of the co-Lipschitz constant of the barycentric
map in Case 2, the following improvement can now be achieved for the modified function
f. Recall that inequality (17) implies that

1) = FODI = I1f ) = fFOI = ydx(x, y) — 2(dx (x0, ¥) — dx (x0, X)),
If dx (x0, y) — dx(x0, x) < §dx(x, y) then

17 ) = Foll = %dx(x, »,
otherwise

I £ (x) = FOIl = ldx(xo, x) — dx (x0, ¥)| > %dx()ﬁ »).

Ultimately we proved that there exists a map f : X — £,(#) such that for all x, y € X (and
when p = 1)

gdxu, Y < 1 G) = FO)Il < 6dx(x, y).

To finish the proof in the general case, observe that for fixed x, y in X, f (x) and f (v) together
involve at most 5 coordinates. Since for all z € RV, llzll, < llzll1, the Lipschitz constant of
f is still 6 in the case of an arbitrary p € [1, 00). As for the co-Lipschitz constant, Holder’s
inequality implies that for all z € RY, llzlli < ||z||pN1_1/1’, and hence the lower bound

estimate for a general p € [1, 00) becomes y;izx_(f/’[;V) < Ifx) = FfOl. ]

Itfollows from the classical fact that £, (€ ,) is linearly isometric to £, that the bi-Lipschitz
embeddability of a metric space into £, is locally determined.

Corollary 2.3 Let p € [1,00) and (X, dx) be a metric space. If X is locally bi-Lipschitz
representable in £, then X bi-Lipschitzly embeds into £ .

In Corollary 2.3, we could have replaced £, by any Banach space % such that #" is
isomorphic to £,(#) for some p. Theorem 2.2, and the variety of corollaries that can be
deduced from it, are usually sufficient if we are mainly interested in embeddings in the host
spaces £, or L,[0, 1].
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In general the host space of the global embedding in Theorem 2.2 will not be isomorphic
to the host space of the local embeddings. Nevertheless, in various situations this problem can
be overcome. In [6,7,9,10,74], barycentric gluing is combined with structural manipulations
that can be performed internally to the host space, thus avoiding the use of external £ ,-sums.
We now prove a general result where barycentric gluing is implemented internally. Since we
will use classical finite-dimensional Schauder decomposition technique, it is crucial that the
images of the local embeddings live in finite-dimensional subspaces of the host space. Note
that this will always happen when the domain space is locally finite, and it partially explains
why barycentric gluing was mainly implemented in the context of locally finite spaces.

Theorem 2.4 Let (X, dx) be a metric space and (¥, || - ||) a Banach space. Assume that for
some A > 1,

(1) Xis locally \-bi-Lipschitz representable in every finite-codimensional subspace of %/,
(ii) for every ball in X, its image under any of the local embeddings from (i) spans a finite-
dimensional subspace.

Then, X bi-Lipschitzly embeds into %' .

Proof Lety ey /A and fix xo € X. We will build a finite-dimensional Schauder decompo-
sition inside ¢ that will be a substitute for the external £,-sum in Theorem 2.2. Let n > 0

and By def Bx(x0, 2%). Pick a sequence (nj)joo with n; > 0 and 1'[‘,?°=0(1 +n;) <1+n.

Choose first a unit vector v € % and let Rv be the dimension 1 subspace of % generated by
v. Then, using the standard Mazur technique, we can find a finite-codimensional subspace
26 of % so that

Vy € Ru, Vz € 74, |yl < (A +no)lly +zlo.

By our assumption, and without loss of generality, there exists fy: Bg — % such that
fo(xo) = 0 and for all x, y € By,

ydx(x, y) < [ fo(x) — foWlla < dx(x,y).

Since by assumption the linear span of the set fy(Bp), denoted by %y, is a finite-
dimensional subspace of .7, by Mazur’s technique we can find one more time a
finite-codimensional subspace .77 of % so that

Vy e Ru® %, Vz € 74, llyle <A +n)lly +zllo.

Continuing this process, we can thus construct a sequence (F)72 _; of finite-dimensional

subspaces of % (where .7_ def Rv) and maps fi: By — % such that f(xg) = 0 and for
all x, y € By,

ydx(x, y) < i) — fil)lley <dx(x,y).

By construction, (# j)joz71 is a finite-dimensional Schauder decomposition of its closed
linear span, that we denote by 2, and there are projections P; from 2 onto .#_1®---® F;
with kernel span (U;’ij+1 F;) with || Pj|| < 1+417. Then we define, f: X — @ _ | % C ¥
by

f) =dx(x0, x)vBO0D - DOD ux fi(x) ® (1 — ) frs1(x) DOD - -+
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ifdx (xo, x) € [2571, 25) where j1, = %. The proof can be completed by performing
computations almost identical to the ones in the proof of Theorem 2.4 and the details are left
to the studious reader. The only difference is that the projections are not of norm 1 but only
bounded above by 1 + 7. O

Even though the assumptions of Theorem 2.4 might seem quite restrictive, it can be applied
successfully in a variety of situations. Observe first that for locally finite metric spaces local
bi-Lipschitz representability coincides with the following notion already introduced in [55,
page 1612] (under the terminology finite representability).

Definition 2.5 Let & € [1,00). We will say that a metric space (X, dx) is finitely A-bi-
Lipschitz representable in a metric space (Y, dy) if for every finite subset F in X there is a
map fr: F — Y and a scaling factor s > O such that forall x,y € F

s -dx(x, y) <dy(fr(x), fF(y) < As -dx(x, y).

Therefore, if X is locally finite and satisfies assumption (i) in Theorem 2.4 then it auto-
matically satisfies assumption (ii). Bourgain [17] showed that there exists A > 1 such that
the infinite binary tree is finitely A-bi-Lipschitz representable in every non-superreflexive
Banach space X. Barycentric gluing was originally introduced to show that this implies the
bi-Lipschitz embeddability of the infinite binary tree.

Corollary 2.6 The infinite binary tree bi-Lipschitzly embeds into every non-superreflexive
Banach space.

Since non-superreflexivity is a finite-codimensional hereditary property, meaning that
every co-dimensional subspace of a non-superreflexive Banach space is non-superreflexive,
Corollary 2.6, which originally appeared in [6], is an immediate corollary of Theorem 2.4
and the fact that the infinite binary tree is locally finite.

An immediate consequence of Fréchet’s embedding [29] is that every metric space is
finitely bi-Lipschitz representable in every Banach which contains the £Z’s. It is an easy
consequence of Maurey-Pisier theorem that the property of containing the €7 ’s is a finite
co-dimensional hereditary property (see [11] for a proof) and we can deduce from Theorem
2.4 the main result of [10].

Corollary 2.7 Every locally finite metric space bi-Lipschitzly embeds into every Banach space
which contains the €] ’s. In particular, every localy finite metric space admits a bi-Lipschitzly
embedding into the reflexive and asymptotically-€, Banach space (ZS’;I Zgo)z-

Since finite-dimensional subspaces of Hilbert space are simply Euclidean spaces and
since every infinite-dimensional Banach space contains isomorphic copies of the £5’s (with
uniformly bounded Banach-Mazur distortion, in fact almost isometrically) by Dvoretzky’s
theorem [23], it follows that Hilbert space is finitely bi-Lipschitz representable in every
infinite-dimensional Banach space. An immediate consequence of this observation and The-
orem 2.4, gives the theorem below which first appeared in [74].

Corollary 2.8 Let % be an infinite-dimensional Banach space. Then any locally finite subset
of Hilbert space admits a bi-Lipschitz embedding into % .

More consequences of Theorem 2.2 to geometric group theory will be discussed in
Sect. 5.2.
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2.2 Barycentric gluing in the context of general embeddings

In the previous section we focused on bi-Lipschitz embeddings. Remarkably, barycentric
gluing can be applied to more general notions of embeddings. At this point it is necessary to
introduce some terminology. This terminology detour will come in very handy later in order
to formulate the results of this section in a condensed fashion. The following definition will
be needed in order to quantify the faithfulness of an embedding.

Definition 2.9 [(p, w)-embeddings] Given non-decreasing functions p,w: [0,00) —
[0, 00) and amap f: (X, dx) — (Y, dy) such that for all x, y € X,

p(dx(x, y)) < dy(f(x), f() < o(dx(x, ), (26)
we will say that f is a [p, w]-embedding from X into Y.

We will mostly focus on coarse and uniform embeddings, and compression and expansion
rate. In order to declutter statements from irrelevant (multiplicative) constants we will use a
convenient equivalence relation on real functions that capture their large scale and small scale
behaviors. For two functions g, i: [0, 00) — R we write g < h if there exist ¢1,c; > 0
and c¢3,cq4 € R such that g(t) < c1h(cat + ¢3) + ¢4 for every ¢t € [0,00). If g < h and
h < g then we write g < h. The relation < is easily seen to be an equivalence relation
and a function shall be identified with its equivalence class in the sequel. For instance, if we
say that X admits a [7/log(?), t]-embedding into Y this will mean that there exist constants
c1,¢2,¢3 > 0 and c4,c¢5,¢6,c7 € Rand a map f: (X,dx) — (Y, dy) such that for all
x,y €X,

crdx(x,y) +ca
log(cadx (x, y) + ¢s)

+c6 = dy(f(x), f(¥) = c3dx(x, y) + 7. 27)

Remark 2.10 Note that Lemma 1.1 and the convention to identify a function with its equiva-
lence class implies that if a skeleton of (X, dx) admits a [p, w]-embedding into Y then X also
admits a [p, w]-embedding into Y.

The notion of bi-Lipschitz representability can naturally be extended in order to accom-
modate (p, w)-embeddings.

Definition 2.11 [(p, w)-representability] Let p, w: [0, 00) — [0, c0) be non-decreasing
maps. We will say that a metric space (X, dx) is locally (p, w)-representable in a metric
space (Y, dy) if there exists for every metric ball B in X amap fp: B — Y such that for all
X,y €B

p(dx(x, y)) < dy(fa(x), f3(») < o(dx(x, y)). (28)

The proof of Theorem 2.2 can be slightly modified to obtain the following more general
theorem.

Theorem 2.12 Let p € [1, 00). If (X, dx) is locally [p, t]-representable in a Banach space
(&, |- 1), then X admits a [p, t]-embedding into £ ,(%).

Proof We only emphasize the elements of the proof of Theorem 2.2 that need to be adjusted.
Fix xo € X and without loss of generality assume that for every k € Z there exists
fr: Bx(xo, 2") — % such that fi(xo) = 0 and for all x, y € Bx(xo, 2"),

pldx(x, y)) —a < [ fi(x) = fil) I = Adx(x, y) + B,
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for some o, B > 0 and A > 0. Note that this time one has for all x € Bx(xg, 25)

(29)—low (29)—up
pldx(xo,x)) —a =< |fix)Il = Adx(xo,x)+ 8.
The embedding f: X — £y(%) @p R is still defined by f(x) = (f(x),dx(x0p, x)) where
[ X — £,(%) is again
f(x) = (07 ey 07 H“ka(x)7 (1 - Mx)fk+l(x)! 07 .. )

k
with dx(xp, x) € [2571,2%) and p, = % In Theorem 2.2 the estimations of the

Lipschitz constant of f only use (7)-up. Substituting (7)-up with (29)-up we can verify that
in

Case 1: | f(x) = F(I < BGh+ Ddx(x, y) + 28,
Case 2: || f(x) = F(I < (5x + Ddx(x, y) + 5,
Case 3: || f(x) — f()I < (5A + Ddx(x. y) + 3.

Regarding the lower bound computations (again in the case p = 1), in Case 1 we will
now have

~ ~ (10)
IfG) =fDlIl = 1) =fDI = wyllfrOIH A = ) L fr1 W]

(29)—low (- ,2dx(x,y)
=" plxto ) —a 2 p(FET) e

In Case 2 and Case 3, substituting (7)-low and (7)-up with (29)-low and (29)-up in the
corresponding computations will give

1F ) = FO = 1LF ) = FODI = pldx(x, y) — & = 24(dx (x0, y) — dx(x0, X)) — 28,

and

1F ) = FO = I1F ) = FOD = pldx(x, ¥) — & — 4h(dx (x0, ¥) — dx(x0, X)) — 48,

respectively.
In any case, if dx(xg, y) — dx(x0, x) < w it will follow that
P P p(dx(x, y))
1f&x) = fIl = — —4p,
and otherwise
pdx(x, y))

I £ (x) — FO)Il = ldx(xo, x) — dx (x0, y)| > )

Therefore when p = 1 the map f: X — €,(%) satisfies forall x, y € X

pQdx(x, y)/3)
8

The observations regarding the validity of the proof for an arbitrary p € [1, oc] are still
valid and the conclusion follows.

a—48 < |f(x) = fFDI < (5x + Ddx(x, y) + 5.

[m}

Notice that in the proof of Theorem 2.12 the only property of p that we use is its mono-
tonicity and thus Theorem 2.12 can be applied in many situations. As a typical example, we
wish to spell out a particularly interesting application of Theorem 2.12 to coarse geometry.
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Recall first that a family of metric spaces (X;);cs, such that sup;.; diam(X;) = oo, is
said to be equi-coarsely embeddable into (Y, dy) if there exist p, w: [0, c0) — [0, c0) non-
decreasing with lim;_, », p () = 0o and for every i € I amap f;: X; — Y such that for all
X,y €X;

p(dx (x, y)) < dy(fi(0), fi(y) < o(dx; (x, y)).

Note that by Remark 2.10, the proof of Theorem 2.12 will work just fine if merely assume
that for some xp € X the sequence of dyadic balls {Bx(xp, 2")},>1 admits an equi-coarse
embedding into a Banach space % with compression function o and expansion function
w(t) <t.

Corollary 2.13 Ler (X, dx) be a metric space. Assume that for some xy € X the sequence of
dyadic balls { Bx(xo, 2")}>1 admits an equi-coarse embedding into a Banach space % with
compression function p and expansion function w(t) < t, then for any p € [1, oo] X admits
a coarse embedding into £,(%) with compression function p =< p and expansion function
w(t) <t.

Remark 2.14 For metrically convex spaces one can always assume that w(7) =< ¢, and thus
for coarse embeddings of metrically convex spaces we only need to focus on the compression
function p.

The proof of Theorem 2.12 can also be adjusted to obtain.

Theorem 2.15 Let (X, dx) be a metric space and (%, || - ||) a Banach space. Assume that

(1) Xis locally [p, t]-representable in every finite-codimensional subspace of %,
(ii) for every ball in X, its image under any of the local embeddings from (i) spans a finite-
dimensional subspace.

Then, X admits a [p, t]-embedding into % .

2.3 Ostrovskii’s finite determinacy theorem

In Sect. 2.1 we saw that an arbitrary metric space admits a bi-Lipschitz embedding into
£, whenever it is locally bi-Lipschitz representable in £,. For arbitrary Banach space tar-
gets, the same conclusion holds under the stronger representability requirements of Theorem
2.12. If we restrict ourselves to the much smaller class of locally finite metric spaces, the
representability requirements of Theorem 2.12 reduce to finite bi-Lipschitz representabil-
ity into every finite-codimensional subspace. In 2012, Ostrovskii showed that this stronger
representability requirement is superfluous.

Theorem 2.16 If a locally finite metric space (X, dx) is finitely bi-Lipschitz representable in
a Banach space (%, || - ||) then X admits a bi-Lipschitz embedding into % .

Theorem 2.16 will be referred to as Ostrovskii’s finite determinacy theorem, and we will
say that the bi-Lipschitz embeddability of locally finite metric spaces into Banach spaces is
finitely determined.

Recall that a Banach space 2" is said to be finitely A-representable in another Banach
space & if for every finite-dimensional subspace .# of 2 there exists a finite-dimensional
subspace ¢4 of ¢ and a bounded linear map 7: .# — ¢ such that dim(#) = dim(¥)
and ||T| - [IT~"|| < A. We then say that 2 is (crudely) finitely representable in % if it is
finitely A-representable for some A € [1, 00). The heart of the proof of Ostrovskii’s finite
determinacy theorem is the following result (which is implicit in [75]).
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Theorem 2.17 If a Banach space X is finitely representable into a Banach space % then
every locally finite subset of 2~ admits a bi-Lipschitz embedding into % .

The assumption of Theorem 2.17 implies that every locally finite subset M of 2" is finitely
A-bi-Lipschitz representable in %/, for some A > 1, and thus an external application of
barycentric gluing (Theorem 2.2 obviously applies here) gives that M bi-Lipschitzly embeds
into £,(%). The key new idea of Ostrovskii was to show that, for locally finite metric
spaces, it is possible to implement the barycentric gluing internally via a delicate compactness
argument. The proof of Theorem 2.17 has many technical intricacies and we will only sketch
the main lines of Ostrovskii’s argument.

Sketch of proof of Theorem 2.17 Let M be a locally finite subset of .2". By translating and
rescaling if necessary we can assume without loss of generality that) € M and that ||x| 2~ > 1
for all x € M\ {0}. It follows easily from the assumption of Theorem 2.17 that for some

y > 0, there exists for every k > 1 amap f: Bx & {x € M; |Ix]l2 < 2¥} = % such that
fx(0) =0 and forall x, y € Bg

yiix =yllz < 1) = fiWllz < llx = ylla. (29)

We can thus define the “natural” barycentric map f(x) = uy fx(x) + (1 — py) frr1(x),
if 2871 < |Ix|l2 < 2K where p, = % Essentially the same computations as in
the proof of Theorem 2.2 will show that f is a Lipschitz map. Computing the co-Lipschitz
constant of f is much more troublesome here due to the fact that we cannot simply “split”
the contributions of the components of the barycentric map using projections (as we did in
Theorem 2.2 or Theorem 2.4). This is the main obstacle which has to be overcome. Another
obstacle is related to the modification of the barycentric map in order to compute the co-
Lipschitz constant in the case where x and y lie in the same dyadic annulus. We also need to
do this here and we could modify f similarly and define f @) =(f(x), lIxlle) e dR.
This would be fine if #° @ R were isomorphic to #'. Unfortunately, the existence of Banach
spaces that are not isomorphic to any of their hyperplanes is an annoyance that can be dealt
with the following lemma (see [75] for a proof).

Lemma 2.18 Let f be the barycentric map defined above. There exist a numerical constnat
c € (0,00) and amap f: M — % such that

1. f is Lipschitz,
2. forevery x,y € M, we have

176 = F oy = max {If @) = Ol =[xl = Iyl | el = Iyl |}

(30)

The map f is the sum in % of f and (|| - || ) where the auxiliary map t: [0, 00) — % is
defined as the following piecewise-linear function:

()def NERY if0<s <2,
TS) = .
291+ YK 2y + s =28 ifs € [2K, 281 for some k > 1,

and where {yk }xen 18 a sequence of unit vectors in & constructed inductively with the help of
Mazur’s lemma and such that dist(yx, span({ f (x): [|x]l2= < XD Ulyis 1 <i <k—1})) =
1.
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Distinguishing again a couple of cases, one can estimate the co-Lipschitz constant of the
modification f of the barycentric map and show that f is %—Co—Lipschitz in Case 1 (points
separated by at least one dyadic annulus) and Case 2 (points in two consecutive annuli).
Case3 2M°! < |x|l2 < lyll2 <28

This configuration where the pair of points belongs to the same dyadic annulus is, as
always, the most delicate. In this case, we do not have enough information on the f’s to
estimate the co-Lipschitz constant of . Ostrovskii’s solution to this substantial hurdle was to
use auxiliary accumulation points of the local embeddings in order to perform the lower bound
computations. It is a good time for the reader to convince himself that the arguments above
are obviously still valid if in the definition of the barycentric map f the sequence { f;}72
was replaced by an arbitrary subsequence { f,,, }72 : f; satisfies (29) for all r > k afterall.
After a series of careful extractions, Ostrovskii showed that we could have assumed without
loss of generality that the sequence of local embeddings satisfies the technical conditions in
the following crucial lemma.

Lemma 2.19 There is an isometric embedding of % into a Banach space Z* and a collection
of vectors { fo,(X)}xer € Z°* with the following properties:

L. forevery x,y € M there exists hy y € S% such that

7
[fo(x) — fw(y)](hx,y) = g”fw(x) — foWlz=. 3D

and forallk > 1 and x # y € By such that f,(x) # fo(y), and anyr € {k, k + 1}

1
Lfr () = fr () = (folx) = fw(y))](hx,y)’ = gllfo®) = foWllz=. 32)

2. forallk > 1 and x # y € By there exists g,f"v € S such that

o T
i) = fi3) = (fo¥) = fuOD1(g0) = g“fk(x) = Sk () — (fo(x) = foW)Il2*.
(33)

and

i1 () = fern () = (o) = fuOD (7) | = Tozlv =ylla. (34

Lemma 2.19 is decisive in Ostrovskii’s implementation of barycentric gluing in the general
setting, as it provides a powerful substitute for the ad’hoc Schauder decompositions that
were available in the previous implementations of barycentric gluing. The fact that % can
be isometrically embedded into a (separable) dual space, allowed Ostrovskii to use weak:-
accumulation points and successive extractions to obtain the lower bounds estimates (31)—
(34) above, which can be thought of as substitutes for the projections that are used to compute
lower bound estimates when Schauder decompositions are available. Assuming Lemma 2.19
for the moment, we complete the estimation of the co-Lipschitz constant. First observe that
if lyllz = lxll2r = Gllx = yll2 then

17 ) — Flla = E—an e

We claim that it is sufficient to show that if || y|| 2 — [|x||2 < & lx — y|l2 then

3
If ) — FOD)llw = rzygnx — vl (35)
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Indeed, assuming that our claim is true then it follows from (30) that

~ ~ 3
If ) = fWlle = Eysllx =Vl = diyllz = lIxll2)

4
> — — .
z el —llz

So from now on we assume that ||y|| 2 — ||x||l2 < é lx — |l 2. We need to distinguish a
couple more subcases.
Subcase 3.a. If || f,(x) — fo (M) |lz* = L|lx — y| 2, then we rewrite

F@ = £O) E e fie ) + (1= ) fier (1) — (y i) + (I = iy fir1(y))

as

F) = f) = fo®) = fo) + e (fe () = r() = (fox) = fo(3))
+(1 = 1) (fir1 ) = fig1(0) = (fo(x) = fu ()
+(x — wy) fe () + (y — ) fier1 ().

Recalling that we identify f(x) — f(y) € % with its isometric image in Z* we have
£ ) = fWll = I1f(x) — f(¥)]l 2+ and thus since Ay, € S»

If ) = fDla = [f(x) = fFD]hxy)
= [fo(¥) = foWD](hxy) + px[fi(x) = fe(¥) = (fo(X) = fo(YD]1(hx,y)
+( = pO)lfir1(6) = fir1(y) = (fo(X) = fo (YN ,y)
+(x = 1y) Sk D) (hxy) + (y — ) frr1 (9) (B, y)

7 1
(31, (32), (29) = gllfw(X) — JoWlz~ — ng”fa)(x) = JoWlz+

1
—U = 1) 2lfol) = foW 2+ = 2lpx = uylllyll 2

A%

3
7o) = foWllzs =4yl = lIxl2)

v

V=l = L —ylla
32 - 16 -

14
> — — Q.
> 32||x il

Subcase 3.b. Assume that || f,(x) — fo ()]l 2+ < Llx — yl2 .
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Subcase 3.bi. If prl fi(x) = fi (V) = (fo(¥) = foWDllz+ = Fllx — yll2 . then

If ) — FWlw = [F) — FOIE™)
> e[ fex) = fie () = (fo @) = foODIG) + [fo(x) = foN](g™)
+(1 = wOfia1() = fio1 () — (fo¥) — fuODIE™)
+x — 1) [ (&) + (y — 1) fra1 N (g )

7
(33). 34), (29) = ngllfk(x) = Ji() = (Jo ) = foWD 2+ = 1 fo(x) = fo(W) 2

4
—(1- ux)allx =yl = 2lux — iyl - Iyl

R

e =yl — Zllx = yllo
128 - 16 -

> — — g — — — q —
=3 lx =yl 3 lx = yll2

3y
> —— — .
Z 178 Ix —ylla

Subcase 3.b.ii. Suppose that o, || fr () — fir (V) — (fo(¥) = foOWDIlz+ < Lllx — ylla.
Remark that for n = k or k + 1, one has

/() = fu () = (fo(X) = foODIlz+ = 1 fn(xX) = fuOD Il — [ fo(x) = fo(3) ]l 2
4
zvlx=ylz = lx=ylz

Ty
> " lx — yl|lo
= 8” y||<l,

and hence u, < % and 1 — pu, > % Consequently,
1fx) = fDWllz = A = w)ll fir1(X) = fer1(¥) = (fo(x) = foOD | 2

— o) = foWllzs = pxll fe ) = fr(y) = (fo(X) = fo(y)Il 2
—lix =yl kWl — ey — pxlll frrr Dl

v

2 ey = L=yl = Lix =yl = Llx = yla
7 8 i 8 - 4 16

%

Y 1x =l
—llx=ylz.
16 iz

O
It is well known that any ultrapower of a Banach space 2" is finitely representable in the
space 2 itself.

Corollary 2.20 Let 2 be a Banach space, and U be any non-principal ultrafilter, then every
locally finite subset of Y admits a bi-Lipschitz embedding into % .

Theorem 2.16 now follows easily from Corollary 2.20.

Proof of Theorem 2.16 Let X be locally finite, and % be a Banach space. Fix xo € X and
assume that X is finitely A-bi-Lipschitz representable in Y. Then for every k € N there exists
fr: B(xg,2%) — % such that fi(xo) = 0 and for every x, y € B(xq, 2%),

dx(x, y) < 1 fk(x) — fiW e < Adx(x, y).

For all x € X, let k(x) the smallest integer such that x € B(xo, 2k()). The sequence
(fi(x))k>k(x) 1s bounded and we define

f:X— gt
x> (0,0, 0, fio () feay+1(x), ..., if dx(x, xg) < 2K,
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By definition of the norm of the ultrapower it is clear that for every x, y € X,

dx(x, y) = [If () = fFWlzu < Adx(x, y).

Since, local finiteness is preserved under bi-Lipschitz embeddings, f(X) is a locally finite
subset of Y. The composition of a bi-Lipschitz embedding with another bi-Lipschitz embed-
ding being a bi-Lipschitz embedding, the conclusion follows from Corollary 2.20. O

While the statement of Theorem 2.16 is conceptually very appealing, we feel that Theorem
2.17 and Corollary 2.20 should be more useful in practice.

It is clear from the proof above that the embeddability of locally finite metric spaces is
finitely determined for other notions of embeddability, as long as:

1. the composition with a bi-Lipschitz embedding does not change the nature of the embed-
ding,

2. the induced notion of representability requires a uniform control on the expansion and
compression moduli,

3. the embedding preserves local finiteness.

Corollary 2.21 The coarse embeddability of a locally finite metric space into an arbitrary
Banach space is finitely determined.

3 Simultaneously coarse and uniform embeddings of proper and stable
metrics

In the previous section we saw that every locally finite metric space (and thus every metric
space with bounded geometry) admits a bi-Lipschitz embedding into every Banach space
that contains the €7 ’s. It is natural to investigate if similar general embedding results hold
for larger classes of metric spaces. In this section, which is of expository nature, we discuss
satisfactory answers that have been given for proper metrics in [7,11] and for stable metrics
in [46].

3.1 Almost bi-Lipschitz embeddability of proper metric spaces

A metric space is proper if all its closed balls are compact. It is plain that locally finite
metrics are proper metrics and that the class of proper metrics strictly contains the class of
locally finite metrics. Observing that any skeleton of a proper metric space is locally finite and
recalling that every skeleton is coarse-Lipschitz equivalent to the original space, it follows
that every embedding result in the previous section pertaining to locally finite metrics extends
to an embedding result for proper metrics. We just single out one such example and leave
other similar easy derivations to the reader.

Corollary 3.1 Every proper metric space coarse bi-Lipschitzly embeds into every Banach
space with trivial cotype. In particular, every proper metric space admits a coarse bi-Lipschitz
embedding into the reflexive and asymptotically-€, Banach space (Z;’lozl zgo)z.

An interesting problem for proper metric spaces is to preserve the small-scale structure
(via uniform embeddings) or, more ambitiously, to preserve simultaneously the small-scale
and the large-scale structure (via embeddings that are simultaneously uniform and coarse).
Consider first the case of compact metric spaces. A compact metric space being bounded it
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does not make much sense to discuss its large-scale geometry. However, as far as its small-
scale geometry is concerned, it was known since [16, Proposition 7.18] that for every compact
metric space (X, dx) there exist a constant C > 0 and amap f: X — (Z:il Zgo)z such that
forall x, y € X,

dx(x, y) = [If (x) = fFOI = Cy/[logdx (x, y)ldx(x, y). (36)

The original net-argument from [ 16, Proposition 7.18] induces the loss of a logarithmic factor,
but with a bit more care it can be improved. The proof that we give below uses a slightly
different embedding.

Proposition 3.2 Ler (X, dx) be a compact metric space. For every continuous, decreasing
Sunction p: (0, diam(X)] — [0, +00) such that p(diam(X)) = 0 and lim; o u(t) = +o0,
there exists an embedding f: X — (Zoo Ego)z such that for all x, y € X,

n=1
1 dx(x,y) T
s = If(x) = fFWI = —=dx(x, y).
2 p(dx(x, y)) NG
Proof Assume that the diameter of X is D. And let w: (0, D] — [0, +00) be a continuous,
decreasing function such that (D) = 0 and lim;_,o u(#) = +4o00. Then the map p has an
inverse denoted 1! : [0, +00) — (0, D] that is decreasing, with lim,_, ;oo £~ (r) = 0. Fix
xo in X, and denote o := pﬁl : Z~ — (0, D). Forany k € Z™, let Ry be a maximal ”l(lg) -net
of X. Observe that Ry is finite by compactness of X. Define the following 1-Lipschitz maps:

@i X = Loo(Ri)

X = (dX(-xv y) - dX(y"xO))yERk'

The embedding is given by

fiX— (sz(Rk)>
2

k=1

o\ @ (x)
xl—)é P

1
It is clear that f is C-Lipschitz with C = (Z,fil k%) F = %.
Letx # y € X, thenthereexists/ € Z* suchthato (I+1) < dx(x, y) < o(l), orequivalently
[+ 1 < p(dx(x, ) < I Since Ri41 is a 26 net in X we can find r,, € R4 such that

dx(ry, y) < # < w. Therefore

I@141(0) — @t Mlloo _ SUPrer,,, |dx (. 1) — dx(y, r)

Ifx)— fOIl > T > T
|dx (x, ry) —dx(y, ry)l - dx(x,y) — 2dx(y, ry) - Tdx(x,y)
- [+1 - [+1 2 I+1°
and
dx(x,
100 x(x, y)

—fl = 2 ndx )
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[m}

Proposition 3.2 says that we can construct uniform embeddings which are arbitrarily
close to bi-Lipschitz embeddings. Proposition 3.2 is optimal since there exists a compact
metric space which does not admit a bi-Lipschitz embedding into any Banach space with
the Radon-Nikodym property, and in particular into any reflexive Banach space (see [11] for
more details).

In [7], the original net-argument from [16, Proposition 7.18] was combined with barycen-
tric gluing to show that every proper metric space admits a [r/log? f, t]-embedding into
any Banach space with trivial cotype. This embedding which is simultaneously uniform and
coarse was quite satisfactory but was suboptimal in two ways. On the one hand, it is not
a coarse bi-Lipschitz embedding, but we know that every proper space admits a coarse bi-
Lipschitz embedding into any Banach space which contains the £ ’s. On the other hand, the
compact balls only embed with suboptimal faithfulness in light of either (36) or Proposition
3.2. This suboptimality was due to the fact that the parameters of the nets and the radii of
the dyadic balls used in the barycentric gluing were correlated in [7]. By “decorrelating" the
construction, a much tighter embedding result was proved in [11] and the following notion
naturally arose.

Definition 3.3 We say that (X, dx) is almost bi-Lipschitzly embeddable into (Y, dy) if there
exist a scaling factor r € (0, co) and a constant D € [1, 00), such that for any continuous
function ¢ : [0, +00) — [0, 1) satisfying ¢(0) = 0 and ¢(¢) > O for all # > 0, there exists a
map f,: X — Y such that forall x, y € X,

@(dx(x, y)) - r-dx(x, y) = dy(fp(x), fo(y)) < D -r-dx(x, y).

Proposition 3.2 essentially says that a compact metric space almost bi-Lipschiztly embeds
into (3_p2 K';o)z. It is clear from Definition 3.3 that if X admits a bi-Lipschitz embedding
into Y, then X almost bi-Lipschitzly embeds into Y. Note also that if X almost bi-Lipschitzly
embeds into Y, then X admits an embedding into Y that is simultaneously coarse and uniform.
Moreover, if X almost bi-Lipschitzly embeds into Y, it is easy to see, by taking ¢ appropriately,
that X admits a coarse bi-Lipschitz embedding into Y. The following theorem is the main
result from [11].

Theorem 3.4 Let p € [1, 00]. If £,, is finitely representable in a Banach space % then any
proper subset of Lp[0, 1] is almost bi-Lipschitzly embeddable into %' In particular, any
proper subset of L [0, 1] is almost bi-Lipschitzly embeddable into £ .

The following corollaries can be easily derived from Theorem 3.4.

Corollary 3.5 Let % be a Banach space which contains the £.’s, and X be a proper met-
ric space, then X almost bi-Lipschitzly embeds into % . In particular, every proper metric
space almost bi-Lipschitzly embeds into the reflexive and asymptotically-£2 Banach space

(2021 €8)

Corollary 3.6 Let % be an infinite-dimensional Banach space. Then any proper subset of
Hilbert space almost bi-Lipschitzly embeds into %' .

Theorem 3.4, Corollaries 3.5, 3.6 are tight in the sense that “almost bi-Lipschitz embed-
dability” cannot be upgraded to “bi-Lipschitz embeddability” (see [11] for more details).
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3.2 Nearly isometric embeddability of stable metric spaces

Comparing Corollaries 2.7 and 3.5 we see that it is always possible to embed locally finite
metric spaces into any Banach space that contains the £7_’s, and also proper metrics albeit
with a lesser degree of faithfulness. It is natural to wonder whether this trend continues if we
enlarge once more the class of metrics considered. In order to relax the properness condition
we can consider stable metrics. Before discussing embedding results for stable metrics, we
make a little detour to introduce the fascinating notion of metric stability.

3.2.1 Stable metrics
Stable norms!! were introduced, originally for separable Banach spaces, by Krivine and
Maurey [52]. Whether every infinite-dimensional Banach space contains an isomorphic copy
of ¢g or £, for some p € [1, 00), was a long-standing open problem in Banach space theory.
In early 1970s, Tsirelson [85] built an example of a space that does not have this property.
However, Krivine and Maurey showed that for stable Banach spaces such Tsirelson-type
construction cannot happen since every stable Banach space contains an isomorphic copy
(actually almost isometric) of £, for some p € [1, 00). Krivine-Maurey result is one of
many evidences that stable Banach spaces have a much more regular structure than arbitrary
Banach spaces. We point the reader to [38] for an extensive account on the theory of stable
Banach spaces. It seems that the natural extension of the notion of stability to arbitrary metric
spaces was first studied by Garling [30].

Definition 3.7 A metric space (X, dx) is said to be stable if for any two bounded sequences
{xn}02 1, {yn}p2,. and any two non-principal ultrafilters ¢/, V on N, the following equality
holds:

hmu ,}LH{, dx (Xm, yu) = ,}f{; "gnu dx (Xm, yn)- 37

m-—

A Banach space is stable if its canonical metric induced by its norm is stable. Stability is an
isometric property and is inherited by subsets. Despite condition (37) seems quite restrictive
the class of stable metrics is rather rich and contains lots of interesting metrics.

Example 3.8 Proper metric spaces, and in particular finite, compact, bounded geometry, or
locally finite metric spaces, are stable.

For all the metric spaces in Example 3.8 the closed balls are either finite or compact, and if
{xn}2 1, {yn )52, are bounded sequences, then given any non-principal ultrafilters 24, V on N,
there exist x, y € X such that lim,_zs x, = x and lim,_,y y, = y. By continuity properties
of the distance function we thus have,

limu nlirr{} dx (xm, yp) = dx(x,y) = nlig) mlgnu dx (X, yn)-

m—

In particular, finite-dimensional Banach spaces, finitely generated groups equipped with their
canonical word metric, compactly generated groups equipped with their canonical proper
metric are stable metric spaces. It is a classical fact that if a Banach space is proper then
it must be finite-dimensional. We now describe infinite-dimensional Banach spaces that are
stable since it will provide us with examples of stable metric spaces which do not belong to
the list of (trivially) stable spaces from Example 3.8.

11" A norm is stable if for any two bounded sequences {xn},‘f:l, {vn rolo:l, limy, limy, |xm + yull =
limy, limy, ||x;; + ya|l, whenever the limits exist.
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Example 3.9 Hilbert space is stable.

It is fairly easy to show that Hilbert space is stable using the classical representation of
Hilbert norm in terms of the scalar product. Assume that {xn}n 1> 1n )52, are two bounded
sequences in Hilbert space. For any two ultrafilters ¢/ and V, since Hilbert space is reflexive,
the two sequences are weakly convergent along ¢/ and V to, say, x and y, respectively. Denote
a = lim,—y X113 and b := lim,— ||y, |13. Then,

lim llm |Xm — yull3 = lim llm (lem||2+ Iynl13 = 24Xm. yn))
m—U n— m—Un

= n}gnu 2 13 + nlgr]lj lynll3 —2(x, y)
=a+b—2x,y),

where in the second equality we used the definition of weak convergence. Proceeding in a
similar manner we can show that

lim hm ||xm—yn||H—a+b 2(x,y),

n—Ym

and this completes the proof.
Example 3.10 The Banach space £, for p € [1, 00), is stable.

There are several different approaches to prove the statement in Example 3.10. It is an
elementary, but somewhat tedious, exercise to show that for p € [1, 00), the £,-sum of
stable Banach spaces is stable, and one can then argue that £, is by definition the £,-sum of
countably many copies of (R, |- |), which is a proper, and hence stable, space. This argument
builds on the following classical lemma.

Lemma3.11 Let {x,}2 | be a bounded sequence in £ ,, and U a non-principal ultrafilter on
N. Suppose that lim,, ¢ €] (x,) = 0 foralli € N, i.e. {x,};,2 | converges coordinatewise to
0 with respect to U. Then, for every z € £,

: P __ p : p
Tim 12 +xallp = 12l + lim Jel5- (38)

The conclusion of the lemma clearly holds if z and the x,,’s have disjoint supports. Since
{xn}52 | converges coordinate-wise to O by reaching far out in the sequence one can select x,
such that the essential contributions to the norm of x,, and of z are supported on essentially
disjoint supports, and a classical approximation and truncation argument gives the conclusion.

For every bounded sequence {y,}° ; and every non- pr1nc1pa1 ultrafilter ¢/ on N, there
existy € £, and u > 0'so thatif z € £,, then lim, ¢ |z — yallh = llz — y[I” 4+ wP. Indeed,
there exists y € £, such that for all i € N lim, e/ (y,) = e/ (y), and the conclusion
follows from Lemma 3.11 with {x,};2 | = {y — ya}5o, and p = lim, ¢¢ |y — ya|l. We are
now in position to prove that £, is stable. For a pair of bounded sequences {x,,}52 |, {yx}52 |,
and a pair of non-principal ultrafilters 2/, V on N, there exist x, y € £, i, v > 0 such that
for all z € £, the following equalities hold:

llm Z—X = ||Z X + 122
nesid ” n”p ” ”p
and

lim |z — yallp =z = yllp +v7.
n—V
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It follows that

lim lim —wally = llx =I5 + u? +v? = lim lim = vallp-
s, B yn”p [lx )’”p +ut 4y n—>Mm—>V”xm yn”p
Example 3.12 The Banach space cg, and more generally any Banach space containing an
isomorphic copy of cy, is not stable.

The fact that ¢ is not stable can easily be checked directly by considering the sequences
X, = —eyand y, = Z?: 1 €i-n > 1, where (e,);2 | denotes the canonical basis of co. Indeed,
lim,,, .y lim, 7 |X, — Ymlloo = 2 while lim, ¢/ limy,— v [|x, — Ymlleo = 1. In order to
show the second part of Example 3.12 we need to invoke James’ cg-distortion theorem [44]
which says that if a Banach space % contains an isomorphic copy of cg then ¢ will contain
for every € > 0 a subspace that is (1 + €)-isomorphic to cg. More examples of spaces that
are not stable will be given in Sect. 4.

The stability of the function space L,[0, 1] is much more difficult to obtain than the
stability of the sequence space £, since the validity of equality (38) for the sequence space
does not hold in the function space case, and thus another argument is needed.

Example 3.13 The Banach space L,[0, 1], for p € [1, 00), is stable.

For s € (0, 1), the metric space (X, d‘§() is commonly called the s-snowflaking of X. It is
clear that a snowflaking of a metric pace is stable if and only if the original metric on the space
is stable. For p € [1,2), L,[0, 1] will be stable since it is well known that the %-snowﬂaking
of L,[0, 1] embeds isometrically into the Hilbert space L[0, 1]. This argument fails for
p > 2, and the stability of L [0, 1] for p > 2 is more difficult to prove and requires a fine
understanding of the relationship between stability and reflexivity. Krivine and Maurey gave
a representation of the norm of a stable Banach space which provides a direct relationship
between stability and reflexivity.'?

Theorem 3.14 Let 2 be a Banach space and fix p € [1, 00). Then, 2" is stable if and only
if there exist a reflexive Banach space %, a dense subset B of the unit ball of 2", and maps
g:B—> %, h: B— %*sothatforall x,y € B we have ||x — y||? = (g(x), h(y)) where
(-, ) is the duality product between % and %'*.

The theorem below, which includes Example 3.13, follows from a similar but more delicate
representation of stable norms that was also proved in [52]. For a Banach space .2” we denote
by L,(2, B, u; Z7), or simply L, (£2; Z°), the Banach space of Bochner equivalence classes
of Bochner p-integrable and .2"-valued functions defined on the measured space (<2, B, ).

Theorem 3.15 Let p € [1, 00). If 2 is a stable Banach space then L ([0, 1]; 27) is also
stable.

3.2.2 Kalton’s embedding of stable metrics

It follows from the examples in the previous section that the class of stable metrics strictly
extends the class of proper metrics. For stable metrics there is no analogue of Corollary 2.7 or
Corollary 3.5 even if we are willing to significantly weaken the degree of faithfulness of the
embeddings. Indeed, it was proved in [13] that Tsirelson space .7* (which is reflexive and

12 The connection between stable functions and weak-compactness goes back at least to the work of
Grothendieck [37].
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contains the £2_’s) does not contain a coarse copy nor a uniform copy of any of the (stable)
Banach spaces £, for p € [1, 00). The next course of action would be either to consider even
weaker notions of embeddability or to settle for embeddings into Banach spaces with weaker
geometric features.

A remarkable result of Kalton [46] states that a stable metric can always be embedded
into a reflexive Banach space, which depends on the stable metric, in a way that distorts the
distances by only a slight amount.

Theorem 3.16 Let X be a stable metric space, and s € (0, 1), then there exist a reflexive
Banach space 75(X) and a map f: X — 5 (X) such that forall x, y € X

min {dx (x, y), dy(x, )} < /() = FOllr00 < max {dx(x, y), dy(x, y)}.

Unlike in Corollary 2.7 or Corollary 3.5, where the host space can be taken arbitrarily
from a given class of Banach spaces, the reflexive space .#;(X) and the embedding f highly
depend on s and X. Given s € (0, 1) the crux of Kalton’s proof is to leverage the stability
condition in order to construct a weakly compact operator S: £1(W) — Lipy (X, dy) for some
well-chosen set W that is weakly relatively compact in Lip, (X, d) the Lipschitz space over
the s-snowflaking of X. Then, by Davis—Figiel-Johnson—Pelczyniski factorization theorem
[21], S factors through a reflexive Banach space 2™ and % (X) is defined as the dual of 2.
A careful inspection of Kalton’s proof reveals that an embedding with tighter guarantees can
be achieved. The adjustments were carried out in [11] were the following definition, which
captures the quantitative improvements, was introduced.

Definition 3.17 Let C be a class of metric spaces. We say that (X, dx) nearly isometrically
embeds into C if for any pair of continuous functions p, o : [0, +00) — [0, +00) satisfying

(i) w(0)=0,1 < w(r) forr € [0, 1], and lim, o 22 = 400,
(i) w()=1tfort > 1,
(i) p(r) =1 fort € [0, 1],

(iv) p(t) <t fort > 1and lim, o 22 =0,

there exist a space (Y, dy) € C and amap f: X — Y such that for all x, y € X
p(dx(x, y)) < dy(f (), f() < o(dx(x, y)).

If C is reduced to a single element (Y, dy) we say that (X, dx) nearly isometrically embeds
into (Y, dy).

Theorem 3.18 Let (X, dx) be a stable metric space, then X nearly isometrically embeds into
the class of reflexive Banach spaces.

We refer to [11] for the proof of Theorem 3.18. The terminology is motivated by the fact that
if X nearly isometrically embeds into C, then for every 0 < § < A < oo there exist Y € C
and f: X — Y such that for all x, y € X satisfying dx(x, y) € [4, A],

dy (f (), f(») = dx(x, y).

This property is not achieved with Kalton’s original embedding.

4 Upper stability

Krivine-Maurey stability theorem can be used to provide examples of Banach spaces, other
than cq, without any stable renormings.
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Theorem 4.1 Every stable Banach space contains an isomorphic copy'® of € p for some
p € [1, c0).

Therefore, Tsirelson-like spaces, which do no contain any isomorphic copy of £, for
any p € [1, 00), do not admit any equivalent stable norm. Note also that if a Banach space
contains an isomorphic copy of £,, for some p € [1, 00), then it will contain an unconditional
basic sequence. Hence, Banach spaces with no unconditional basic sequences, in particular
hereditarily indecomposable Banach spaces (see [59] for a discussion of how to construct
such spaces), also do not admit any equivalent norm that is stable.

In [80], Raynaud showed that the conclusion of Krivine-Maurey theorem is valid for any
Banach space whose unit ball admits a uniformly equivalent stable metric. It was well known
that spreading basic sequences in stable Banach spaces are unconditional, and Raynaud
showed that this property still holds if we merely assume that the unit ball of the Banach
space embeds uniformly into a stable space.

Theorem 4.2 Let 2 be a Banach space. If the unit ball of 2 uniformly embeds into a stable
metric space, then every spreading basic sequence in 2 is unconditional.

The following theorem from [80] follows then from the observation that the summing basis
of ¢, i.e. the sequence {s,} >, where s, = Z?:l e;, is spreading but not unconditional, and
extends a previous result of Enflo [25] which states that the unit ball of ¢y does not embed
uniformly into Hilbert space.

Theorem 4.3 The unit ball of ¢y does not uniformly embed into a stable metric space.

The notion of stability made a spectacular come back in nonlinear embedding theory due to
the work of Kalton [46] where Property Q was introduced (see also [12,26,77] for recent
papers discussing and/or using stable metrics). In the sequel we will always write an element
i = (ny,...,ng) of [N¥, the set of k-subsets of N, in increasing order, i.e. n; < ny <

- < ng. In [46], Kalton defined a graph structure on (the vertex set) [N]* as follows: m
and n are adjacent if and only if they are different and they interlace, meaning that either
mp =np =my =np =0 SMgp S NOrnp S mp SNy Smy S S N S M.
This (non-locally finite) infinite graph is then equipped with its canonical graph metric,
simply denoted d;. Kalton’s property Q is the following concentration inequality on Kalton’s
interlacing graphs {[N1¥, dj};>1.

Definition 4.4 A metric space (X, dx) has property Q if there exists a constant C > 0 so that
for every Lipschitz map f: (INJ¥, d)) — X there is an infinite subset M of N, such that for
all m, i e [M,

dx(f(m), f()) < C - Lip(f). (39

Note that for any infinite subset Ml of N, the graph ([MJ*, d) has diameter k, and it is imme-
diate from the definitions that a metric space with property Q cannot equi-coarsely contain
the sequence { (INT¥, d}k>1. Kalton’s paper [46] was extremely influential. In particular,
it initiated the use of concentration inequalities in the form of (39) in nonlinear embed-
ding problems. In [13,47,49], several long-standing open problems were resolved using this
approach.

13 In fact it contains an almost linearly isometric copy.

@ Springer



37 Page28o0f48 F. P. Baudier

Kalton’s interlacing graph metric encapsulates the particular behavior of the summing
basis of cq as it is a combinatorial realization of a metric that is naturally induced by the
bi-monotone version of the summing norm given by

m
E a; S; (= Ssup E a;
i sum

i=k
It is a tedious task (cf. [54] or [12]) to show that if m, n € [N]¥ then

k k
I 3
i=1

i=1

:k,meN,kgm]. (40)

di(m, n) = (41)

sum
It was shown in [46] that Kalton’s property Q belongs to the scanty list of obstructions to
coarse and uniform embeddability.

Lemma 4.5 Let 2" be a Banach space. Assume that, either

(i) Z coarsely embeds into a metric space with property Q or
(ii) the unit ball of 2" uniformly embeds into a metric space with property Q.

Then % has property Q.

Since Kalton showed that stable metric spaces have property O, Raynaud’s uniform non-
embeddability result (and its coarse version) follows from the discussion above, which implies
that ¢y does not have property Q, and Lemma 4.5. The following crucial observation is
inspired by [52, Théoréme page 273] and [80, proof of Proposition 5.1] (cf. [16, Lemma
9.19] and [76, Lemma 6.17].

Lemma 4.6 The following assertions are equivalent:

(i) (X, dx) is a stable metric space.
(ii) For every k > 2, every 1 < { < k, every permutation m: [k] :== {1,2,...,k} — [k]

which preserves the orderon {1, ..., L} and{€+1, ..., k}, all non-principal ultrafilters
U, ..., U on N, and all bounded maps f: Nt — Xand g: N¥=t — X, the following
identity holds:
lim ... lim d
pim e lim x(f (1, ... ne), g(eyt, ..., mp))
= lim lim dx(f(ni,...,n0), g(ngs1, ..., ng)).(42)
Mty a1y Pt U1y ( )

(iii) For every k > 2, every 1 < £ < k, every permutation mw: [k] — [k] which preserves
the orderon {1, ..., Lyand {€ + 1, ..., k}, every non-principal ultrafilter U on N, and
all bounded maps f: N¢ — Xand g: NF=t — X, the following identity holds:

lim ... lim d sy M),
n1]—>U ng—>U X(f(n] ne)s 8o+ i’lk))

= lim ... 1igludx(f(nn(l),...,n,,(l)),g(nn(m),...,nn(k))). (43)
k

ni—>U n

(iv) For every k > 1, every 1 < £ < k, every permutation 7 : [k] — [k] which preserves
the order on {1, ..., ¢} and {£{ + 1, ..., k}, and all bounded maps f : [N]‘Z — Xand
g: [NJF¢ - X we have for every infinite subset M of N,

Jinf  dx(f(n1,...,n0), g(es1, ..., k)
ne[MJk
< sup dx(f(nz(1), .- n72))s 8Mx(t+1)s - - - N (k)))- (44)
Ae[Mk
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Proof The proof of (i) = (ii) is by induction on k > 2. If k = 2 the only non-trivial

permutation to consider is 7w 1= (%%) = 7~ 1. The identity

nlh_r)l%l1 nzh_r}bz dx (f(n1), g(n2)) = ”211_{%{2 11111—I>I11/{1 dx(f(n1), g(n2))

follows from the definition of stability.

Assume now that (42) holds forsome k > 2.Letl < ¢ < k+1landxw: [k+1] — [k+1]be
a permutation which preserves the orderon {1, ..., ¢} and {{ 41, ..., k4 1} We think of the
inverse permutation 77 ~! as a (reverse) ordering according to which the limits should be taken:
first along the variable originally associated to Uy 1;_1), then along the variable originally
associated to Uy -1y, and so on... The only requirement on the permutation 7 means that,
in the ordering given by 7 ~!, we can choose to alternate between the first £ original limits
and the last original k + 1 — £ limits as long as we do not swap the order of the the first £
original limits nor swap the order of the the last original k + 1 — £ limits. More formally,
M<a ') <a7'(j) <t = i< jIAN+1 <77 0) <77 1(j) <k+] = i < j].
In the case that there is a pair of two consecutive limits amongst the first £ original limits which
are still consecutive in reordering given by g Lieif2<alO+1=na1G+1)<¢
forsome 1 <i < k, we consider Uy -1 ;) @ Uy —1(;41y the ultrafilter tensor product (or Fubini
product) defined by

Up—1G) @ Unp-1(141) = {A C NZ: {mi eN: {m;jy; e N: (mj,mj;1) € A} € L{ﬂ—1(i+1)}

X € Z/{n—] 10) }
AS Uy —1(;y and Uy -1 ; 41y are non-principal ultrafilters, U, -1 ;) ® Uy, -1(;41y is a non-principal
ultrafilter on N2, and moreover for any bounded function / on N2 it holds

lim lim h(mj, miy1) = lim h(m;, mjq1).
mi—=U, —1 gy M1 =>U 14y (miymi ) =>U -1 QU —1 4,

Now if one picks a bijection ¢ : N? — Nand write g~ ! = ((,of1 Ny ! ), then the pushforward-

ultrafilter @, (U -1(;y ® Uy—1(;41)) 1s @ non-principal ultrafilter on N satisfying

lim im  h(mi, mig) = lim h (<p;1(n), <p;1(n)) .

i U M1 > U1y = s (”:r‘ (i ®Uz=1(i11)

Based on this discussion if f: N¢~! — X is given by

FOny, oo omiy o meey) i= fOmy, o misy, @p mi), @3 ) migr, . mes),
and
U, ifl<r<alG) -1,
Up =3 s U1y ®Uy-141))  ifr =771,
Ur 11 it ') +1<r<k,

then we have

lim ... lim d ny,...,ng), 8Ng41, ..., N
n—UL = Uy x(fm 0), 8(ney1 i+1))
= lim_ ... lim_ dx(f(ml,...,ml—l),g(mg,...,mk)), (45)
mi—Uj my—U
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Also, if
7(r) ifl<r<m'G)<t—1,
A@) =@ +1) ifr~ ')+ 1<r<kandn(r+1) <i,
a(r+1)—1 ifr ') +1<r<kandmn(r+1)>i,
then 7 is a permutation of [k] that preserves the order on {1, ...,¢ — 1} and {¢, ..., k} and
7 1(s) ifl <s<iandw='(s) <7 1(),
Al ={rx1s) -1 ifl<s<iandzw '(s) > 7 1(i),

s+ -1 ifi+l<s<kandn 'Gs+1) >7x"13).

It is not difficult, thought a bit tedious, to verify that 7! o # = # o #~! = id. To help
understand these permutations, below is an illustrative example with £ =4 and k + 1 = 7.
If

34567 —1_ (1234
46257) and hence 7 —(1523

567
647 ) ’
then
~ _ (123456 ~—1 _ (123456
#=(133336) and 7™ = (}33435)-
In this situationi = 3,77 '(2) =2and 7~ '4) =3 =7"1(2) + 1. The permutations 7!
and 77 are obtained by identifying the consecutive limits and shifting accordingly the other

entries. Moreover,

lim lim dx(f (1, ..., ne), g(es1, ... nk41))
Tty U=ty Pt a1
= lim_ ... lim_ dx(f(mi,....me_1), g(me, ..., my)). (46)
M=t ety Mamta Uil

We can now use the induction hypothesis to conclude that all the quantities in (45) and (46)
are equal.

The case when there is a pair of consecutive limits amongst the last kK 4+ 1 — £ original
limits which are still consecutive in the reordering given by 7 ~!,ie.if ¢+2 < 7~ (i) +1 =
770 +1) <k+1forsomel <i <k, can be treated similarly.

Now, if there is no pair of consecutive limits amongst the first £, nor the last k+1—¢, original
limits which are still consecutive in the reordering given by 7! ie fornoi € {1,...,¢—
1JU{e+1,...,k}dowehave 71 (i +1) = 7' (i) + 1, then = ! is necessarily of one of

the following two types: (a) 7 =1 = (7 7471 & KFyoryx =t = (7 kA4 I
case (a), by stability we have that for all (m1, ..., m;_1) € Nk
lim lim dx(f(my,...,me—1,n0), glme, ... mg_1,np41))
N1 > Uge1 ng—>Up
= lim lim  dx(f(my,....me—1,n0), gme, ... mg_1,njs1)),
ng—>Ug ngp1—>Uit
and hence
lim lim dx(f(n1, ..., ne), g(negts ... nkg1))
Mty Uty M ey U e
= lim ... lim lim  lim dx(f(i. ..., 10, g(es1, ... nks1))
N1y~ Uz—1¢ ng—1—=>Ug—1 ngp1—=>Up1 ng—Ug

= lim ... lim lim lim dx(f(nl,...,ng),g(mH,...,nk+1)).
N1y~ Uz—1¢ ng—1—=>Ug—1 ng—>Up g1 —>Uiq
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We have thus reduced our problem to one of the previous situations already handled above.
A similar reduction can be done in case (b).

The implication (ii) == (iii) is just formal. To prove (iii) = (iv) let M be an
infinite subset of N and 2/ be an ultrafilter on N containing M. Since for every i1 € [M]¥,

dx(f(mz)ys -5 1r@))s 8Mg(es1ys -+ -5 M)

< sup dAx(f(mzq)ys---sn2@))s 8Mr(es1)s - -5 Nxk)))
fie[MIk

and since the ultrafilter I/ contains M we have

lim ... lim dx(f(nzq), ..., 0ze), 8 Mae+1ys - - - Nxk)))
ni—>Uu ng—U
< sup dx(f(nz(1), -5 nx2@)s 8Mx(es1)s - - Nrk)))-
Ae[M]k
By stability,
lim ... lim dx(f(ni1,...,ne), g(Me+1, ..., n%))
ni—u nr—Uu
< sup dx(f(mz),---snx0))s 8Nr(+1)s - Rx(k)),
Ae[MIk

and thus for every & > 0 there exists n € [M]* (we again use that the ultrafilter contains M)
such that

dx(f(ny,...,ne), g(meq1, ..., ng)) < sup dx(f g1y, .-, Rxee)),
Fe[MJF

XM (t41)s - +»> Nr(k))) + €

and the conclusion follows.

The implication (iv) = (i) essentially follows from [52, Théoréme page 276]. There,
the argument is given for separable Banach spaces and for the convenience of the reader we
just repeat the argument in the metric case. We will show that if (X, dx) is not stable then
(44) is violated for k = 2 and & the interlacing permutation, which is the only non-trivial
permutation in this case, i.e.

inf_dx(f(n1). g(n2)) = sup dx(f(n2). glny). (47)
np<n ni<ns
Assume that there are ultrafilters /] and U/, on N, and two bounded functions f, g: N — X
such that
lim 11m dx(f(nl) g(n2)) # lim 11m dX(f(nl) g(n2)).

n1—Uy no—>U ny—Uy ni—U

We only treat the case

lim lim dx(f(n). g(m)) < lim T dx(f ). g(no).

n1—Uy np—U: —Ur n1—

as the other case can be handle similarly. Let o, 8 > 0 such that

lim hrn dx(g(nz) f(nl)) <a<pfB < lim hm dx(g(nz) f(nl))

n|—Uy np— ny—Ur ni—

There is B € U and A € U; such that lim,, ¢4, dx(g(n2), f(n1)) > B whenever ny € B,
and lim,, 4, dx(g(n2), f(n1)) < o whenever n; € A. We now construct recursively two
sequences of integers {a ]} 2, and {b; } - ; together with decreasing sequences of subsets
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{Aj}?il in U; and {B‘,-}l‘;o=1 in U as follows. Let By := B and pick b1 € Bj. Then let
Al := AN{n € N: dX(g(bl),f(nl)) > B} and observe that A} € U. Pick a; €
A; C Aandlet B, := By N {ny € N:dx(g(n2), f(a1)) < a} which is clearly in U,.
Assume now that ak, Ax, and B4 have been defined. First, pick by+1 € Bi41, then let
Aj41 := A N{n; € N: dX(g(ka), f(nl)) > B}, and pick ag+; € Ag41. Finally, we let
Biyo = Bry1 N{ny € N: dx(g(ng), f(ak_H)) < «a}. By construction, it is plain that, for
all k € N, we have a; € Ay and by € By. Moreover, if k < ¢, thenay € Ay C Ay, which
implies that dx (g(bx), f(a¢)) > B, and in turn infy - dx(g(bx), f(ar)) > B. On the other
hand, when k > ¢ we have by € By € B4, and hence dx (g(bk), f(ag)) < «. Therefore,
supi-¢ dx (g(br), f(ar)) < o, and

2urlzdx(g(bk), fla) <a<p < inf dx ((Bx), f(ap)),

which is easily seen to contradict (47).
O

The notion of upper stability that we introduce in the definition below is a natural bi-
Lipschitz variant of the isometric notion of stability and can be used to quantify the lack of
stability.

Definition 4.7 Let (X, dx) be a metric space. We say that X is K, -upper stable if for every
k > 1,every 1 < £ < k, every permutation 7 : [k] — [k] which preserves the order on
{1,...,¢}and {¢ + 1, ..., k}, and every bounded maps f: [N]Z — Xand g: [N]k_e — X
we have for every infinite subset M of N

Jinf dx(f(nr, ..., ne), g(nes, ... k)
Ae[M]k
<Ky sup dx(f(nzciys - (@) §Mr(es)s - - - Nx(h)))- (48)
Ae[MIk

And we say that X is upper stable if it is K, -upper stable for some K, > 0, and we will
denote by Uy (X) the smallest constant such that (48) holds.

Remark 4.8 1t follows from Lemma 4.6 that a stable metric space is 1-upper stable.

If {sn}n>1 is the summing basis of ¢y, it is easy to see for all n € [N]£,

k k
Z Snyi—1 — Z Snai
i=1 i=1

This observation provides the main source of examples of non-upper stable spaces.

2k

k
D sm= D
i=1

i=k+1

=k and

o0

=1.

o0

Example 4.9 The Banach space c is not upper-stable. In fact, U (co) > k.

In fact, it is immediate that Uy (X) < cy(X)Uk(Y) and because of (41), any metric space
that contains bi-Lipschitz copies of the interlacing graphs will not be upper stable. The bi-
Lipschitz nature of upper stability makes it a more convenient and versatile notion to work
with, since results for stable metrics that are of isomorphic nature can be extended to the
upper stable metrics. For instance, since upper stability is clearly a bi-Lipschitz invariant,
it provides a quick way to show that ¢y does not admit any bi-Lipschitz embedding into a
stable metric since upper stability generalizes stability.

Akin Property Q, upper stability is also a coarse and uniform invariant for Banach spaces.
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Lemma 4.10 Ifa Banach space 2" coarsely, or uniformly, embeds into an upper stable metric
space, then 2 is upper stable.

Proof We prove first the coarse statement. Since (2, | - ||) coarsely embeds into an
upper stable metric space (Y, dy), there exist ¢: 2" — Y, and non-decreasing functions
p,w: [0,00) — [0, 00) such that

plx =yl = dy(p(x), () = @(llx = yID.

with lim; o p(t) = coand w(t) < oo forallt > 0.Letl <€ <k, f: [N]Z — 2 and
g: [N]k"Z — %2 bounded maps, and 7 : [k] — [k] a permutation that preserves the order
on{l,...,¢}and {€+ 1, ..., k}, be given. Let M an infinite subset of N and let
def
a = sup | f(zqy, - nx@) — &WMries1)s - s Ra) -
ne[MI

Then for every (ny, ..., nx) € (M

1 1
dy (90 (;f(nn(l)’ ces nn(e))) N7 <ag(nn(z+1), ce ”n(k)))) <w(l),

and since w (1) is independent of n| < --- < n; we have
1 1
sup dY —Q (f(l’ln(l), ey nn([))) , @ 7g(nn(z+1), ey nn(k)) < w(l)
ie[M]F o o
def

Let B = éinfﬁe[M]k lf(ny,...,ng) — gmes1,...,nr)| and observe that for all
(1, ....m) € MJf

1 1
dy (‘P <&f(n1, R ne)) N0 <;g(mz+1, . -,nk)>>

> inf {dy(p(x), 9(»)): Ix — yl| = B}

and since the right hand side is independent of n| < - - - < ng,

. 1 1
_inf dy (w <ff(n1, ey ne)) N <fg(nz+1, ey ”k)))
ne[MJk o o

> inf {dy(p(x), 9(»)): llx = yll = B}
The upper stability assumption gives
inf {dy (p(x), 9(): Ilx = yll = B} < Kyoo(1) < 0. (49)

Let C > Osuch that p(C) > 2K, w(1) (such a C exists since by assumption lim;_, o p(¢) =
00).If B > C then whenever | x—y|| > B we have dy (¢(x), () = p(lx =) = p(C) >
2K, w(1), but this contradicts (49). Therefore, 8 < C necessarily, and this completes the
proof since it precisely means that

inf || f(ny,...,ne) —gmeyr, ..., np)ll
e[MIt
<C sup [[f(nzy,---»nz@) — &Mr+1), -+ Nzl
fe[MIt

@ Springer



37 Page34o0f48 F. P. Baudier

Now, for the uniform case we assume that lim; o w(t) = 0 and p(t) > O forall r > 0. Let
def .
B = 1nfﬁe[M]k | f(ny,...,ne) — g(ngs1, ..., nr)|. Then for every (ny, ..., nx) € [M*

1 1
dy <§0 <Ef(n1, . ~,nz)> N (Bg(nul, R nk))) >p) >0

and since p(1) is independent of n| < --- < n; we have

neifllvfmk dy <§0 (%f(”l’ e nz)) . (%g(nul, oo nk))) = p)

Let
def 1
a = — sup |[f(ngqay, ..., nzw)) — 8Mxie+1ys - - - Nl
Ae[Mk
and observe that for all (n1, ..., nx) € [M]*

dy (<P <%f(”7r(l)’ ce nn(@))> N0 (%g(nn(zﬂw cee ”zr(k))))

< sup{dy (p(x), 9(y)) : lx — yll < a}

and since the right-hand side is independent of n| < - -- < ng,

1 1
sup dy <</) (*f(nn(l), cees nn(e))) N <*g(nz(z+1), ce n:r(k))))
ne[MJk B B
< sup{dy (¢(x), o(y)) : lx — y| < &}

The upper stability assumption gives
p(1) < Ky sup{dy (¢(x), () : llx — y|| < o} (50)

Let C > Osuchthat w(C) < 2D (such a C exists since by assumption lim;_, g w(t) = 0). If

- 2Ku
a < C then whenever ||lx — y|| < a we have dy (p(x), 9(¥)) < o(llx — yll) < @(C) < %

but this contradicts (50). Therefore, « > C necessarily, and this completes the proof since it
precisely means that

cinf ([ f(nr, ..., ne) — g(etr, - ng) ||
ne[MJk
1
< C sup I f ey, - nm@) — &Maesrt)s - - - Nl
k

ne[M]

m}

It is not clear whether upper stability is preserved under uniform embeddings of the unit
ball. The following lemma, which follows from a careful inspection of the proof in the
uniform case of Lemma 4.10, will be needed to handle uniform embeddings of the unit ball.

Lemma4.11 Let (X, dx) be a metric space that uniformly embeds, with compression function
p and expansion function w, into a K,,-upper stable metric space. If 1 < € < k, f: [N - X
and g: [N]k"Z — X are bounded maps, and 7 : [k] — [k] is a permutation that preserves
the orderon {1, ..., L} and {€ + 1, ..., k} then for every infinite subset M of N

sup dx (f(r(1)s - s Nr@)s 8N4y - - -2 Nxi)) = C,
Ae[MJF
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where C is any number satisfying o (C) < ip(a) with

o d:ef ~ inf dx(f(nl, ey ng), g(l’lprl, ey nk))
ne[MIk

We will now extend some results of Raynaud and Kalton to upper stable spaces. We start
with Raynaud’s result about unconditionality of spreading basic sequences in stable spaces.
First recall some Banach space theoretic concepts mentioned above. A basic sequence {x, }7° |
in a Banach space (%', || - ||) is spreading if it is equivalent to all of its subsequences, in
the sense that there exist Ay, By > 1 such that for all k > 1, aj,a»,...,ar € R, and
1 <my <mpy<---<my € Nwehave

k
D aixi

i=l1

k
D aixi

i=1

k

i=1

< = Ay (G

1
B
A basic sequence {x,,}7 , is said to be unconditional if there exists C, > 1 such that for all
k>1,a1,az,...,ar € R,and €1, &2, ..., € {—1, +1} we have

k k k
> | < | entntn >
n=1 n=1 n=1

It is plain that the canonical basis {e,, },>1 of cg or £, for I < p < oo, are both spreading
and unconditional'* (both with constant 1).

Raynaud showed [80, Proposition 5.1] that if the unit ball of a Banach space 2" uniformly
embeds into a stable metric space, then every spreading basic sequence in 2" is unconditional.

=

=Cy

1
Cu

Theorem 4.12 Let 2 be a Banach space. Assume that, either

(i) Z coarsely embeds into an upper stable metric space or
(ii) the unit ball of 2" uniformly embeds into an upper stable metric space.

Then every spreading basic sequence in % is unconditional.

Before we give the proof of Theorem 4.12, observe that the following corollary (cf. Theo-
rem 4.3) follows from the fact that the summing basis of ¢y is spreading but not unconditional.

Corollary 4.13 ¢ (resp. the unit ball of cg) does not coarsely (resp. uniformly) embed into
an upper stable metric space.

Proof of Theorem 4.12 We begin by proving (i). Assume that the spreading basic sequence
{x2}52, is Cp-basic, i.e.

k
D aixi

i=1

J
Y aixi| <Gy

i=1

forall1 < j <k,andaj,...,ar € R. Let Ay and B, be the spreading constants as in (51)
and K, be the upper stability constant of the target metric space.

The following claim, which seems to be folklore, is implicitly used in Raynaud’s proof.
We could not locate a proof in the literature so we will include one that was graciously
explained to us by Steve Dilworth.

14 Sequences that are both spreading and unconditional are called subsymmetric.
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Claim 4.14 Let {x,};2 | be a spreading sequence. If there exists a constant y > 0 such that
foralle = (e, ..., &) € {—1, 1}k,

<v ; (52)

i X

then {x,}°2 | is unconditional.

Proof Assume that {x,,}°° | is spreading. If {x,,};2 | is weakly null, then it is well known that
{Xn},,:] is unconditional (cf. [15, Proposition 2, page 17]). If {)c,,}flo:l is not weakly null, then
there exist § > 0, a functional x* € 27* of norm 1, and integers 1 <nj <np <--- <n; <

- such that x*(x,,) > 6 forall i € N. Hence, forall j € N, || Z}'/=1 Xp; I = jé and for all
e=1(e1,...,&5) € {—1,1},

I Rl )30 s ) 3 Ly 3
x| 2y x| = || = =]
i=1 - i=1 l vAs ' vAs

i=1

Therefore, there is a constant ¢ : T > 0 such that Z || Zl L&ixill = ¢j, and
it follows from Elton’s theorem [24] that there are constants k u > (, depending only on
the constant ¢, such that for each j > 1 there exists §; C {1, 2, ..., j} with |§;| > Aj and
I ZieS,- aixill > n ZieS,- |a;| for all finite sequences of scalars {a,-}iesj. Consequently, the

sequence {x;};es; is p-equivalent to the canonical basis of Z‘ il . Since limj o0 |Sj| = 00
and {x,};°, is spreading, it follows that {x, }°° | is equlvalent to the canonical basis of £,
and hence {x,,}3° | is unconditional. ]

Forany n € {—1, 1}* let N(n) def I Zle n;x;||. By Claim 4.14 it suffices to show that there
exists a constant y such that for any ¢ = (g1, ..., &) € {—1, 1}/‘,

k k
N = > xi| <y Y exi|=yN). (54)
i=1 i=1
Lete & |{i : &i = +1}| and 7 the permutation on [k] that maps {1, ..., £} onto {i: &; = +1}
and{€+1,...,k}onto {i: & = —1} while preserving the order on the respective sets. If we
define for (mj, ..., my) € [N]¢
¢
f(mlv ~~'7m5) - mei
and for (my, ..., my_¢) € [NJF7*
glmy,...,mp_y¢) = me,-,
it follows from the proof of Lemma 4.10 that
inf || f(ur,.one) = gmesrs -l
ne[N]
< C sup [[f(nzqy, -, nze) — &Mx(et1)s - @)l
Ae[N
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where C is any constant such that p(C) > 2K, w(1). Observe now that for all (n, ..., ng) €
[NJF

k
} EiXp, || =

i=1

= [ f(nz@)ys - s xe) — &Nr(e+1)s -+ Ra) |l

AsN(e) =

¢ k
Zx”nm - Z Kna)
i=1

i=C+1

and hence

sup || f(nzqys -« s (o) — 8Mr(eslys - - Nr) |l < AsN ().
e[NJk

On the other hand, forall n| < --- < ny,

k k
N =Y x|l <Bs | D x| (55)
i=1 i=1
and
k 12 k 4
2L 5 B SIYRED %) R ) o
i=1 i=1 i=t+1 i=1
¢ k ¢ k
= an,- - Z Xn; +2Cp ani - Z Xn;
i=1 i=t+1 i=1 i=t+1
14 k
=Q2Cy+ 1) Z'x”i - Z Xn;
i=1 i=t+1
Combining the last inequality with (55) we have
¢ k
N() < BsQCy +1) | Y, — ) (56)
i=1 i=l+1
and hence,
. N()
inf ny,...,ng) —gngsr1, ..., 0N >
o Il.f (1 o) — &gt 9 B.2C, + 1)

Consequently N(1) < CA;B;(2Cp 4 1) N (e) which is (54) with y = CA;B;(2Cp + 1).

The proof of (ii) goes as follows. If N(1) < N(¢) there is nothing to prove and in the
sequel we assume that N(g) < N(1). We keep the same notation as in the proof of (i). First,
observe that forevery 1 < j <kandm; <--- <mj,

J J k
Z'xlﬂi < Ay Z-xi < AyCp in
i=1 i=1 i=1

Therefore, if for 1 < ¢ < k we define for (my, ..., my) € [N]¢

= A;Cp,N(1).

4

1
f(m17'-'am[):m;x”l[
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and for (my, ..., mg_g) € [NJF~¢

1 k—¢

g(m17'~'7mk7[): BN X i’
ASCbN(D; "

then f and g take values in the unit ball of .2". For any n; < --- < ny

14

k
S - 3

i=1 i=0+1
= AgB;2Cp + DCy N f(ny, ..., ng) — gnggy, ..., np)ll,

(56)
N1 = B;2Cp+1)

and hence
1

inf R — R >
ﬁéI[IN]k If(n1 ne) — g(nes ni) |l 1.B.0C, DG,

If C is any positive number satisfying 0 < w(C) < %Ku p(m) it follows from
Lemma 4.11 that

sup || f(nz(lys - -5 Br(e)) — &Mr(es1)s - > Rx) | = C,
ielNJk

and thus there exists 7 € [N]* such that

k k 14 k
Z Ei Xj Z gix}li Z xnﬂ(,') - Z xnn(,-)
i=1 i=1 i=1 i=0+1

> ACoNI f(rry, - fr@) — 8(Rgesys - s M)l

AsN(g) = Ay >

Cc
> A;Cp,N(1) 3
Taking y = max{l, C-ich} in (54) concludes the proof. O
The next theorem shows that upper stability is a strengthening of Kalton’s property Q.

Theorem 4.15 Every upper stable metric space has property Q.

Proof Let (X, dx) be K,-upper stable and fix k > 1 and a Lipschitz map f : (INJ¥, dp) — X.
Define

ALY [ﬁ e NP2 dx(f(n1y ... mp), f(negt, .. o)) < 2K, ~Lip(f)}-

By Ramsey theorem there exists an infinite subset M of N such that either [M]* c A or
[M]* N A = @. If the first possibility happens then for all 7z € [M]? we have

dx(f (1, ...,n0), f(nests ... no)) < 2K, - Lip(f).
If 7, m € [M]* we can choose X € [M]* such that x; > max{ny, my} and thus

dx(f@), f(m)) < dx(f @), f(X)) +dx(f (&), f(R)) < 4Ky - Lip(f).

It remains to show that the second possibility cannot happen. Consider the interlacing per-
mutation 7 : [2k] — [2k] defined by

. 2i — 1 if 1<i<k
(i) =
20 —k) if k+1<i<2k.
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It is immediate to verify that 7 preserves the orderon {1, ..., k}andon {k+ 1, ..., 2k} and
if 7 € [M]?* then

dx(f(rzcty, -« Hr))s [ tlys - -5 B 2k)))
=dx(f(n1,n3,...,n2-1), f(n2,n4,...,n2)) < Lip(f).

Therefore,

sup  dx(f(zctys - - Ar))s fRps1ys - - - Bx2k))) < Lip(f),
eIk

and by K, -upper stability it holds

_inf dx(f (1, .. nk), f (gt - - nok)) < Ky Lip(f).
ne[M]%

In particular there exists 71 € [M[]?* such that

dx(f (1, ..., n6), fesr, ... on2)) < 2K,Lip(f),

but this implies that [M]* N A # (J; a contradiction. O

Recall that a Banach space £ has trivial Rademacher type if and only if .2" contains the
£7’s (see [60]). It was shown by Guerre-Delabriére and Lapresté [39] that every non-reflexive
stable Banach space contains an isomorphic copy of 1 and hence has trivial Rademacher type.
Raynaud showed that every non-reflexive Banach space whose unit ball uniformly embeds
into a stable metric has a spreading model isomorphic to €. Without delving too deep into the
theory of spreading models, a spreading model of 2" is a Banach space that can be associated
to 2" and that is finitely representable in .2". Therefore the unit ball of a non-reflexive Banach
space with non-trivial Rademacher type does not even embed uniformly into a stable space.
Classical examples of non-reflexive Banach spaces with non-trivial Rademacher type are
James non-reflexive space of type 2 [45] and Pisier-Xu interpolation spaces [79]. Raynaud’s
result was extended by Kalton. Indeed, it is a result from [46] that if 2" has property Q and
is non-reflexive, then 2" has a spreading model isomorphic to £;. Kalton’s proof relies on
a result of Beauzamy [14] which says that a Banach space has the alternating Banach-Saks
property if and only if none of its spreading models are isomorphic to £;. Recall that a Banach
space £ has the alternating Banach-Saks property if every bounded sequence {x,}5>; € 2
has a subsequence {y, }2 | so that the alternating Cesaro means % ZZZI (=D converge
in norm to 0. Note that the class of Banach spaces with the alternating Banach-Saks property
strictly extends the class of Banach spaces with non-trivial type since c( has the alternating
Banach-Saks property and trivial Rademacher type.

The conclusion of Raynaud and Kalton results obviously holds for non-reflexive upper
stable spaces since upper stability implies property Q. Therefore it follows from Kalton’s
result that a non-reflexive and upper stable Banach space has a spreading model isomorphic
to £, and thus contains the 61"3. If we are merely interested in the containment of the Eﬁ“s
the elementary argument given below is all we need.

Theorem 4.16 Let 2 be a Banach space which is non-reflexive. Assume that, either

(i) Z coarsely embeds into an upper stable metric space or
(ii) the unit ball of 2" uniformly embeds into an upper stable metric space.

Then % contains the £'’s.
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Proof Assertion (i) is a simple consequence of Lemma 4.10. Since 2" is not reflexive there
exists a normalized James’ sequence {x,}5>; such that forall 1 < ¢ < k, by, ..., b > 0,
and 71 € [N]¥,

4
1 bixn, — Z bixn || = be (57)
i=1

i=t+1
Letay,...,a;r € Randchoose ¢y, ..., & € {£1} suchthatg;|a;| = a; forall1 <i <k.
Let¢ def |{z & = +1}| and r the permutation on [k] that maps {1, ..., £} onto {i: & = +1}
and {¢{ +1,...,k} onto {i: & = —1} while preserving the order on the respective sets.
def -
Leta = Zlela,-l and define for m € [N]%, f(my,...,my) = éZlelaﬂ(t’)lxmi and for
m € [N]k_é, glmy,...,mp_y) = é Zf-‘;ﬁan(gﬂ)lxmi. Observe that forall n; < --- < ng,
k
If G, one) = gneg, . .on)ll = = = D lan o,
i=0+1

57) k 1

k
1 1
= % El|an(i)|:£ E la;| = 5
1=

i=1

and
K k
If (). - x) = 8Maernys - naap)ll = = D lani Kngey = Y laxi Xngg
i=1 i=l+1
1
= | 2 lailvn, = D7 lail,
i:a>0 i:a;<0
L&
= ; Zaixn,' )
i=1

It follows from Lemma 4.10 that there exists C > 0 such that

Jinf | f(n1, ... n0) — gnggts ..., n ) < C sup || f (mrq1),
ne[NJk ie[N]k

S hz@) — &My, - @),
and hence

—Z|a,| < sup

ne[NJk

E aijXp;

This implies that there exists n € [N]* such that

i=1

For assertion (ii) we can apply Lemma 4.11 since f and g take values in the unit ball of
Z. O
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In general, reflexivity is not preserved under coarse embeddability (resp. uniform embed-
dability of the unit ball) as it is well known that £; coarsely embeds (resp. its unit ball
uniformly embeds) into Hilbert space. The space £ obviously contains the £7’s and (part of)
the following theorem, which is originally due to Kalton [46] under assumption (iii) or (iv),
states that this is the only obstruction.

Theorem 4.17 Let %" be a Banach space that does not contain the £'|’s. Assume that at least
one of the following conditions hold:

(1) Z coarsely embeds into an upper stable metric space,

(i) the unit ball of 2" uniformly embeds into an upper stable metric space,
(iii) 2" coarsely embeds into a reflexive Banach space,
(iv) the unit ball of 2" uniformly embeds into a reflexive Banach space.

Then % is reflexive.

The content of Theorem 4.17 pertaining to upper stable metrics is logically equivalent to
Theorem 4.16 and is an extension of [80, Proposition 5.2 (c)] by Remark 4.8. The statement
regarding embeddings into reflexive spaces, which is surprisingly not explicitly stated in [46],
follows from the fact that either (iii) or (iv) implies that 2" has property Q [46, Corollary
4.3] and that a non-reflexive space with property Q must contain the £'’s [46, Corollary 4.6].

5 Final remarks and open problems
5.1 Optimal factor in Ostrovskii’s finite determinacy theorem

Ostrovskii’s finite determinacy theorem says that there is a universal constant « € (0, 00)
such that for every Banach space %" and every locally finite metric space X, X admits a bi-
Lipschitz embedding into % with distortion at most « - 8 whenever X is finitely S-bi-Lipschitz
representable in . A quick inspection of Ostrovskii’s original proof gives that we can take
« in the thousands (3000 will do). An example which shows that necessarily @ > 1 can be
found in [48]. The parameter o was studied in [70,71]. Most notably it was shown that if
the host space is an £;, -sum of nested finite-dimensional spaces, then « can be taken to be
arbitrarily close to 1, and examples are produced showing that we cannot take « = 1. A
very interesting new local-to-global embedding technique—logarithmic spiral gluing—was
introduced to achieve this degree of precision in this special case.

5.2 Lp[0, 1]-compression exponent versus £,-compression exponent

The compression exponent of (X, dx) in (Y, dy) (Y-compression of X in short) introduced by
Guentner and Kaminker [32], is the parameter denoted by «y (X) and defined as the supremum
of all numbers 0 < o < 1 for which there exist f: X — Y, t € (0,00), and A € [1, o0)
such that dx(x, y) > 7 implies

1
S dxCx, M = dy(f(0), f(») = Adx(x, y).

The compression exponent of an (unbounded) metric space is clearly invariant under coarse
bi-Lipschitz embeddings. We will write L, for L,[0, 1]. For any metric space X, since £,
embeds isometrically into L, and since L , contains an isometric copy of L, the inequalities
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ar,(X) < ar,(X) and a2(X) < ar,(X) always hold for any metric space X. It is well
known that finite subsets of L, embed isometrically into £, and thus it follows that the
L ,-compression of an unbounded sequence of finite metric spaces (defined in a natural way)
and its £,-compression coincide. A similar reasoning does not work to prove an analogue
statement if one is dealing with an (unbounded) infinite metric space since, for instance, L4
does not coarse bi-Lipschitzly embeds into £4 [49]. Corollary 5.2, which obviously applies to
finitely generated groups, answers negatively a question raised by Naor and Peres. According
to Naor and Peres this subtlety between the L ,-compression and the £,-compression for
infinite groups was first pointed out by Marc Bourdon, and Naor and Peres asked (Question
10.7 in [67]) whether there is a finitely generated group I' such that e, (I') # ar,(I).
Theorem 5.1 below is an easy consequence of Theorem 2.4.

Theorem 5.1 Let p € [1, o0]. If £, is finitely representable in a Banach space % then any
locally finite subset of L, admits a bi-Lipschitz embedding into % . In particular, any locally
finite subset of L), admits a bi-Lipschitz embedding into £ .

In particular, Theorem 5.1 and the coarse Lipschitz invariance of compression exponents
provides a complete answer for Naor and Peres question.

Corollary 5.2 Let X be a proper metric space. Then, for every p € [1, +00]
a0, (X) =, (X).

In particular, if T is a finitely generated group with its canonical word metric, or a compactly
generated group with its canonical proper metric, then

ag, () = ag, (T).

Remark 5.3 Corollary 5.2 also applies to locally compact second countable groups by the
results of [40].

The cases p = 0o and p = 2 of Theorem 5.1 are just reformulations of Corollaries 2.7
and 2.8, respectively. When 1 < p < oo simply observe that every finite subset of L , embeds
isometrically into some ¢’ , and thus L, is finitely bi-Lipschitz representable in every Banach
space which contains the K’;,’s.

A coarse version of Theorem 5.1 seems to have appeared first in the unpublished
manuscript [73]. After the appearance of [10], the coarse statement of [73] was upgraded to
the bi-Lipschitz category, and only the explicit statement in Corollary 2.8 made it to the pub-
lished paper [74, Theorem 6] while the explicit statement of Theorem 5.1 was surprisingly
left out (but can be derived from [74, Proposition 1]). Theorem 5.1 appeared explicitly in [7]
where the statement and the proof uses the convenient framework of £ ,-spaces.

Naor and Peres [66] proved that otg(F) < afp (I'), for any p € [1, co) and every finitely

generated amenable group I', where a$ denotes the Y-equivariant compression (see [66] for
the definition). The following result follows from Theorem 2.17.

Corollary 5.4 Let X be a proper metric space. If 2" and % are two Banach spaces such that
2 is finitely representable in %, then a9 (X) < aw (X). In particular, az(X) < aw (X) for
every infinite-dimensional Banach space %' .

Note that the second part of the statement can be obtained with Corollary 2.8 only. We do
not know if an equivariant analogue of Corollary 5.4 is true.
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Proposition 5.5 Let I" be a finitely generated group. Do we have otg(f‘) < otg, (") for every
infinite-dimensional Banach space %' ?

The equivariant analogue of Corollary 5.2 also seems open.

Proposition 5.6 Let I" be a finitely generated group. Do we have for every p € [1, 400)

af (0)=af (I)?

5.3 Equivariant versions of the embedding results

Brown and Guentner showed that every countable discrete group admits a proper affine
isometric action on a reflexive space () ;€ pn)2 for some p, — oo. This result was
extended to locally compact second countable groups in [40]. A coarse equivariant version
of Kalton’s embedding result for stable metrics was proved by Rosendal [84, Theorem 22]. It
would be interesting to know if there are equivariant versions of Corollary 2.7 for countable
discrete groups, and of Corollaries 3.1 and 3.5 for compactly generated groups.

5.4 Embeddability of reflexive spaces into stable spaces

Note that .7 (Figiel-Johnson-Tsirelson space [28] that contains the £7’s, and which is the
dual of Tsirelson space .7* [85]) does not have the alternating Banach-Saks property, in a
strong sense, since all its spreading models are isomorphic to £1. However there are reflexive
Banach spaces with the alternating Banach-Saks property which fail to be stable. Problem
5.7 which was raised by Kalton [46, Problems 6.1, 6.2] asks for a converse to Theorem 3.16.

Proposition 5.7 Let 2" be a separable reflexive Banach space.

(1) Does 2 coarsely embed into a stable metric space?
(1) Does Z uniformly embed into a stable metric space?
(iii) Does the unit ball of 2" uniformly embed into a stable metric space?

The difficulty of Problem 5.7 can be partially explained by the deep work from [46] about
the relationship between reflexivity and property Q. Firstly, one of the main results from [46]
is that every reflexive Banach space has property Q and this was used to resolve negatively
the long-standing problem whether c( (resp. the unit ball of cg) coarsely (resp. uniformly)
embeds into a reflexive Banach space. Secondly, if 2" is a Banach space with the alternating
Banach-Saks property, then under either assumption of Problem 5.7, 2" must necessarily
be reflexive. We suspect the answer to assertion (i) and (i) in Problem 5.7 are negative
since we conjecture that there are reflexive spaces that are not upper stable. In particular, we
conjecture that upper stability is strictly stronger than property Q.

Note that it follows from [80] that the unit ball of a Tsirelson-like space does not uniformly
embed into a super-stable space. It was shown in [18] that 7* (Tsirelson’s original space
[85] that contains the £7,,’s, and which is the dual of Figiel-Johnson-Tsirelson space .7 [28])
does not coarsely embeds into a super-stable space. However it is not known if this is true
for all Tsirelson-like spaces since the following problem is still open [46, Problem 6.6].

Proposition 5.8 If 2" coarsely embeds into a super-stable space, does Z  contain an iso-
morphic copy of £, for some p € [1, 00)?
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5.5 Reflexive asymptotic-£; spaces, Baum-Connes and Novikov conjecture

To the best of our knowledge there is no example yet of bounded geometry spaces failing the
coarse Baum-Connes conjecture or the coarse Novikov conjecture. In [51,88] the conjectures
are proved for bounded geometry spaces admitting a weak embedding (coarse embedding)
into very regular Banach spaces (Hilbert space or a uniformly convex Banach space with
a uniformly convex dual). It would be interesting to investigate whether the conjectures
can be proven under a much stronger embeddability requirement (bi-Lipschitz embedding)
into Banach spaces with weaker geometric features. For instance, the space (Z:":l Kgo)z is
reflexive, asymptotic-£», asymptotically uniformly convex with an asymptotically uniformly
convex dual.

Proposition 5.9 Let X be a discrete metric space with bounded geometry. Assume that X
admits a bi-Lipschitz embedding into a reflexive asymptotic-£y Banach space. Does X satisfy
the coarse Baum-Connes or the coarse geometric Novikov conjecture?

An important warning is in order here. By Corollary 2.7 a positive answer to Problem
5.9 will imply a positive answer to the respective conjectures for every metric space with
bounded geometry! Nevertheless, it seems important to have a deeper understanding of the
tradeoff between the faithfulness of the embedding and the geometric features of the host
space in order to be able to confirm the conjectures.

5.6 More on stability

Kalton [46] proved that James space _# and its dual _#* [42,43] do not have the Q-property,
and this gives two more examples of non-reflexive spaces that do not embed coarsely into a
stable space.

The work of Rosendal [84] (and the references therein) contains lots of information about
the existence of compatible stable metrics on groups.

To find more examples of Banach spaces which are not stable we need to resort to non-
commutative L ,-spaces. We refer to [78] for a thorough discussion of non-commutative
L ,-spaces. The commutative L ,-spaces belong to the class of non-commutative L ,-spaces.
For instance, L,[0, 1] can been represented as the non-commutative L ,-space associated
to Loo[0, 1] considered as a von Neuman algebra on the Hilbert space L;[0, 1]. The sim-
plest truly non-commutative L ,-spaces are the Schatten classes (denoted ., (H)). They are
defined as the non-commutative L ,-spaces associated to B(H), the algebra of all bounded
operators on a Hilbert space H, equipped with be the usual trace on B(H ). The commutative
theory can be satisfactorily extended to a large extent to the non-commutative setting, how-
ever there are some significant differences. The stability property of the non-commutative
spaces is one of them.

Theorem 5.10 Let p € [1, 00), p # 2. Then a non-commutative L ,-space associated to a
von Neumann algebra M is stable if and only if M is of type I.

The “if” part of the theorem above was independently proved in [4,81] where it is shown
that the non-commutative L ,-space associated to a von Neumann algebra 90 of type I can be
written as an £ ,-sum of commutative vector-valued L ,-spaces whose values fall into stable
Banach spaces. The “only if” part comes from [58] and is proved in two steps as follows.
Marcolino first showed that if 91 is a von Neuman algebra not of type I, then for 1 < p < oo,
the non-commutative L ,-space associated to the hyper finite II; factor is isometric to a (1-
complemented) subspace of the non-commutative L ,-space associated to 91. The conclusion
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follows from the fact that the non-commutative L ,-space associated to the hyper finite II;
factor is not stable. Those spaces have a completely different linear structure compared to
Tsirelson-like spaces since they contain copies of £;,. The following problem seems open.

Proposition 5.11 Does the non-commutative L ,-space associated to the hyper finite 1l fac-
tor admit an equivalent stable norm?

Acknowledgements We are very grateful to the two referees for their careful and thorough proofreading.
Their constructive comments led to some much needed clarifications which significantly improved the paper.
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