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Optimal High-Order Tensor SVD via Tensor-Train
Orthogonal Iteration

Yuchen Zhou™, Anru R. Zhang

Abstract—This paper studies a general framework for
high-order tensor SVD. We propose a new computationally
efficient algorithm, tensor-train orthogonal iteration (TTOI), that
aims to estimate the low tensor-train rank structure from the
noisy high-order tensor observation. The proposed TTOI consists
of initialization via TT-SVD [Oseledets (2011)] and new iterative
backward/forward updates. We develop the general upper bound
on estimation error for TTOI with the support of several new
representation lemmas on tensor matricizations. By developing
a matching information-theoretic lower bound, we also prove
that TTOI achieves the minimax optimality under the spiked
tensor model. The merits of the proposed TTOI are illustrated
through applications to estimation and dimension reduction of
high-order Markov processes, numerical studies, and a real data
example on New York City taxi travel records. The software of the
proposed algorithm is available online (https://github.com/Lili-
Zheng-stat/TTOI).

Index Terms— Tensor SVD, tensor-train, high-order tensors,
orthogonal iteration, minimax optimality, high-order Markov
chain.

I. INTRODUCTION
ENSORS, or high-order arrays, have attracted increasing
attention in modern machine learning, computational
mathematics, statistics, and data science. Some specific exam-
ples include recommender systems [1], [2], neuroimaging
analysis [3], [4], latent variable learning [5], multidimensional
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convolution [6], signal processing [7], neural network [8], [9],
computational imaging [10], [11], contingency table [12], [13].
In addition to low-order tensors (e.g., tensor with a relatively
small value of order number), the high-order tensors also com-
monly arise in applications in statistics and machine learning.
For example, in convolutional neural networks, parameters in
fully connected layers can be represented as high-order ten-
sors [14], [15]. In an order-d Markov process, where the future
states depend on jointly the current and (d— 1) previous states,
the transition probabilities form an order-(d+ 1) tensor. For an
order-d Markov decision process, the transition probabilities
can be represented by an order-(2d+1) tensor, with additional
d directions representing past d actions. High-order tensors are
also used to represent the joint probability in Markov random
fields [16].

Compared to the low-order tensors, high-order tensors
encompass much more parameters and sophisticated structure,
while leading to inhibitive cost in storage, processing, and
analysis: an order-d dimension-p tensor contains p? parame-
ters. To address this issue, some low-dimensional parametriza-
tion is usually considered to capture the most informative
subspaces in the tensor. In particular, the tensor-train (TT)
decomposition [17]-[21] introduced a classic low-dimensional
parameterization to model the subspaces and latent cores
in high-order tensor structures. TT decomposition has been
used in a wide range of applications in physics and quan-
tum computation [18], [21]-[24], signal processing [7], and
supervised learning [25] among many others. For example,
the TT decomposition framework is utilized in quantum infor-
mation science for modeling complex quantum states and
handling the quantum mean value problem [18], [21]-[23].
The TT-decomposition of a tensor X € RP1*"*Pa ig defined
as below:

Xy g
:Gl,[il,:]g2,[:,ig,:] T gd—l,[!,idfhl]G(—ir,[id,:]
71 Td—1
= Z T Z Gl?[“?al]gz[alvi?va?] T
ar=1 ag—1=1
Gi10ania 100 1)Cdligeai)- (D

Here, the smallest values of rq,...,7r4_1 that enable the
decomposition (1) are called the TT-rank of X . Reference [17]
shows that the TT-rank r; = rank([X];), i.e., the rank of
the kth sequential unfolding of X (see formal definition of
sequential unfolding in Section II-A). G; € RP**"™ G, €
R™=1XPeXTk Gy € RP4XTd=1 gre the TT-cores that multiply
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sequentially like a “train”: A&’;, ... ;, equals the product of
i1th vector in (1, ioth matrix in Go, ..., ig_1th matrix in
Ga—1, and i4th vector in G4. For convenience of presentation,
we simplify (1) to

X =[G1,G2,...,Ga-1,Gd]

and denote g = r4 = 1 throughout the paper. In particular, the
TT rank and TT decomposition reduce to the regular matrix
rank and decomposition when d = 2. If all dimensions p and
ranks r are the same, the TT-parametrization involves O(2pr+
(d—2)pr?) values, which can be significantly smaller than the
ones for Tucker-decomposition O(r? + dpr) and the regular
parameterization O(p?).

In most of the existing literature, the TT-decomposition was
considered under the deterministic settings, and the central
goal was often to approximate the nonrandom high-order
tensors by low-dimensional structures [17], [26], [27]. How-
ever, in modern applications in data science such as Markov
processes, Markov decision processes, and Markov random
fields, the (transition) probability tensor computed based on
data is often a random realization of the underlying true
tensor. In these cases, the estimation of the underlying
low-dimensional parameters hidden in the noisy observations
can be more important: an accurate estimation of the tran-
sition tensor renders reliable prediction for future states in
high-order Markov chains and better decision-making in high-
order Markov decision processes; an accurate estimation of
probability tensor sheds light on the underlying relationship
among different variables in a random system [16]. To achieve
such a goal, it is crucial to develop dimension reduction
methods that can incorporate TT-decomposition into proba-
bilistic models. Since singular value decomposition (SVD)
is one of the most important dimension reduction methods
involving probabilistic models for matrices, and there is no
counterpart of it for high-order tensors, we aim to fill this void
by developing a statistical framework and a computationally
feasible method for high-order tensor SVD in this paper.

A. Problem Formulation

This paper focuses on the following high-order tensor SVD
model. Suppose we observe an order-d tensor Y that contains
a hidden tensor-train (TT) low-rank structure:

Y=X+2Z2, Y X, ZcR%=r, @)

Here, X is TT-decomposable as (1) and Z is a noise tensor.
Our goal is to estimate X and the TT cores of X based
on Y. To this end, a straightforward idea is to minimize the
approximation error as follows,

X = arg min
A is decomposable as (1)

1y - Allz. 3)

However, the approximation error minimization (3) is highly
non-convex and finding the global optimal solution, even if the
rank ry = --- = rq—1 = 1, is NP-hard in general [28]. Instead,
a variety of computationally feasible methods have been
proposed to approximate the best tensor-train low-rank decom-
position in the literature. TT-SVD, a sequential singular value
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thresholding scheme, was introduced by [17] to be discussed
in detail later. Reference [17] also proposed TT-rounding via
sequential QR decompositions, which reduces the TT-rank
while ensuring approximation accuracy. Reference [29] intro-
duced the alternating minimal energy algorithm to recon-
struct a TT-low-rank tensor approximately based on only a
small proportion of revealed entries of the target tensor. [30,
Section L.2] proposed a sketching-based algorithm for fast low
TT rank approximation of arbitrary tensors. Reference [26]
studied the tensor-train decomposition for functional tensors.
Reference [31] proposed the FastTT algorithm for fast sparse
tensor decomposition based on parallel vector rounding and
TT-rounding. Reference [32] studied dynamical approximation
with TT format for time-dependent tensors. Reference [33]
proposed the alternating least squares for tensor completion
in the TT format. Reference [34] studied the completion
of low TT rank tensor and the applications to color image
and video recovery. Reference [35] studied the Riemannian
optimization methods for TT decomposition and completion.
Also see [36] for a TT decomposition library in TensorFlow.
To our best knowledge, the estimation performance of most
procedures here remains unclear. Departing from these existing
work, in this paper, we make a first attempt to minimize the
estimation error of X in addition to achieving the minimal
approximation error under possibly random settings.

B. Our Contributions

Under Model (2), we make the following contributions to
high-order tensor SVD in this paper.

First, we propose a new algorithm, Tensor-Train Orthogonal
Iteration (TTOI), that provides a computationally efficient
estimation of the low-rank TT structure from the noisy obser-
vation. The proposed algorithm includes two major steps.
First, we obtain initial estimates @ﬁ‘”, @;0), e afio_)l, @d by
performing forward sequential SVD based on matricizations
and projections. This step was known as TT-SVD in the
literature [17]. Next, we utilize the initialization and perform
the newly developed backward updates and forward updates
alternatively and iteratively. The TTOI procedure will be
discussed in detail in Section II.

To see why the TTOI iterations yield better estimation than
the classic TT-SVD method, recall that TT-SVD first performs
singular value thresholding on [Y]i, i.e., the unfolding of
Y, without any additional updates (see detailed procedure
of TT-SVD and formal definition of [Y]; in Section II-A),
which can be inaccurate since [Y]1, a pl-by-l_[z=2 Py, matrix,
has a great number of columns. In contrast, TTOI iteration
utilizes the intermediate outcome of the previous iteration to
substantially reduce the dimension of [Y]; while performing
singular value thresholding. In Figure 1, we provide a simple
simulation example to show that even one TTOI iteration
can significantly improve the estimation of the left singular
subspace of G (left panel) and the overall tensor X (right
panel). Therefore, a one-step TTOI, i.e., the initialization
with one TTOI iteration, can be used in practice when the
computational cost is a concern.

Authorized licensed use limited to: Duke University. Downloaded on June 01,2022 at 11:02:50 UTC from IEEE Xplore. Restrictions apply.



ZHOU et al.: OPTIMAL HIGH-ORDER TENSOR SVD VIA TENSOR-TRAIN ORTHOGONAL ITERATION

0.4 |—$-TT-SVD
o -} One-step TTOI
S 0.3
oS
502
R
-
01
-F-1
e - -F-F
0 x Sl
5 10 15
o
600F " "
—4-TT-SVD
5001 |-} One-step TTOI
=Ln400 r
~
| 300+
= 4
— 200+ ~-
5 e ¥~ *
100 + .-
— .-
0 I
5 10 15
g

Fig. 1. AAverage estimalion error (dots) and standard deviation (bars) of
[|sin®(U1,U1)]| and ||X — X||gp by TT-SVD and one-step TTOI. Both
algorithms are performed based on the observation Y generated from (2),

where 2% N (0,02), X is a randomly generated order-5 tensor based on
(1) with p = 20,7 = 1, G1,Go, ..., Ga—1,Ga = N(0,1).

We develop theoretical guarantees for TTOI. In particular,
we introduce a series of representation lemmas for tensor
matricizations with TT format. Based on them, we develop
a deterministic upper bound of estimation error for both
forward and backward updates in TTOI iterations. Under the
benchmark setting of spiked tensor model, we develop match-
ing upper/lower bounds and prove that the proposed TTOI
algorithm achieves the minimax optimal rate of estimation
error. To the best of our knowledge, this is the first statistical
optimality results for high-order tensors with TT format.
We also prove for any high-order tensor, TTOI iteration has
monotone decreasing approximation error with respect to the
iteration index.

Moreover, to break the curse of dimensionality in high-order
Markov processes, we study the state aggregatable high-order
Markov processes and establish a key connection to TT
decomposable tensors. We propose a TTOI estimator for the
transition probability tensor in high-order state-aggregatable
Markov processes and establish the theoretical guarantee.
We conduct simulation experiments to demonstrate the perfor-
mance of TTOI and validate our theoretical findings. We also
apply our method to analyze a New York taxi dataset.
By modeling taxi trips as trajectories realized from a citywide
Markov chain, we found that the Manhattan traffic zone
exhibits high-order Markovian dependence and the proposed
TTOI reveals latent traffic patterns and meaningful partition
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of Manhattan traffic zones. Finally, we discuss several appli-
cations that our proposed algorithm is applicable to, including
transition probability tensor estimation in high-order Markov
decision processes and joint probability tensor estimation in
Markov random fields.

C. Related Literature

In addition to the aforementioned literature on TT decom-
position, our work is also related to a substantial body of
work on matrix/tensor decomposition and SVD, spiked tensor
model, etc. These literature are from a range of communities
including applied mathematics, information theory, machine
learning, scientific computing, signal processing, and statistics.
Here we try to review existing literature in these communities
without claiming this literature survey is exhaustive.

First, the matrix singular value thresholding was commonly
used and extensively studied in various problems in data
science, including matrix denoising [37]-[39], matrix com-
pletion [40]-[43], principal component analysis (PCA) [44],
Markov chain state aggregation [45]. Such the task was also
widely considered for tensors of order-3 or higher. In par-
ticular, to perform SVD and decomposition for tensors with
Tucker low-rank structures, [46], [47] introduced the higher-
order SVD (HOSVD) and higher-order orthogonal iteration
(HOOI). Reference [48] established the statistical and compu-
tational limits of tensor SVD, compared the theoretical prop-
erties of HOSVD and HOOI, and proved that HOOI achieves
both statistical and computational optimality. Reference [49]
introduced the sequentially truncated higher-order singular
value decomposition (ST-HOSVD). Reference [50] introduced
a thresholding & projection based algorithm for sparse ten-
sor SVD. A non-exhaustive list of methods for SVD and
decomposition for tensors with CP low-rank structures include
alternating least squares [51], [52], eigendecomposition-based
approach [53], enhanced line search [54], power iteration with
SVD-based initialization [5], simultaneous diagonalization and
higher-order SVD [55].

In addition, the spiked tensor model and tensor princi-
pal component analysis (tensor PCA) are widely discussed
in the literature. References [56]—-[61] considered the sta-
tistical and computational limits of rank-1 spiked tensor
model. Reference [62] studied the statistical and computational
phase transitions and theoretical properties of the approxi-
mate message passing algorithm (AMP) under a Bayesian
spiked tensor model. References [63] and [64] developed
the regularization-based methods for tensor PCA. Refer-
ences [65]—-[68] studied the robust tensor PCA to handle the
possible outliers from the tensor observation.

Different from Tucker and CP decompositions, which have
been a pinpoint in the enormous existing literature on ten-
sors, we focus on the TT-structure associated with high-order
tensors for the following reasons: (1) Tucker and CP decom-
positions do not involve the sequential structure of different
modes, i.e., the Tucker and CP decompositions still hold if the
d modes are arbitrarily permuted. While in applications such
as high-order Markov process, high-order Markov decision
process, and fully connected layers of deep neural networks,
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the order of different modes can be crucial; (2) the number
of entries involved in the low-Tucker-rank parameterization
grows exponentially with respect to the order d (r?); (3)
methods that explore CP low-rank structure can be numerically
unstable for high-order tensors in computation as pointed
out by [27]. In comparison, the TT-structure incorporates
the order of different modes sequentially and involves much
fewer parameters for high-order tensors, which renders it more
suitable in many scenarios.

In Section V, we will further discuss the application of
TTOI on high-order Markov processes and state aggregation.
This problem is related to a body of literature on dimension
reduction and state aggregation for Markov processes that we
will discuss in Section V.

D. Organization

The rest of the article is organized as follows. In Section II,
after a brief introduction of the notation and preliminaries,
we introduce the procedure of the tensor-train orthogonal
iteration. The theoretical results, including three representation
lemmas, a general estimation error bound, and the minimax
optimal upper and lower bounds under the spiked tensor
model, are provided in Sections III and IV. The application to
high-order Markov chains is discussed in Section V. The sim-
ulation and real data analysis are provided in Sections VI-A
and VI-B, respectively. Discussions and further applications
to Markov random fields and high-order Markov decision
processes are briefly discussed in Section VII. All technical
proofs are provided in Section A.

II. PROCEDURE OF TENSOR-TRAIN ORTHOGONAL
ITERATION

A. Notation and Preliminaries

We first introduce the notation and preliminaries to be used
throughout the paper. We use the lowercase letters, e.g., x, y, 2,
to denote scalars or vectors. We use C, ¢, Cy, cg, . . . to denote
generic constants, whose actual values may change from line
to 21i121e. A random variable 2 is o-sub-Gaussian if Ee!(?—E2) <
e? /2 for any t € R. We say a < b or a = O(b) if a <Cb
for some uniform constant C' > 0. We write a = O(b) if

= O(blogcl(b)) for constant C” > 0. The capital letters,
e.g., X,Y, Z, are used to denote matrices. Specifically, O, ,. :=
{U € RP*" : UTU = I,.} is the set of all p-by-r matrices with
orthogonal columns. For U € O, let U, € O, ,_, be the
orthonormal complement of U, and let Py = UU T denote
the projection matrix onto the column space of U. For any
matrix A € RP1¥P2 Jet A = S P12 5,00, be the singular
value decomposition, where s1(A4) > --- 2 Spiaps (A) >
0 are the singular values of A in non-increasing order. Define
Smin(A) = Spiaps(A), SVDE(A) = [uy ... u,] € O, ., and
SVDE(A) = [v1...v,] € Qp,, be the smallest non-trivial
singular value, leading r left singular vectors, and leading
r right singular vectors of A, respectively. We also write
SVD*(A) = SVD}, ,,,(A) and SVD#(A) = SVD/ .. (A)
as the collection of all left and right singular vectors of A,
respectively. Define the Frobenius and spectral norms of A as
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HAHF _ f;l ;;2 Zpﬂ\pz 2( ) and ||A|| —
51(A) = maxgepre: ||Ax|\2/||x|\2 For any two matrices U €

R™1%m and V'€ R™2%72 let
Upn -V Uin, -V

c R(mlmz) X (ning)

U ® V = . .
Um11 : V Umlnl : V

be their Kronecker product. To quantify the distance
among subspaces, we define the principle angles between
UU € Op,» as an r-by-r diagonal matrix: (U, U) =
diag(arccos(s1), - arccos(s,«)), where 57 > -+ > 5, >
0 are the singular values of UTU. Define the sin® norm as

Isin©(U,0)|

=||diag (sin(arccos(s1)), . . -,
=4/1—s2.

The boldface calligraphic letters, e.g., X', Y, Z, are used to
denote tensors. For an order-d tensor X & R®i=1Pi and 1 <
k < d—1, we define [X]; € RP1XxPe)X(Pet1Pa) a5 the
sequential unfolding of X with rows enumerating all indices in
Modes 1, ..., k and columns enumerating all indices in Modes
(k+1),---,d, respectively. That is, for any 1 < k < d and
1 <ip < pi,

sin(arccos(s;))) ||

([XTR) e (ir o iask) o (insenniask) = Xiy.oias

where &1 (i1, ... ia5k) = (i — Dp1-pr—1 + (ik—1 —
1)]?1 “+ pg—2 + -+ + 41 and gg(il, R ,id;k) = (id -
Dpr+1--pd—1 + (fa—1 — 1)prt1 -+ pa—2 + - +ir41. Fol-
lowing the convention of reshape function in MATLAB,
we define the reshape of any matrix X of dimension pj - - - pg
X Pr+1 - - Pq as an inverse operation of tensor matricization:
X = Reshape(X,p1,p2,...,pa) if X = [X];. For any
two matrices A € R%*92% and A € R192%45 we denote
A= Reshape(A, g1z, q3) and A = Reshape(A q1,q2q3) if
and only if

Alig—D)pr4inis = Aiy (is—Dpatiar V1 <15 <¢5,5 =1,2,3.

We also define the tensor Frobenius norm of X as || X||% =

HAREED B 2., For any matrix A € RP1*P2 and
any tensor B € RP**" X”d let vec(A) and vec(B) be the
vectorization of A and B, respectively. Formally, for any 1 <
k<dand 1 <i; < pyg,

(VCC(B))(idfl)Pl pa—1+(ia—1—1)p1-pa—at-tin Bil seensta

B. Procedure of Tensor-Train Orthogonal Iteration

We are now in position to introduce the procedure of
Tensor-Train Orthogonal Iteration (TTOI). The pseudocode
of the overall procedure is given in Algorithm 1. TTOI
includes three main parts: we first run initialization, then
perform backward update and forward update alternatively and
iteratively.

o Part 1: Imitialization. First, we obtain an initial esti-
mate of TT-cores G1,G2,...,G4-1,Gq. This step is the
tensor-train-singular value decomposition (TT-SVD) origi-
nally introduced by [17].
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Algorithm 1 Tensor-Train Orthogonal Iteration (TTOI)

Algorithm 1(a) Initialization (TT-SVD [17])

Input: Y, {p}{_,, {r1}¢=1, increment tolerance ¢ > 0,

maximum number of iterations .«

1:

~ ~ ~(0
Obtain Initialization Rgo),...,Rfio_)l,X © by Algo-

rithm 1(a)

2:fort=1,...,thax do

3:  if ¢t is odd then

4: Apply Algorithm 1(b) with input ]§§t_1), cee Efit__ll)
to obtain V(t) . ,XA/d(t), .if'(t)

5:  else

6: Apply Algorithm 1(c) with input ‘//\'l(t_l), ceey ‘7(1(15—1)
to obtain é@, . R((;) X x"

7. end if ® (1)

g If |X |2 —|X |2 <ecthen break from the
for loop

9: end for

5 =0
Output: X = X

(i) Let Rgo) be the unfolding of Y along Mode 1. We com-
pute the top-r; SVD of Rgo). Let ﬁl(o) € Op,r, be
the first r; left singular vectors of REO) and calculate
ﬁ(o) = (ﬁ(o))TR(O) € R71%(p2:Pa) | Then, (7(0) is an
initial estimate of the subspace that G lies in and R(O)
can be seen as the projection residual.

(ii) Next, we realign the entries of R(O) Rr1%(p2--Pa) g
R(O) € R(mp2)x(ps...pa) wwhere the rows and columns of
RQO) correspond to indices of Modes-1, 2 and Modes-
3,...,d, respectively. Then, we evaluate the top-ro SVD
of Rgo). Let 172(0) be the first ro left singular vectors of
Réo) and evaluate Eéo) = (ﬁéo))TRéO) € Rm2XPs-Pd,
Again, [72(0) is an estimate of the singular subspace that
Gy lies on and Eéo) is the projection residual for the next
calculation.

(iii) We apply Step (ii) on R ) to obtain U3 € Orypy.rs
and R{") € Rrax(papa); __ : apply Step (ii) on R; , t0
obtain U(g_)l € (D)""d—de—lvrd,—l and Rfio_)1 € R7a-1XPd,

Then we reshape matrix (7,&0) € RPem-1)XT% 1o ten-
~(0)

sor U, € R=XPex" for k = 2,...,d — 1.
~(0 ~(0
Now, (0.4, .. ufi)l,Rgojf yield the initial

estimates of TT-cores of X and we expect that

x~x0=pOa . al BV

The initialization step is summarized to Algorithm 1(a) and
illustrated in Figure 2. In summary, we perform SVD on
some “residual” R,(;)) sequentially for £k = 1,...,d — 1.
As will be shown in Lemma 3, R}(;)) satisfies

RY = (I, @ U0 - Iy, @ OO )W,

where [Y]p € REPr-Pe)xPri1-Pa) is the kth sequential
unfolding of Y (see definition in Section II-A). This quantity
plays a key role in the backward update next.

Input: Y. {ri};=1. {pe}ioy
1: Calculate R§O) =[YVh
2fork=1,...,d—1do
3 09 = SVDL (R
4

It k=1 then U, =0 ese U = (I, @

prod — prod
0
Uém)d()[{( | SO p(0)
0 0 0

5: Rk = Uk Rk o
& I k < d — 1  then R,

feShape(R;(go), TkDk+1, Pkt2 - Pd)
7: end for ©) =)
8: [X(O)] = UprOdR

~(0

9: Reshape [X(O)]d_1 € R(pl""’d*)”’d to X' e Roxxpa

=(0) (0
Output: R() ...,Rfij X

1>

s b W
—
N
cl - -

U, = SVDL(Ry) Bl ochape "
li lll | |

TIR,

EL AN e
] X © with = reshape "
=~ =~ = = h >
U,U,U 1 I~

v Y Us | ™

Fig. 2. A pictorial illustration of initialization (Algorithm 1(a), d = 3).

residual

ﬁ;: 7{2

u 1 V5= SVDR(R,)

Vorod l;

m Vv ) lreshape

- a R(V;®1,)
i P87, SVDRR(V281,) e -
=

=
5
=
=
-

)

residual | 7, = ¥ Vproq 5’eL) FO
/V\l M [ | _reshape, a
Vi VoV
% -

Fig. 3. A pictorial illustration of TT-backward update (Algorithm 1(b),
d=3).

The initialization step mainly focuses on the left singular
spaces of [X]; while ignoring the information included in
the right singular spaces. Due to this fact, we develop the
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Algorithm 1(b) TT-Backward Update

Input: Y, {ry}{= 1,{pk,}g=1,]§§t71),...,éff:ll) for odd
iteration number ¢
lfork=1,...,d—1do

2. if k= 1 then

(t—1 t >(t
3: Vd( )k+1 =SVD;_, (Rglfk))’ V;J(ro)d = Vd(f)kJrl
4:
St S(t—1 t
5 Vd(f)kJrl = SVDWI"{; k (Rglfk)(v;)(ro)d ® Ipd—k+1))’
t t t
V;J(ro)d - (V;J(ro)d ® Ipd—k+1)vd(—)k;+1
end if
7: eAnd for R .
s V0 = DhVpe (KO V“%&éﬁ . reshape
[XO], € Rpx(2pa) o ' ¢ Rooxxpa

Output: ‘71(15) V(f) P

Algorithm 1(c) TT-Forward Update

Input: y,{rk}k 1,{pk}k 1,V(t 1) ,Vd(t_l) for even

iteration number ¢

1 RY =)
2:2fork=1,...,d—1do
3:  if k=1 then

01" = svDE, (V) U =

t
prod — Ul( )
else

AN AN

k+1---[)d—1) e

0" = svpf (R,(f)(fffl) ® I,

1
(Vk(+2 ) ® ka+1)Vk(i1 )>

t t t
U;Sro)d = ( Pk ® Up(rtzd)U( )
end if
. R(t) U(f)TR(t)
(t)
10: If k-~ < d — 1 then Ry
reshape (R,(:), TkPk+1, Pk42 ** 'pd)
11: end for
o~ 0 -

12: [X®]yy Uérto)dei )., reshape [X®W],, €

RP1X:-XPpd
()
17

R(P1-Pa—1)XPd tq X()
Output: R(t) . Rfit)

following new backward update that utilizes both the left
and right singular space estimates from the previous step
to refine our estimates. Similarly, we can also perform a
forward update to further improve the outcome of backward
update, and then iteratively alternate between backward and
forward updates. The detailed descriptions of these two
updates are presented as follows, and a further explanation
is given in Remark 1.

o Part 2: Backward update. For iterations t = 1,3,5,...,
we perform backward update, i.e., to sequentially obtain
‘A/d(t), .. .,172(t) based on the intermediate results from
the (¢ — 1)st iteration (Oth iteration is the initializa-
tion). The pseudocode of backward update is provided

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

in Algorithm 1(b). The calculation in Algorithm 1(b) is
equivalent to

v =svDR (R

=SVD* (R{ZD (VS0 & D) -+ (T @ 1)
fork=d—-1,...,2, and
VO =LV @ Ly pyy) - (Vs @ 1,) V3
ERPT*™,
Here,
St—1
RV
= (t— S(t—1)T S@E—-1DT
=0 ) U, @OV - Uy @ U)W

are the projection residual term in the intermediate outcome
of the (¢t — 1)st 1terat10r1 Then, we reshape V(t)T €

Rre-1%(Pemr) 1o Vk, The backward
updated estimate is

c RTke- LXPrXTE

-~ (t ~ ~(t ~ (t ~
i O VR VR vl |

Remark 1 (Interpretation of Backward Update): The back-
ward updates utilize and extract the right singular vectors
of the intermediate products of the (¢ — 1)st iteration,

él(ctq)

gy, @ U]y

as opposed to the entire data [Y]r. Such a dimension
reduction scheme is the key to the backward update: it
can simultaneously reduce the dimension of the matrix of
interest, [Y]x, and the noise therein, while preserving the
signal strength. Different from the initialization in Step 1,
the backward update utilizes the information from both the
forward and backward singular subspaces of the tensor-train
structure of X. See Section III for more illustration.

Part 3: Forward Update. For iteration ¢ = 2,4,6,...,
we perform forward update, ie., to sequentially obtain
Ul(t), LUy 0" based on the intermediate results from the
(t — 1)st iteration. Essentially, the forward update can be
seen as a reversion of the backward update by flipping
all modes of tensor Y. The pseudocode of this proce-
dure is collected in Algorithm 1(c). Recall [y]l(XA/d(t*l) ®
Lygpus) - (VY &I, ) V™Y s the intermediate prod-
uct from the (¢ — 1)st update. We sequentially compute

=0 N Ly, @ U7 -

0" = svD~ ([yh(V;t” ® Ips.pas)
(V'Y @ L)V, D)’

0 = SVD* ({1 @ TD) -+ (s 0 T D
: (V(t_l) & ka+1~~~pd—1) T

-1
(Vk(+2 ) ® ka+1)Vk(i1 )>
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fork=2,...,d—1, and

U = [0 ) Ly, @ (TP)T) -
N T
parops @ (U [Y]aon| € RP¥7a-1,

Reshape ﬁ]it) € RPere-1)xme o Zjlff) € R7e-1XPrXTk for
k=2,...,d— 1. Then, compute

~ (1)

2V —p0.al,. ol

73(t
LU O]
We will explain the algebraic schemes in the TTOI proce-
dure through several representation lemmas in Section III-A.
We will also show in Theorem 2 that the objective function

|y — x (t)H% is monotone decreasing with respect to the
iteration index t. In the large-scale scenarios that performing
iterations is beyond the capacity of computing, we can reduce
the number of iterations, and even to ¢,,.x = 1, i.e., the one-
step iteration, which have often yielded sufficiently accurate
estimation as we will illustrate in both theory and simulation
studies. Such the phenomenon has been recently discovered
for HOOI in the Tucker low-rank tensor decomposition [69].

Remark 2 (Computational and storage costs of TTOI): We
consider the computational and storage costs of TTOI on
the p-dimensional, rank-r, order-d, and dense tensor. Since
computing the first 7 singular vectors of an m x n matrix via
block power method requires O(mmnr) operations, initializa-
tion costs O(pdr) operations, each iteration of TTOI, including
forward and backward updates, costs O(p?r). Therefore, the
total number of operations of TTOI with T' iterations is
O(p?r) + O(Tpr), which is not significantly more than the
number of elements of the target tensor. Moreover, TTOI
requires O(p?) storage cost, which is not significantly more
than the storage cost of the original tensor.

III. THEORETICAL ANALYSIS

This section is devoted to the theoretical analysis of the
proposed procedure. For convenience, we introduce the fol-
lowing two abbreviations for matrix sequential products: for
M; € RPiri=0)Xri 1 << d—1and B; € RriPi)*ri-1 2 <
j < d, we denote

L
M%) = Uy @ M)+ (I, @ My_1) M

c R(pln.pk)xm, Vi<k<d-1,

R

Byoix = (Ba® Ipyp, )+ (Biyr @ I, ) By

prod,k
c R(pk"'pd)xﬁc—l, V2 < k < d.

Equivalently, Mp(rLO()L 5 and Blgr}z’()j? . can be defined sequentially
as
(L _
Mprod,l My,
L L
Mp(roc)i,k+1 = (ka+1 ® Mp(roc)i,k)MkJrl’ l<k<d-2,
(B _
Bprod,d - Bd7
R R
B = (B 11 @ Ip)Br, 2<k<d—1.
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A. Representation Lemmas for High-Order Tensors

Since the computation of high-order tensors with tensor-
train structures involves extensive tensor algebra, we introduce
the following three lemmas on the matrix representation of
high-order tensors. These lemmas play a fundamental role in
the later theoretical analysis.

Lemma 1 (Representation for Sequential Matricization
of  TI-Decomposable  Tensor): Suppose X =
[G1,G2,...,G4-1,G4]. Then the sequential matricization of
X can be written as

[(Xk =Upsopre @ G1)pgopp @ [G2ly) -+ (I, ® [Gr—1]y)
. [gk]z [gk+1]1 ([gk+2]1 ® ka+1) .
([Ga-1)1 @ Iy sy opys) (Gd @ L yopy ) - (@)

Lemma 2 (Rgpresentation of Tensor Reshaping): For any
tensor 7 € R®=1P% and 1 < i < j < d — 1, we have

[Ty = Upyropy @ [T ACes 020000,

(T = AP 2 PO (T 9 0y ).

as the kth canonical basis of RY and

Here, we define e,(:j )

Q)LL)

i+l €i(j—1)+1
elid) g o ()
Ald) — 2' 2 z(J7.1)4r2 e RENxi (5)
egm) e(;ij) eg;j)

Lemmas 1 and 2 can be proved by checking each entry
of the corresponding matricizations. In addition, the follow-
ing lemma provides a representation of sequential reshaping
tensor, in particular for R,(:) and f%,(:), the key intermediate
outcomes in TTOI procedure.

Lemma 3 (Representation of Sequential Reshaping Tensor):
Suppose T € R®i=1Px N[, € RU-1P)XTi for 1 <4 < d — 1,
B, € RWird)xri—1 for 2 < § < d, where 1y = rq = 1.
Consider the following sequential multiplication:

1) Forward Sequential Multiplication: Let Sy = [T];. For
k=1,...,d—1, calculate

§k _ M;:Sk c Rm><(;0k+1~';0d)7
Sy+1 = Reshape(Sk, meprt1, Phr2 - -pa) if k<d—1.
Then forany 1 <k <d—-1,

Sp= (I, ® MET VT, S =MET [T (6)

prod,k—1 prod,k
(T _ 3 A
Here, I, ® Mpmd’kf1 =1, itk=1
2) Backward Sequential Multiplication: Let Wy, =

[T]g-1. For k=d—1,...,1, calculate
Wi, = Wi Bjyq € REpoxre
Wi_1 = Reshape(wk,pl coePk—1,PkTE) if k> 1.
Then forany 1 <k <d-1,

R 7 R
Wk = [ﬂk(B[Eroc)j,k-i-Q &® ka+1)7 Wk = [T]kBl:(aroc)l,k-i-l'

=1, itk=d—1.

R
Here’ Blgroc)l,kJrQ ® ka+1

Authorized licensed use limited to: Duke University. Downloaded on June 01,2022 at 11:02:50 UTC from IEEE Xplore. Restrictions apply.



3998
In-_particular, Rz(co)aéz(co) in  Algorithm 1(a) and
RY RV (t € {2,4,6,...}) in Algorithm 1(c) satisfy
)T
R(f) (I ®(U(t))p(xrozi,k—1) [y]ka
g )T
R’(;) - (U(t))l()roz,k[y]kv

The proof of Lemma 3 is provided in Section A-H.

Vi<k<d-—l1. (7

B. Deterministic Upper Bounds for Estimation Error of TTOI

Now we are in position to analyze the performance of
TTOIL. The following Theorem 1 introduces an upper bound on

~ (2t+1) ~ (2t+2)
estimation error of X (backward update) and X
(forward update).

Theorem 1: Suppose we observe Y = X + Z, where X
admits a TT decomposition as (1).

1) (A Deterministic Estimation Error Bound for Backward
Updates): Let (71(2t) = U € RPt*"1 be the left singular space
of [X];. For 2 < k < d—1, define (7,&2“ € RPrTE-1XTk ag the
left singular subspace of (ka ® (ﬁ'(%))l()fozj;_l) [X]g. If for

some constant ¢y € (0, 1),

sme( (2t) U(2t))H<c Vi<k<d—1, (@)

then there exists a constant C; > 0 that only depends on d
such that the outcome of Algorithm 1(b) satisfies

2 d—1
;‘?(2t+1) _x| <c, <Z A;(le) i B(Qt"'l)) )
F k=1
where
A2t

k
- T 2
= H(U(Qt));(yro)d,k[z]k ((V(QtJrl));(yroZl 2 ® kaﬂ) HF

RB2t+1) _ H V(2t+1))(R) H2 .
F
R .

Here, (V(Qt“))é 021 b2 @Iy, =1, ifk=d-1

2) (A Deterministic Estimation ~Error Bound for Forward
Updates): For 2 <k < d— 1, let V) € Rexr)xre-1 pe
the right singular space of [X]_1 (‘7(2t+1))1(£31_k+1 ® ka)
and let ‘7—(1(2t+1) =V € RPeX7a-1 be the right singular space
of [X]g—1. If for some constant ¢y € (0, 1),

sin © (‘7,6(2“1), ‘71§2t+1)) H < ¢y, V2<k<d,

then there exists a constant C; > 0 that only depends on d
such that the outcome of Algorithm 1(c) satisfies

2 d—1
/\(2t+2) X S Cd (Z A]({)QtJrQ) +B(2t+2)> , (10)
F k=1
where
A](€2t+2)

~ T R 2
= H (ka ® (U(2t+2))lgro)d7k—l) [ ] (V(2t+1))[()r031 k+1 H

2
B _ H U(2t+2))£ﬁ)2;l 1[Z]d71HF.
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Here, I, ® ([7(2“2))(50112 =1, ifk=1

The proof of Theorem 1 is provided in Section A-A.
Theorem 1 shows the estimation error || X D _x |4 can be
bounded by the projected noise Z, i.e., A,(:H) and B+,
if the estimates in 1n1tlahzat10n (t = 0) or the previous
iteration (¢ > 1), {U t)} or {V(t . _o, are within constant
distance to the true underlymg subspaces. The developed
upper bound can be significantly smaller than C' || Z H%, the
classic upper bound induced from the approximation error
(e.g., Theorem 2.2 in [17]), especially in the high-dimensional
setting (p > ).

Remark 3 (Interpretation of Error Bounds in Theorem 1):
Here, we provide some explanation for A;Qt“) and B(?¢+1)
in the error bound (9). By algebraic calculation, the TT-core
estimation via backward update can be written as

= SVDR{(OC) D (X + [Z]e)

((V(QHI))I()Q[ 2 @ ka+1) }

forany 1 <k <d-1 and

S(2t41)
Vk—',—l

2t+1
Y = (X)) + [Z]) (V)
From the definition of A (2t+1) , we have see A( t+1) quanti-
fies the error of the smgular subspace estimate Vk(ztﬂ) and

B quantifies the error of the projected residual V2.
By symmetry, similar interpretation also applies to A(QH_Q)
and B('*2) for the error bound of forward update (10).

Remark 4 (Proof Sketch of Theorem 1): While the complete
proof of Theorem 1 is provided in Section A-A, we provide
a brief proof sketch here.

Without loss of generality, we focus on (9) for t = 0 while
other cases follows similarly. For convenience, we simply let
Ui, V denote U(O) V(l), respectively. First, by Lemma 1,
we can transform [X (1)]1, the outcome of backward update, to

[ X(l)]1 -

[yhP(f/d@Ipz.,.pd_l)---(%@Ipz)f/z'

~(1
Then we can further bound the estimation error of X W as
= (1)
[ - X%

~ ~ |12
<CH Vd®Ipz -Pd— 1) (V})®II)2)‘/2HF

+Ca Z H Vd ® Ipy.pa1)* (Vit1 @ Ipy.py)
2
’ (Vkl ® Ipz'“pk—l) ’F

Next, based on Lemma 2 and (8), we can prove
201V © Bps) - (Tt © Ty

: (Vkl & Ipz'“pk—l)

.
= H[X]k,l(f/d ® Ippoopas) (Vi1 ® ka)‘/}kJ—HF

<Ca| Oy © O0) -+ Uy © U)X

’ (Vd ® ka---pda) T (Vk-i-l ® ka)VkLHF'
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Finally, we apply the perturbation projection error bound
(Lemma 6) to prove that

Cal[ O Ty @ T) -+ Uy @ U)X

Va® Lypans) - (Vo © L)W |
SCdHﬁkTA(ka_l ® (713—2) o (Ipyepp_y ® ﬁi)[z]k—l

: (‘7(1 ® ka---pd—l) o (‘7k+1 ® ka) -

Theorem (1) is proved by combing all inequalities above.
Next, we establish a decomposition formula for the approx-

imation error, i.e., the objective function in (3) H)) x® H

and show that the approximation error is monotone decreasmg
through TTOI iterations.
Theorem 2 (Approximation error decays through iterations):

~(t
We implement TTOI on Y. Let X “ be the outcome after the
tth iteration. For any k£ > 1, we have

(Approximation error decay)

(t+1
1902 — 121 < vz - 12z, (11)
(Approximation error decomposition)
= (t+1) 5 (t+1) 5
1Y =2 I = 1VIE - 12X )R (12)

See Section A-B for the proof of Theorem 2.

IV. TTOI FOR TENSOR-TRAIN SPIKED TENSOR MODEL

In this section, we further focus on a probabilistic setting,
spiked tensor model, where the noise tensor Z has indepen-
dent, mean zero, and o-sub-Gaussian entries (see definition
in Section II-A). The spiked tensor model has been widely
studied as a benchmark setting for tensor PCA/SVD and
dimension reduction in recent literature in machine learning,
information theory, statistics, and data science [48], [60]-[62],
[70]. The central goal therein is to discover the underlying
low-rank tensor X. Most of the existing works focused on
tensors with Tucker or CP decomposition.

Under the spiked tensor model, we can verify that the initial-
ization step of TTOI gives sufficiently good initial estimations
with high probability that matches the required condition in
Theorem 1.

Theorem 3 (Probabilistic Bound for Initial Estimates and
Projected Noise): Suppose X is TT-decomposable as (1)
and Z have independent zero mean and o-sub-Gaussian
random variables. Denote p = min{py,---,pq}. If there
exists a constant Cgqp such that Ay = s, ([X]p) >

Cyap ((25:1 piri—1m) Y% 4+ (Pry1 - -pa)/?) o for 1 < k <
d—1, then there exist some constants C, ¢ > 0 and Cy > 0 that
only depends on d, with probability at least 1 — C exp(—cp),

o (O ~(o>)H <1 13
L e (00.00) | <5y
. S 7 1
k:ﬁ??fl—lHSln@ (U’“ Us )H = 2’
t=2,4,6,...
1
max Hsm@(V(t) V(f))H > (14)

yeos

t=1,3,5,...

3999

and for all ¢t > 1,

d
max{A,(:), B(t)} < Cyo? Zpimr,«_l.

i=1

Here, ﬁét), Vk(t), A,(:) and B are defined in Theorem 1.

The proof of Theorem 3 is provided in Section A-C. Based
on Theorems 1 and 3, we can further prove:

Corollary 1 (Upper bound for estimation error): Sup-
pose X can be decomposed as (1), Z;, . ;, are inde-
pendent zero mean and o-sub-Gaussian random vari-
ables, p = min{p1,---,ps}. Suppose there exists
a constant Cgqp such that X\, = s, ([X]) >

Coap ((Zle piric1ri) " + (Prgr - 'Pd)m) oforl <k<
d — 1. Then with probability at least 1 — C'e™“P, for all ¢ > 1,

15)

d

2> ®)
& — X|F < Cao® Zpﬂ“ﬂ’iﬂ-
i=1

(16)

The proof of Corollary 1 is provided in Section A-D.

Remark 5 (Interpretation of Corollary 1): Note that the TT-
cores G1,G;, G4 respectively have p171, p;riri—1, parq—1 free
parameters, the upper bound (16) can be seen as the noise level
o? times the degrees of freedom of the low TT rank tensors.

Next, we develop a minimax lower bound for the low TT
rank structure estimation. Consider the following general class

of tensors with dimension p = (p1,...,pq) and TT rank r =
(7“1, ceey ’I“d_l),
Fpr(A) = {X € RP**Pd X can be decomposed as (1),

Srp ([X]k) = My 1 <k < d—1}, (17)
and a class of distributions of o-sub-Gaussian noise tensors
D={D:if Z~ D, then Z;,

and o sub-Gaussian random variables}.

i, are indep. zero mean
(18)

Here, the constraints on the least singular value of [X];, and
the o-sub-Gaussian assumption correspond to the conditions
required for upper bound in Theorem 3.

Theorem 4 (Lower Bound): Consider the order-d TT spiked
tensor model (2) and distribution class D in (18). Assume
p =min{p1,...,pa} > Cp for some large constant Cp, 11 <
p1/2,7 < piri—1/2,mi1 < pir/2for2 <i<d—1,rg_1 <
pa, and A\; > 0. Also assume ryry < py if d = 3. Then there
exists a constant c¢g > 0 that only depends on d such that

inf sup

d
- 2
Ez-p HX — XH > cq0? E PiTiTi—1-
X X€Fpr(N),DED F =1

19)

See Section A-E for the proof of Theorem 4.

V. TTOI FOR DIMENSION REDUCTION AND STATE
AGGREGATION IN HIGH-ORDER MARKOV CHAIN

Since the introduction at the beginning of the 20th century,
the Markov process has been ubiquitous in a variety of dis-
ciplines. In the literature, the first order Markov process, i.e.,
the future observation at (¢ + 1) is conditionally independent

Authorized licensed use limited to: Duke University. Downloaded on June 01,2022 at 11:02:50 UTC from IEEE Xplore. Restrictions apply.



4000

of those at times 1,...,(t — 1) given the immediate past
observation at time ¢, has been commonly used and extensively
studied. Moreover, the high-order Markov process often appear
in many scenarios, where the future observation is affected by
a longer history. For example, in the taxi travel trajectory,
the future stop of a taxi not only depends on the current
location but also the past path that reveals the direction this
taxi is heading to [71]. The high-order Markov processes
have also been applied to inter-personal relationship [72],
financial econometrics [73], traffic flow [74], among many
other applications.

We specifically consider an ergodic, time-invariant, and (d—
1)st order Markov process on a finite state space {1,...,p}.
That is, the future state X;,4 depends on the current state

Xitd—1 and the previous (d — 2) states (X¢yq—2,..., X¢11)
jointly:
P(Xtral X, Xepa—1) =P (Xepa| Xevr, - oo Xira—1)
=P Xti1,0 Xesdl (20)

Our goal is to achieve a reliable estimation of the transition
tensor P and to predict the future state X;,, based on an
observable trajectory. Since the total number of free parame-
ters in a (d — 1)st order Markov transition tensor P is O(p?)
without further assumptions, it may be prohibitively difficult
to infer P in both statistics and computation even if p and
d are only of moderate scale. Instead, a sufficient dimension
reduction for high-order Markov processes is in demand.

To enable the statistical inference and dimension reduction
for high-order Markov processes, a powerful tool, mixed
transition distribution model (MTD), was introduced [72]. The
MTD model assumes that the distribution of future state is
a linear combination of the distributions associated with the
(d — 1) immediate past states. The readers are also referred
to [75] for a survey on mixed transition distribution model.
The linear assumption, however, does not take into account
the potential interactions of past states that commonly appear
in practice. For example in the New York taxi trip data, the
interaction among past locations of a taxi indicates its potential
future direction.

On the other hand, there is a recent surge of development
in dimension reduction and state aggregation for first order
Markov chains. For example, [76] considered the Markov
chain aggregation and the application to biology; [77] con-
sidered the rank-reduced Markov model and mode clus-
tering; [45] considered Markov rank, aggregagability, and
lumpability of Markov processes and proposed the dimen-
sion reduction and state aggregation methods through spec-
tral decomposition with theoretical guarantees; [78] proposed
clustering block model and proposed efficient algorithm to
solve it; [79] introduced a convex and non-convex methods to
estimate the rank-reduced low-rank Markov transition matrix.

Inspired by these work, we propose and study the state
aggregation model for the discrete-time high-order Markov
processes as follows.

Definition 1 ((d — 1)st Order State Aggregatable Markov
Process): Suppose there exist maps G : [p] — R™, G, : [p] x
R™-1 — R™, Gy : [p] x R™-1 — R such that Gs,...,Gq
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are linear: G (X, Mu + A\v) = MGr(X,u) + MGr(X,v)
for any vectors u, v, scalars A\, Ao € R. We say a Markov
process {X1, Xo,...} is (d — 1)st order state aggregatable if
for all ¢ > 0, the transition can be sequentially generated as
follows,

Pi(Xp41) = G1(Xp41) €R™,

Po(Xoi1s- oo Xerk) = Gr(Xopr Poo1(Xet1, -+ Xerk-1))
ER™, k=2, d—1,

P (Xeyal X1, Xera—1)

=P (X¢yal Xey1, oo Xepa—1)

= Ga(Xivas Pao1(Xeg1, -, Xeva1)):

In a (d — 1)st order state aggregatable Markov process, the
future state X, 4 relies on a sequential aggregation of the
previous d — 1 states X;41,..., X¢4d—1 agvfollows: we first
project X1 to a ri-dimensional vector Py (Xi41) via Gy,
then project Py (X¢y1) jointly with X;,5 to a r2-dimensional
vector Py (Xy41, X¢42) via Ga. We repeat such the projection
sequentially for X3, ..., X444 and yield the transition prob-
ability P (X1 q|Xty1,..., Xtya—1). Also, see Figure 4 for a
pictorial illustration.

Based on the definition of the state aggregatable Markov
chain, we can prove the corresponding probability transition
tensor P will have low TT rank.

Proposition 1: The transition tensor P of the rank reduced
high-order Markov model in Definition 1 has TT-rank no more
than (r1,...,74—1). In other words, P satisfies rank([P]) <
Tk.

The proof of Proposition 1 is provided in Section A-F.

Next, we focus on a synchronous or generative setting,
which can be seen as a high-order generalization of the
classic observation model for the analysis of Markov (deci-
sion/reward) processes (see [80] for an introduction), for the
high-order Markov process. To be specific, for each sample
index £k = 1,...,n and previous states (i1,...,i4—1) €
[p]?~!, suppose we observe the next state X (i1, ...,iq_1;k)
drawn from the Markov transition tensor P. It is natural to
estimate P via the empirical transition tensor: for i1, ...,iq €

{1,...,p}%
~emp n
Pirroosia = Z 1{X(i1,...,id_l;k):id}/”-
k=1

~emp . . .

Then, P is an unbiased estimator of P. However, if the

entries of P are approximately balanced, the mean squared
~ em

error of P satisfies

~emp 2 ~emp
E|P" —p| = Var(’Pil )
L= i
115.000ld

_ Z Zp(id“l,.”,id_l) (1—P(Zd|217
115--50d—1 Ud
d—1
=L 1)
n

S id—1))

To obtain a more accurate estimator, we propose to first
~emp (M) .
perform TTOI on P to obtain P °, then project each
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Fig. 4. A pictorial illustration of a (d — 1)st order state aggregatable Markov chain.

row of [’ﬁ(l)]d,l, or equivalently, each mode-d fiber of 73(1),
onto the simplex SP~! = {z € R? : >V  z, = 1,2; >
0 forall 1 < i < p} via probability simplex projection (see
an implementation in [81]) and obtain P.

We establish an upper bound on estimation error for the
TTOI estimator P.

Proposition 2: Consider the synchronous or generative
model for a (d — 1)st order state aggregatable Markov process
described above. Suppose the initialization condition (8) in
Theorem 1 holds. Then with probability at least 1 —C'e™ P, the
output of one-step TTOI followed by the probability simplex
projection satisfies

d
- 2
— <C max 7r; iTiTi— /n
HP PHF - (1<i<d1 z) z;pz il
=

The proof of Proposition 2 is providAegmipn Section A-G.
Compared to the estimation error rate of P in (21), Propo-
sition 2 shows TTOI achieves significantly reduced estimation
error by exploiting the low TT rank structure of the high-order
Markov process.

Remark 6: 1If the observations form one transition trajectory

{Xo,..., XN}, we can work on the following empirical
transition tensor:
N—d+1
~.emp =0 {Xt=i1,.., Xt 1d—1=la}
iia = SSN—d¥1 )
t=0 {Xi=i1,..,. Xt 4a—2=%a—1}
N—d+1
if § : 1{Xt:i17~~~;xt+d—2:id—1} >0
t=1
~emp
,Pi17"~1id = 1/p’
N—d+1
if Z 1{Xi:i17~~~aXt+d—2='id—1} =0. (22)
t=1

Then P can be a nearly unbiased and strongly consistent
estimator for P. When the Markov process is (d — 1)st order
state aggregatable, we can apply TTOI to obtain a better esti-
mate. As will be explored by numerical studies in Section VI-
A, the TTOI estimator achieves favorable performance on the
estimation of P.

VI. NUMERICAL STUDIES

In this section, we investigate the numerical performance of
TTOL

A. Simulation

In each simulation setting, we present the numerical results
in both average estimation error (denoted by dots) and stan-

Gy p Gy p G, x
¥ d-2 d-1 * At+d
X1‘+3
p=100,d=3,7=1 p=50,d=4,r=1
600 . 600 . :
TT-SVD TT8VD
500 || J—TTOI (tyax = 1) 500 | | J—TTOI (fpa = 1)
s 400 | F=TTOI (b = 2)| a5 400 —F-TTOT (tyax = 2)
= =
300+ ¥ 200
= 200/ = 00

100

100

p=20,d=57r=1

TT-SVD
500 | 4=TTOI (fuux =

n
| -TTO (fu = 2)

Fig. 5. Estimation error of TT-SVD and TTOI for high-order spiked tensor
model. Here, Zl‘rl\‘g'N(O, a?).

dard deviation (denoted by bars) based on 100 repetitions.
We assume the true TT-ranks are known in the first three set-
tings. Afterwards, we introduce a BIC-type data-driven scheme
for TT-rank selection and present its numerical performance.
All experiments are conducted by a quad-core 2.3 GHz Intel
Core i5 processor.

We first consider the tensor-train spiked tensor model (2)
discussed in Section IV. Specifically, we randomly generate
G1,Ga,...,G4_1,G4 with ii.d. standard normal entries, and
generate Z with ii.d. N(0,0%) or Unif(—b,b) entries. Let
pr = - = pia = p, 11 = - = rg-1 = r, and
consider four settings: (1) p = 100,d = 3,r = 1; (2)
p =50,d = 4,r =1, 3 p = 20,d = 5,r = 1, (4)
p = 20,d = 5,r = 2. For varying values of o € [1,19] and
b € [3,30], we evaluate the estimation error ||X’ “_ X
of the TT-SVD and TTOI estimators with 1 or 2 iterationg,
i.e., tmax = 0,1,2. From the results summarized in Figure 5
(normal noise) and Figure 6 (uniform noise), we can see TTOI,
even with one iteration, performs significantly better than TT-
SVD, and the advantage becomes more significant as the noise
level o,b grows. This suggests that the proposed TTOI is
effective for high-order tensor SVD compared to the classic
TT-SVD, especially when the observations are corrupted by
substantial noise. Table I summarizes the runtime of TT-SVD
and TTOI, which suggests that the additional computational
cost incurred by the backward and forward updates in TTOI
is negligible compared to the runtime of the original TT-SVD.
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Fig. 6. Estimation error of TT-SVD and TTOI for high-order spiked tensor
model. Here, Z %" Unif(—b,b).
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(¢ 1000 a
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0 0 -
2 4 6 8 10 2 4 6 s 10
T r
Fig. 7. Estimation error of TT-SVD and TTOI for high-order spiked tensor

model with varying TT-ranks.

To understand the influence of TT-rank to the performance
of the TT-SVD and TTOI estimators, we conduct numerical
experiments under the spiked tensor model (2) with r; =
-+« = rq_1 = r for various values of r. In particular,
G1,G2,...,G4_1,Gq are still generated with i.i.d. standard
normal entries, and Z has iid. N(0,0?) entries. Letting
p1 =+ = pqg = p, we consider two settings: (1) p = 100,d =
3,0 =20; (2) p=500,d = 3,0 = 100. For r = 1,...,10,

S ()
we evaluate the average estimation error ||[X =~ — X|| of

TT-SVD, TTOI with 1 iteration, and TTOI with 2 iterations
(i.e., tmax = 0,1,2), and present the results in Figure 7.
Figure 7 suggests that the estimation errors increase as the
rank increases, while TTOI with 1 or 2 iterations both performs
better than TT-SVD. The improvement of TTOI over TT-SVD
is more significant under larger p or smaller r. An intuitive
explanation for this phenomenon is as follows: the key idea
of TTOI is to utilize the previous updates to reduce the
dimension of the sequential unfolding Y], before performing
singular value thresholding; such the dimension reduction is
more significant for large p or small 7.

Next, we demonstrate the performance of TTOI on tran-
sition tensor estimation for the high-order state-aggregatable
Markov chains studied in Section V. We consider the (d —1)st
order Markov chain on p states. To_generate the transition
tensor P, we first draw G € RP*" Gy € R"*PX" .. G4 €

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

TABLE I

RUNTIME (IN SECONDS) OF TT-SVD, TTOI WITH 1 ITERATION, AND
TTOI WITH 2 ITERATIONS UNDER THE HIGH-ORDER SPIKED TENSOR
MobEL WITH Z"%" N (0, 400). THE MEAN RUNTIME OF 50 INDE-
PENDENT REPLICATES ARE PRESENTED AND THE STANDARD

DEVIATIONS ARE LISTED IN PARENTHESES

(p,d,r) TT-SVD TTOI (tmax = 1) | TTOI (tmax = 2)
(100,3,1) | 0.332 (0.071) 0.334 (0.071) 0.340 (0.074)
(50,4,1) 1.165 (0.173) 1.169 (0.172) 1.201 (0.171)
(20,5,1) 0.725 (0.093) 0.730 (0.092) 0.751 (0.095)
(20,5, 2) 0.672 (0.100) 0.676 (0.101) 0.708 (0.103)

p=100,d=37=1 p=50,d=4,r=
M 102 R
101+ B -}-Empirical

o — s TT-SVD
& '+'?’T“f’§§§§l & 10! -TTOI (fyux = 1)
@, J-TTOI (fyuux = 1) @ —+TTOI (fuax = 2)
—10 —3-TTOI (tuax = 2) -

\\ i

0 2 4 6 8 0 2 4 6 8 10

length of the trajectory . 10® length of the trajectory 107

Fig. 8. Estimation error of the transition tensor versus length of the observ-
able trajectory in high order state-aggregatable Markov chain estimation.

R7*P witNh i.Ld. stan(iard normal entries, then normalize the
rows of G1,Ga,...,Gy in absolute values as

G| Gl
le[ivj] = #, gk’[ihizyj] = #,
i [Grizl 257 |Gk fin iz il
|éd, il
Gd,[i,j] = #
25 |Gajignl
By this means, P = [G1,G2,...,Ga-1,Ga] satisfies
Pir,ia = 0, sz 1 Pis.ig = 1 for any (i1,...,%4-1),

so P forms a Markov transition tensor. To generate the
trajectory {Xi,..., Xy}, we generate the initial d —
1 states X7, ..., X4 i.i.d. uniformly from [p], then generate
Xay.o. o, XN sequentlally according to (20). To estlmate P,
we construct the empirical probability tensor ’P by (22),
then apply TT-SVD and TTOI with input P as detailed in
Section V to obtain P. We consider two numerical settings:
Hp= 100d—3r—1(2)p—50d—4r—1.
We evaluate the estimation error ||’P —P||r for each setting
and summarize the results to Figure 8. Again, TTOI exhibits
clear advantage over the existing methods in all simulation
settings.

1) Selection of TT-Ranks: The proposed TTOI algorithm
requires specifying TT-ranks rq,...,74—; as inputs and the
appropriate choices of r1,...,r4_; are crucial in practice.
We propose a data-driven scheme to select the TT-ranks: we
choose r1,...,74—1 > 1 such that the following Bayesian
information criterion (BIC) under the spiked tensor model is
minimized:

BIC(Tl, ey Tdfl)

ra—1)||%

d
::HpklogHy—X(rl,...,

k=1
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Fig. 9. Average estimation error of TT-SVD and TTOI for high-order spiked
tensor model with BIC-tuned ranks.

d—1 d
+ | pirr + Zpkrkflrk + Ddrd—1 Z log pr
k=2 k=1

(23)

Here, X (ri,...,74—1) is the output of TTOI (Algorithm 1)
with the input TT-ranks 71, ...,r4—1. This BIC-type criterion
was also adopted in prior works on tensor clustering [82].

Then we conduct numerical experiments under the same
setting as the bottom two plots in Figure 5 on the spiked
tensor model with Gaussian noise. Figure 9 summarizes the
estimation errors of TT-SVD and TTOI with 1 and 2 iterations,
respectively, with the ranks selected based on the proposed
BIC criterion (23). Comparing Figure 9 to the bottom two plots
in Figure 5, we can see the proposed criterion can select the
true ranks accurately and the performance of both TT-SVD and
TTOI with tuned ranks is very similar to the one by inputting
the true ranks.

B. Real Data Experiments

We apply the proposed method to investigate the Manhattan
taxi data'. This dataset contains the New York City taxi trip
records from 14,144 drivers in 2013. We treat each travel
record as a transition among different locations at New York
City, then the overall dataset can be organized as a collection
of fragmented sample trajectories of a Markov chain on New
York City traffic. Some recent analysis on such data can be
seen at, e.g., [45], [71], [83].

Due to the high-dimensional spatiotemporal nature of the
dataset, a sufficient dimension reduction or state aggregation
is often a crucial first step to study a metropolitan-wide traffic
pattern. To this end, we apply the high-order Markov model
as described in Section V. Specifically, we discretize the
Manhattan region into a grid of p = 119 states that forms
a state space. Then, we collect all travel records in Manhattan
of each driver from the dataset, sort them by time, and form
into Markovian transition trajectories. In particular, each travel
record is treated as a transition from the pickup to the drop-
off location. If the drop-off location ¢ of the previous trip
is different from the pickup location j of the next trip by
the same driver, we also form a transition from states ¢ to
7. Based on the trajectories, we can construct a high-order
Markov chain with an order d empirical transition probability
tensor P € R®i-1P as described in Section V. Assuming

12013 Trip
data/foil_nyc_taxi/

Data, available  at  https://chriswhong.com/open-

4003

Fig. 10. Slngular values of sequential unfolding matrices [’P
panel) and [P ]2 (right panel).

] 1 (left

the true probability tensor is state aggregatable (Definition 1),
we apply one-step TTOI proposed in Section V and obtain
P. It is noteworthy if d = 2, the described procedure of
P is equivalent to the classic matrix spectral decomposition
in the literature. Figure 10 plots the smgular values of the
sequential unfolding matrices of P for d = 3, which
clearly demonstrates the low-TT-rankness of the probability
transition tensor P. In the following experiments, we focus
on the order-2 Markov model and analyze all consecutive two
transitions: ¢ — j — k, corresponding to the d = 3 case.
Inspired by the classic methods of matrix spectral decom-
position, we aggregate all locatlon states in Manhattan into a
few clusters via both P and P* Spemﬁcallg/ we calculate
G;, i.e., the last TT-core of ’P and [P |4—1, ie., the

matricization of P°  whose columns correspond to the last
mode. Then we perform k-means on all columns of GT
and [’P o ]d 1, record the cluster index, associate the index
to each location state, and plot the results in Figure 11
(Panels (a)(b) are for TTOI and Panels (c)(d) are for empirical
estimate). From Figure 11 (a)(b), we can clearly identify
four regions: (i) lower Manhattan (orange), (ii) midtown
(dark blue), (iii) upper west side (green), and (iv) upper
east side (brown or black). In contrast, direct clustering on
PP yields less interpretable results as the majority points
go to one cluster. It is also worth noting even the location
information is not provided to this experiment, the resulting
clusters in Figures 11 (a)(b) show good spatial proximity
between locations. This illustrates the effectiveness of TTOI
in dimension reduction and state-aggregation for high-order
Markov processes.

Next, we illustrate the high-order nature of the city-wide
taxi trip through the following experiment. For each initial
state ¢ € [p], we apply k-means to cluster the column span
of ’ﬁ[¢7:7:], where P is the outcome of TTOL We present
the results in Figure 12, where the red triangles denote the
given first state ¢ and r = k = 7. If the city-wide taxi
trips do not have s1gn1ﬁcant h1gh order effects, P should be
reducible to a first order Markov process and ’P i,:,] should
have similar values for different 7. However, as we can see
from Figure 12 that the clustering results highly depends on the
first state ¢, the high-order effects exist in the city-wide taxi trip
Markov process. In addition, the states in different directions
of ¢ are often clustered to different regions, which shows that
the taxi drivers may tend to move to the same direction in
consecutive trips, which yields the high-order effects in the
driving trajectories.
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Fig. 11. State aggregation based on TTOI and empirical estimate.

VII. DISCUSSIONS AND ADDITIONAL APPLICATIONS

In this paper, we propose a general framework for high-
order SVD. We introduce a novel procedure, tensor-train
orthogonal iteration (TTOI), that efficiently estimates the low
tensor train rank structure from the high-order tensor obser-
vation. TTOI has significant advantages over the classic ones
in the literature. We establish a general deterministic error
bound for TTOI with the support of several new representation
lemmas for tensor matricizations. Under the commonly studied
spiked tensor model, we establish an upper bound for TTOI
and a matching information-theoretic lower bound. We also
illustrate the merits of TTOI through simulation studies and a
real data example in New York City taxi trips.

In addition to the high-order Markov processes, the pro-
posed TTOI can also be applied to the Markov random
field (MRF) estimation. We give a brief description of MRF
below. Consider an undirected graph G = (V,E), where
V = {1,...,d} is a set of vertices and E C V x V is a
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Fig. 12. Based on second order Markov model, state aggregation results are
different with different initial state (the red triangle denotes the initial state ¢
in each subfigure).

collection of edges. Each vertex ¢ € V is associated with a
random variable X, taking values in {s1, ..., sp}. In an MRF
model, the distribution of {X1,..., X4} can be factorized as

P(X1,...,Xq) = % I ve(xo),

where C is a collection of subgraphs of G and X¢ = (X,,v €
C') denotes the random vector corresponding to vertices in C.
The joint probability function IP(-) can be written as a tensor
P e R®Z=1p, where P;, i, =P(X1 = Sip,..., Xa = si,).
The MRFs have a wide range of applications, including image
analysis [84], [85], genomic study [86], and natural language
processing [87]. The readers are referred to, e.g., [88] for an
introduction to MRFs.

A central problem of MRF is how to estimate the pop-
ulation density P based on a limited number of samples
{sz), e ,Xéz)}?zl. It is straightforward to estimate P via

~emp

the empirical probability tensor P

n d ‘
GRS DY | RIESET /n.

i=1 k=1
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We can show that ’IA’emp is unbiased for PP. Recently, [16]
pointed out that P is often approximately low tensor-train
rank in practice. To | further exploit such the structure, we can
conduct TTOI on P° . Under regularity conditions, it can
be shown that the entries of Z are bounded and weakly
independent, then Corollary 1 suggests the following esti—
mation error rate of the TTOI estimator: ||[P — P|%
C Zz L 7iri—1/(np?@=1), which can be significantly smaller
than the estimation error of original empirical estimator pr
Moreover, the proposed framework can be also applied
to high-order Markov decision process (high-order MDP).
MDP has been commonly used as a baseline in control
theory and reinforcement learning [89]-[92]. Despite the wide
applications of MDPs, most of the existing work focus on the
first-order Markov processes. However, the high-order effects
often appear, i.e., the transition probability at the current time
depends not only on current, but also the past (d — 1) states
and actions. See Figure 13 for an example. Since the number
of free parameters in such MDPs can be huge, a sufficient
dimension reduction for the state and action space can be
a crucial first step. Similarly to the example of high-order
Markov process in Section V, the TTOI can be applied to
achieve better dimension reduction and state aggregation for
the high-order Markov decision processes.

APPENDIX A
PROOFS

We collect all technical proofs of this paper in this section.

A. Proof of Theorem 1
For convenience, let ﬁi, ‘A/i, R; and f%i denote ﬁi(o), ‘A/i(l),
R(O) and R(O) respectively. By Lemma 1 and

I;Uz'--pd - P(‘A/d®fp2-~pd_1)“'
=P

(Vd®1p2---pd,1)"'

+ P(Vd®IP2 Pd— 1)

+- +PVHL®IP2 Pd— 1’

(Va®1p,)Va
(Va®Ipy ) Vol

(‘74®Ipzp3)(‘73r®1p2)

we have

2
¥ _x

:‘ [[37]1(‘7(1 ®I}pz~~pd—1) (e Ipz)%}

~ ~ ~ 2
VT 0 1) (V) € Do) — 120

F
:‘ [Z]IPm@Ipz,.,pd_l>~~~<?3®1p2>?2
2
+ [X]lp(‘?d@ﬂm---pdfl)"'(‘73®IP2)‘72 B [X]lHF
2
<C(H (vdwpz g_1) - (Va®Ipy) Vo -
2
+ H (Vd®fp2 pg1) (Va®lIpy ) Vol F
2
+ H (Vd@lpz P 1) (‘74®Ip2p3)(‘73r®1p2) ‘F

4005
2
+ +H VdL@IPz Pd-1 F)
~ 112
(H Vd®1p2 Pd— 1)"'(V3®Ip2)V2HF
~ —~ 2
+H Vd®Ipz Pd— 1)"'(V3®Ip2)VQLHF
~ ~ 2
+H Vd®Ip2 Pd— 1)"'(V4®Ip2p3)(vzﬂ-®[p2)’F
2
oo | (Vi © D)) 4

To prove (9), we only need to show that for all 2 < k <d,

H Vd ® Ip2 Pd— 1) (Vk-i-l ® Ip2"'pk)

! (Vkl- ® Ipz"'pk—r) ‘F

<C|[ 0 Ups © U)oy @ U ) [Eis

: (Vd Y ka~~~pd—1) T (‘716+1 ® ka) P’ (25)

where
[X]l(vd ® I;Dzmpd,—r) T (Vk+1 & Ipz“'pk)(vkl & Ipz'“pk—r)
= [X]l(vd ® Ip2~~~pd71) T (V3 ® Im)VQL
if k=2 and
[X]l(vd ® IpZ---pd—l) T (Vk-i-l ® Ip2~'~pk>(vkl & Ip2"'pk71)
= [X]l(vdi ® Ip2~~~pd71)
if k=d.

By Lemma 2, we have

[X]l(‘?d & Ip2~~~pd,—1) T

: (Vkl & Ipz'“pk—r)

(‘7]@+1 ® Ipz"'pk)

i
= [A(pzmpk_hpl)]—r([X]k—l ® Ip2"'l)k71)(Vd ® Im---pda) T

(‘//\}H-l ® Ip2"'pk)(‘7kl ® Ip2"'pk71) ’F
_ [A(pZ"'pk—hpl)]T ) (([X]kfl(‘/}d®ka...pd_1)"'
(VkJrl & ka)VkJ-) & Ip2~“pk—1) ’F

=|[[AXh-1(Va @ Lppopa) - (Va1 @ ka)‘AkaHF

The third equation holds since the realignment doesn’t change
the Frobenious norm.

Moreover, recall that Uy € RP**"™ is the left singular space
of [X]y, and U; € RPi"—1%75 s the left singular space of
(Zp, ®UT 1) Up,- 1p;®UT 2) (Ips- p;®U1 )[&]; for 2 <
]Sd—l by Lemma 2, forany 2 < k <d—1,

(X =(Ip,...p, ® [X]1) AP PrPEs1Pa)

(Lyyoop © Pur,[X]1) A2 Propisrpa)

=Ipypp @ Py )(Ipyopy, ® [X]1)A(p2"'pk,pk+1...pd)

=(Ipy-p, @ Py))[X]ks o

and for any 2 < j < k,
Ly @ U1 (L,

(Ipz---pk © U)X

(26)

e ®TL0)
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Fig. 13. Tllustration of a high-order state aggregatable Markov decision process.
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: (ij+1~~~pk ® [X] ')A(pj+1 pk,pk+1~~~pd/)\ (IPQ"'pk—l ® Ul )[ ]k—l(‘?d ® ka~~~pd71) T
:(ijJrl"'pk ® [( ® U )( Pj—1Dj ® UjT—Q) T (‘7k+1 ® ka)‘/}kLH
(Immpj ® Ul )[X]j]) :H(ijJrZ“'pk—l ® UJ+1)( Pj+1°Pk—1 ® UT)
 A@jt+1 PR PR41Pa)
AT (IPZ“'pk—l ® Ul ) : [ ]kfl(Vd ® ka~~~pd,—1) T
5T ~ ~
:(I””l'”p’c ® [Py, (I, ® U pyip, @ T) - (Vi1 ®ka)VkLH
Ly, X, )
(psp; ® U1 i ]J] SH(II,J,rQ...pkf1 ® U]_H)( pit1 Pt @ UT)
. APjt1- P Prt1Pa)
I P 7 ~1 ’ (Ip2 Pt @ Ul )[ ]k 1(Vd ®ka---pd71) T
=(pysopi ® Py YLy @ UL )L,y @ U)o (Vesr ® L, VMH s (U1 Ty 410). (30)
(Ip2 Pk ® Ul )( Pj+1° Dk ® [ ]')A(pﬁ—l PhiPht1Pa)
By (29) and (30),
~(Lpyirpn @ Py Ipyope @ UL )Ty o @ U)o Y
(Tyspe © U)X, @) | (Va® L) Pin @ L) Vi |
where A7) is defined in (5) for any i,j > 0. S‘ (Lpoproy @ U;—)[X]k—l(vd & Ipy.pas)
Therefore, by (27), ~ ~
Y ( ) (Vk"rl ® ka)VkLH : mm(Ul Ul)
Xa(Va @ Lpyopus) - (Vi1 ® T XA/H
[ ]k 1( d Pk pd,—l) ( k+1 :Dk) kLl F é‘(IIB . 1®U2 )( i 1®U1 )[ ] o1
- (Ipz PRt @ PUI)[X]kil(Vd @ ka...pd,_1) o : (Vd ® ka Pd— 1) e (Vk+1 & ka)VkJ- HF ’ sf:llln(UlTﬁl)
Tt Py
= (Im Pr— 1®U1 )[ ]k 1(Vd®lpk~~~Pd—1)”' S
( +1 ® ka)Vle SHUJ,l(ka71 ® UI:—2) T (IPQ"'pk—l ® UIT)[X]k—l
Va1, (Ve @1, ‘7kLH
é (Ipz ‘Pk— 1®U1 )(:Dz ‘Pk— 1®U1)(:D2 ‘Pk— 1®U1) ( Pheebd= 1) ( i pk)
" Smin U Ul Smin U U Smin U Uk 1)
'[X]kfl(vd®I:kapd—1)"'(vk+1 ®ka)VkJ-HF ( ! ) ( ° ) ( M
1 SHkal pr_1 @ ka2) T (IPZ“'pk—l ® Ul )[ ]kfl
" Smin ((Ip2 Pt @ Ul )( p2pr_1 @ Ul)) ~ ~ ~
- (Va®Ipy.pas) - (Vi ®ka)VkLHF
:H(IPQ"'pk—l ® Ul )[X]k—l(vd ® ka~~~pd71) T k—1
~ ~ 1
Vit © L) Vit |- siaha (T 0. @) (7\/1_—>
0
The inequality holds since || B||r < ||AB||r - s, (A) for any §CHU,;F_1(IP,C_1 ® UJ_Q) o (Lpyeopry ® UN)[X]k-1
invertible matrix A € R™1*™1 and B € R™1%X™2; in the N N N
last step, we used (Ip,..p,, @U1)(Ipyopp_ @ U ) [ X1 = (Va® Iy pgs) - (Vi1 © ka)VkLHF- 3D

(Ipye-pr1 ® Pty )[X]k—1 = [X]k—1. Similarly to (29), by (28),
for1 <j<k-2,

|Usisoms @07 ) e Uy © U)X

: (Vd ® ka~~~pd71) t (Vk-i-l ® ka)Vki HF

By the definition of Vi € R@ro)xme-1 and Lemma 3,
we know that V}, is the right singular space of
U/;r—l(‘[pk—l ® UI;F—Q) T (Ip2~~~:ﬂk—1 ® Ul—r)[y]kfl
-(Va® I:ka;Dd—1) (Vi ® ka)
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:Ul;rfl(lpk71 ® Ul;er) T (Ip2"';0k71 ® Ul—r)[x]k—l

’ (Vd ® ka---pd—l) (Ve ® ka)
+ UJ_l(ka71 ® UJ—Q) T (Ip2"'l)k71 ® Ul—r)[z]k—l
! (Vd ® ka~~~pd—1) T (VkJrl Y ka)’
Lemma 6 shows that
|0 s @ Ta) Uy @ U)X
: (‘7d ® ka~~~pd—1) t (‘7]9+1 Y ka)‘/}kJ-HF

<2 01 (s ® U2+ Uy © O [

: (Vd Y ka~~~pd,—1) T (‘776+1 ® ka)

Combine (26), (31) and (32) together, we know that (25) holds
for all 2 < k < d, which has finished the proof of Theorem 1.

’F. (32)

B. Proof of Theorem 2
For ¢ > 1, by the definition of X (%) and Lemma 1, we have

)

|-

F
:H <IP1"'Pd—1 - P(Im...pd1@(71(2"'))...(1%1@05{"2)(75"’_"})
2
' [y]dilHF
2
=[V]a-1llg
2

— || P, i i i _
H (I 00k 00U 01 oy Ylat

F

(24)
- Hx

Similarly, we have

(21 1) 2

]y—?c@“)H Y H

F

In addition, we have
2

-3

F
2
=Y]a-1llg
2
B HP(Ipz“‘Pd,—l®l71(2i))"'(lpd,—1®ﬁ§2—i;)6§2j; [y]d_lHF
2
=Y]a-1llg
~(20)T ~ (20T
- HU(g—q (Ipd—l ® U(g_g )
2

29)T
(Ipz ‘Pd— 1®U( K )

Vi)

2
=Yz
~ (9T (9T
- HU(g—q (Ipd—l ®U(§_g )

F

pgpar @ U0
~ (o 2
: D’]d—lVd(%l) HF
77 (20)T 73(20)T 2i)T
—HUé_’i (Lpyy @UEYT) -+ (Ipgepy, @ U0

DN
V)Vt I)HF

4007

2
<[Vhllz
77(24) T 75(29) T 77(29)T
- HUé—i (Ipd71 ® U(g—% )..'(Ip2"'pd—1 ® Ul( ) )
P 2
. [y]d_lv(2’b*1)

e
= [P0l = || s © OEY ) T @ TELT) -

20)T s2i-1) 2
ppac © T - md_lvd“ iE

The last equation holds since (752_? is the left singular

20)T (20T
Space Of( pa—1® U( 7’) )( pa—2p4-1 & U(g—z;)% )"'(Ipz'“;ﬂd—1®

[71(21‘)T) [y]d—lvd(% 1).

For any B € R™*" and 1 <[ < r, we can check that the [-th
columns of A" B and (I,, ® B ® I,,,)A(™") are equal:

(A(m ’ﬂ)B [ 1] ZBJ l Z e ZL 1)mn+(j—1)m+k
7j=1

=((Im ® B® L) A" "))y
where egkm ;l))mn+(] Ltk is the ((k—1)mn+(j—1)m+k)-th
canonical basis of R™™ and A() is defined in (5). Therefore,
A B = (I, ® B® I,,) A7),
By the last equation and Lemma 2, we have
2i)T (20T
(;Dd 1 ®U( ) )( Pd—2Pd—1 ®U(§—z; )
Ly ® UF ) Plama V7Y
2i)T (20T
(I;Dd 1 ®U( ) )( Pd—2Pd—1 ®U(§—z; )
24)T
Upseepss ® U7 ) Uy y @ [Plas

2%)T ~(24)T
U( z) (;Dd 2®U(§—% )

Cpa) T (2i-1
)A(;Dd 1 ;Dd)Vd( )

I

Pd-1

(Uprepis ® O [V)a2) )

! (Ipd—l ® (‘7d(2iil) ® Ipd71)> A(pdil’mil)

:(Ipd—l ®
73(24)T 17(2i—1
Upspas @ OO ) Wlaca(VH Y @ 1,)) )
. APa—1,7d-1)

~(20)T ~(20)T
(T2 (T @ TEYT) -

_ReShape<U(22)T( pa_z & U(21)T) ’ (Ip2 pa—a @ U(21)T)

[ Vla- Q(V(Ql 1)®Ip D, 7“(1—2pd—177“d—1>-

Since the realignment does not change the Frobenius norm,
we have

)
v-z
F
<[[Vhlip
2 T ~(20)T 2i)T
| B @ TET) - Uy @ 0P )W

2
2¢—1
(V" )®Ipd,_1> i

(33)
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By similar proof of (33), we have

)

|-

< |Vl
_HU (29)T

F
2¢)T ~(20)T
L, 2®U( ) )"'(Ip2~~~pd_2®U1( ) )
2
21—
-[Md_z(v; Vo1,
2
=[[[Yhlr
7207 77(20)T 20)T
- HUfg—g (Ipd—2®U(§—zL)3 ) (Ipz Pd— 2®U( Y )

) [y]d72(‘7d(2i_1) QL V(zz 1)H

73¥(20) T 75(24)T
® U(g—zl)% )"'(Ipz'“pd,—2 & Ul( Y )

Pd—2

HU(Qz)T

%i—1 =2i—1) |2
Do (VY @ 8 VY|

2

<|[V]ilw

72T 73(20)T 2)T

B HU(g_g (Ipd—2 ®U(§ g ) (Ipz ‘Pd—2 ®U( Y )
>(2i—1

PV Ve, )

2
=[I[Vllz
24)T 24)T
H Pd— 2®U( ) ) (I;Dz ‘Pd— 2®U( K )

21 1)H

W20V o 1,

IN

2
P(?(2i71)®lpz~~pd_1 )"'(‘73(21.71)@[?2 )‘72(21.71)) HF

=~ (21 1)

L

F
Similarly, we can prove (11) holds for k = 2¢,7 > 0.

C. Proof of Theorem 3

Without loss of generality, we assume o2 = 1. We still
let U;, Vi, R; and R; denote U, V'V R and R\,
respectively.

Lemma 5 Part 4 immediately shows that (15) holds with
probability at least 1 — C'e™P. Next, we show that with
probability at least 1 — C'e™P,

Sin@(ﬁk,ﬁk)u
Y Zi:ll DiTi—17Ti + /PkTk—1 + /Pk+1 " Dd
C
Ak
, VI<k<d-1.

IN

< (34)

N =

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

Recall that
Uy = SVDE (Wh), [Wh = [X] + 2],

where [X]; € RP1*P-1 gatisfying rank([X],) = r1, [Z]1 €
RP1*P-1 by Lemmas 6 and 5, with probability 1 — Ce™ P,
we have

IO 1 < 20[Zh] < Co* + (02 -pa) 7).
Therefore, with probability at least 1 — Ce™ P,
o0 < HUuUlUl W _ o
sin O <
1 s (UT&]) sn ([0
<C¢—+ m
< " .

For 2 <i < j < d—1, by the definition of (71 and Lemma 2,
we have

(X]; =Ty, © (X)) A Prps2100)
=Ip,p, ® (Pu, [X]1 ))A(”2 PiPi+1Pd)
=(Ipyp; @ Pir)(Ipy.op; @ [X ]1)A(p2 “PjsPj+1Pd)
=Ipyp; @UL)Ipyopy ® U1 )[X]; (35)
and

(Lpsoy @TLL) -+ (T, @ TT ) 1X);
= (Ipi+1"'Pj ® (Ip, ® ﬁzT—l)) T
(Ipm...pj ® (Ipyeps ® ﬁf))
4pt] - (Typsrropy © (K] AT 001170
~ (Toesn, ® (I @ TL0) -+ (T, @ O[]

. A(pi+1 “*Dj,Pj+1"""Pd)

= (pcroons ® (Po, (I © 0L0) -+ (Lo, @ U)[X);))

. APit1-pjPjt1-Pa)
= (Ipi+1"'pj ® Pﬁ,)

(Lo ® (I @ UL+ Ty, 2 U)X

. A(pi+1 “*Dj,Pj+1"""Pd)

(Iptﬂ Pj ® U) ( Pit1-Pj & UT) (Ipi“'Pj ® ﬁzT—l)
(Ip2~~~pj © U, ) (X1 (36)
p; = 1ifi=j. Let

where I, ., ..

Ly = Hsin@(ﬁkﬁk)H, 2<k<d-1.

For k = 2, by (35) and Lemma 4, with probability at least
1—Ce P,

sr2 (e © U X))
>smin (s © U7 ) (I, © U1) ) 51, ((X]2)
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ZSmin(ﬁl—rUl)/\g Note that

:\/1 — ||sin® (T, U1) |12 A2 (L, @ U )Ty 1y @ UL) -+ (I, @ UV
>\/§/\ :(Ip] & UjT—l)(ngflpg Y UjT—Q) T (Ip2~~~pj & UlT)[X]J
V4 > + (Ip] Y U]TEI)(IP]—IPJ ® UjT—Q) e (Ipz---p] Y U;)[Z]j,

Since Up = SVng((Ipzfz’ U))[Y)2). and (I,, @ U))[ V]2 = by Lemma 6, with probability at least 1 — e=P",
(I, ®U{ ) [X)2+ (I, U, )[Z]2, by Lemma 6 and Lemma 4, P . -
we know that with probability at least 1 — C'e™“P", HUjL(ij QU;_1)Up;_1p; ®Uj )

103, Ty, @ T [ (s, @ O
T ~ ~
<2||(Ip, @ Uy )[Z]2]l SQH([pj ® U]‘Tq)(fpj_lpj ® thz)

<C(yVpari + (p3---pa)"? + /pir1)-

. . . .. T (Ipz~~~p.7‘—1pj ® U;—)[Z]JH
Combine the two previous inequalities together and recall that

Ol ' 2 j—1 1/2
U, is the left singular space of (I,, ® U, )[X]2, we have 3
? £ pAT _ (f: ! )A[T]Q SC[<ZPW—1H> + (piri—1)"? + (pjs1 - 'pd)1/2]-
.~ I X —
sin © (U27U2)H SHUMUEUQ r, ®AU1 )Xo = . - e
Sr (UQT( I, ® U7)|X] 2) Therefore, with probability at least 1 — Ce=P,
10y, © T[] sin (75,75 )|
Ses (e @ 1) []2) 07,0507 (I, @ 07)++ (Ipyop, @ O[22 |
<
coep)1/2 = = PN =
SC\/}hm + \/Pzri\—i- (ps---pa) Sr, (UjT(ij ® thl) o (Ipyep, ® Uf)[é\:'b-)
2 . ~ ~
T T T ,
with probability at least 1 — C'e=<P, _ Ujr(Ip, ®Uj_1) -+ (Tpyep; @ Uy )X H
< . _ . g _ - ~ ~
Assllsne that (34)‘ holds for k£ < j — 1 w1th. probablht'}{ 1 S, (( I, ® UjT_1) o (Ipyep, ® UlT)[X]j)
Ce™“P. For k = j, by Lemma 4 and (36), with probability at "
1 — Ce™P, we have e (23;11 pm-m) + (pjri-1) 2 + (pji1 - -pa)'/?
Sr; ((ij & Ujjr—l)(‘[pjflp] Y UjT—Q) e (Ip2~~~pj71p] Y UlT) - )\j '
. X]j) Therefore, (13) holds with probability 1 — C'e™P.
R B Finally, we consider (14). Let & = {(13) and (15) hold}.
>smin ((Ip, ® U,_1)(Ip, ® U. j—l)) Without loss of generality, we only show that under &,
5(([_1®[7—|; (I ._17.®[7T)X'> - df 1T
i \Unsany © Upz) o Upavpy i @ VDI [sine (Vi i )| < c-=5—— L S S )
— S (AT U 1) Ae—1 2
min j—1Y5— (38)
5T 5T
" Sry ((Ip]—lpg ®U;_3)+ (Ipg-p;_1p; @ U; )[X]]) In fact, (38) can be proved by induction. Let V; € RP2*7d-1
>g (ﬁ'T i ) be the right singular space of [X]4—1. Then there exists an
min {¥j-17j-1 orthogonal matrix Q41 € Q,,_, such that
* Smin ((ij—lp] ® UJT—Q)(ij—lpj ® UJ*Q)) Vd@d—l
" Sry ((I;Dj—2pj—1pj ® U_]T—B) e (IPZ"'pj—lpj ® UlT)[X]J> :SVDR(U;fl(Ipdq & U¢;|12) T (Ipd—1~~~p2 ® Ul—r)[x]dfl)'
> Similarly to (37), under &,
2 Smin (U]TflUjfl) " Smin (UlTUl) Sr; ([X]J) Sra_1 (ﬁ(;r—l(‘[pd—l & [/J\.{;—Q) e (Ipd—1~~~p2 ® Ul—r)[‘x]dfl)
d—1
= 1=13 1= 13 > (VB/A) Aao = e,
>(\/3/4)771N; > ). (37)  Therefore, by Lemma 6, under &,
In the last ine_:gtlality, we usS(E 1the fact that d is a fixed number Hsin o (‘7—(17 Vd) H
and (1/3/4) 7' > (/3/4)* ' > ¢ /|
By the definition of U; and Lemma 3, we have = Hsin@ (Vd, Vde,l) H
Uj = SVD%‘J‘ ((ij ® UjT—l)(ij—lpj ® UJT—Q) e < HUtll(Ipd—l & UCLQ) T (Ipd,—1~~~p2 Y UlT)[X]dflvdTJ_H
(Ipz~~p;‘—1pj ® Ul—r)[y]j>- Sra_1 (U¢L1(Ipd4 ® UC;[Q) e (Ipd—l---pZ ® UF)[X]d—l)
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2Ot @) U @ ODIZlas| <O © T2 U, © TR
s (OB 901 By 0D arr) (V@ )+ (Vi © )V |
<C@, /Sw (ﬁJ‘Tﬂ( oy @ U)oy, ® U (X
- Ad—1 '(‘7d®fpj...pd_1)"'(v}'+1 ®ij))
e gt sigalar space of ]y 2(T1 1 o0 ) A R RS e T
I,,), there exists Q; 1 € O, , such that . (Vd ® ij,,,pd,l) e (‘7j+1 ® I,)

ViQj-1 /s,«j_1 (lAf]T,l(ij_l ® ﬁjtz) + (Ipgropyy @ U)X

=SVDR (U1 (Ly, , @ ULg) -+ Ty, , ® UY)
: [ ]j—l(Vd ® ij---pd—l) T (V}-‘rl ® ij))'
By Lemma 4, (35), (36) and (37), under &,

: (‘761 Y ij~~~10d—1) T (‘7]*1 ® IP]‘))

<C (Ele pi?‘iri_l) 1/2 |

~ ~ Ai_
Srj_1 (UJ—EI( Pji—1 Y UT ) o (Ip2“'pj—1 Y UIT) -1
. Therefore, under &y, (38) holds.
. [X]jq(Vd ®Ip;..pa_s) (Viz1 ® ij)) Thus, we have finished the proof of Theorem 3.
>s,, (O] 070) (Tyyy @ U)X,
Z8rja (Uj—l( pr ®Uja) ++ Upopyy @ Up )| X1 D. Proof of Corollary 1
(Va® Iy pyr) - (Vige @ Ippisy) Let Q = {(15), (34) hold}, then P(Q°) < C exp(—cp) and
(Vi1 ®1,) N a
~ N Hx(t) - X% < CZPﬂ“mq under Q.
" Smin ((Vj+1 ® Ip; ) (Vi1 ® ij)) i=1
~ ~ Under Q¢, due to the property of projection matrices, we know
=Srj_1 (UJT ( Pj-1 ® U ) "(Im"'pj—l ® Ul—r)[x]j—l that Q PTOPETY 0T PTO)
. (Ve ~(t
~(Vdi® Ip;ipas) (Vig2 ® ijpj+1)) HX( )H <|YVlr < | X|lr + | Z]5-
* Smin VT V F
( A j+1) Moreover,
>...
- - (1) ! S A
Zsr 0 (O Uy ©0T) - (g, © O[]0 ) B2 -x|| <c(E[X7) +|xl
~ . F F
B T DECEEY . . *
'Smmﬁ(*zd 5‘” e <C|l x|} + CE| 2|
> min 1 ] 2
= Smin( i-1) - . <Cexp(4cop) + CE (X2, ...,,,)
“Sry_y (( i1 QU o)+ Upyop; s ®Uy )[X]jfl) <Cexp(4cop) + C(p1 -+ pa)?
Smin(Vy Va) -+ smin (Vi Vigr) <C exp(4cop) + Cexp (2cop) < C exp(4cop).
3 i1 3 d=j Therefore, we have the following upper bound for the Frobe-
> 1 Aj—1 - \/j > chjo1 nius norm risk of X:
2
()
Note that V € (O)p?,«7 rj1 18 the right singular space Bl —-& v
of U (I, L ® Ul o) Ty, @ UD)Y)j1(Va @ 2
Iy pg_y) (V]_H ®Ip ) and —IEHX - X 1 +EHX 1Qr
UT 1( Pj—1 & U ) ’ (IPZ“'pj—l Y ﬁ;)[yh,l
< i1l i— X P ¢
Vi@ Dy ) (Vi @1,) CZP” o H @

—UT 1T, ® [7;—2) o (Ipgepy 1 ® ﬁl—r)[x]j—l
(Vd ® Ip; ~pd71) T (‘7j+1 ® ij)
+ U1 Ly ©T0) - Ty, @ U))[2)51
- (Va® Iy pay) (‘7j+1 ® Ip,),

SCZpiHTi—l + Cexp ((4co — c)p/2).
i=1
By selecting ¢y < ¢/4, we have

~t) 2 d
By Lemma 6, under &, E||X —-X| < CZPWW—L
~ ~ ~ o~ ~ F i=1
sin © (VJ’ VJ) H = ||sin® (VJ’ Vi@ _1> H Therefore, we have finished the proof of Corollary 1.
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E. Proof of Theorem 4

Since the i.i.d. Gaussian distribution, Z ~ N(0,0?), is a
special case of D and

inf sup

~ 2
Ez-p Hx - XH
X X€Fp.(N),DED F

> inf sup EzNDHi’—XHQ

X xcF, (), 24N (©0,02) F

we only need to focus on the setting that Z ~ N (0, 02) while
developing the lower bound result.

Without loss of generality, assume 0 = 1. Since d is a

fixed number, we only need to show that for any 1 <7 < d,

2

N 2
inf  sup IEHX — XHF > CpiTiTio1.- 39)

X XeFpr(A)

Suppose X can be written as (1), U; € RPimi-1)%"i and V; €

R(Pi75)%7i=1 are reshaped from G; € R™-1XPix7i Gy = Uy,
Gy =Vy. Forany 1 <i<d—1, by Lemma 1, we have
[X]z = (Im p @ Ul) T (Im ® Ui—l)UiVi—Ti-l
(Vz-i-Q ® IPH»I) T (VdT ® Ipi+1“'pd—1) : (40)

Forall j #i,1<j<d—1,letU; & N(0,1), Vs " N(0,1)

and Uy,...,U;—1,U;yq, .. Ud,l, V4 are all independent.
By Lemma 4, for any 1 §j < d -1, we have

Sr; ((Ipz'“Pj ® Ul) e (ij ® Ujfl)Uj)

> s (Ipavpy @ U1) -+ suin(Uy) = 50, (U1) - 51, (U).
Similarly,
Sr; (VJ+1 (V+2 ® P7+1) T (VolT ® IP.7+1"'1"d71))
Zsrj (Vj-‘rl) “Sra_q (Vd)'

Moreover, Lemma 4 Part 1 tells us
50, ( (Lo @ U1) -+ (I, @ U3 )03V,

(V+2 & PJ+1) T (VvdT & ij+1“'pd—1) )
251, ((Ipaep; @ UL) -+ (I, @ Uj1)Uj)
sy (Vi (Vika ® Ioj) - (Vd @ Ipjpaeopass))
>sr, (Ur) - " Sry (Uj)sv"j (Vj-‘rl) e Srgy (Va). (41)

Recall that V} is reshaped from U; forall 1 < j < d—1, by
[93][Corollary 5.35], we know that with probability at least
1—Ce P forall 1 <j<d-1,j#1,

VPiTj—1 \/P Tj—1
J4J < JPITITT — 5 — 37—
<sr,(Uj) < 51(Uj)
\/P 1
SVPjTi—1 T e LI < 2y/pjTi-1,
VPiTj
# Ssrj—l (V) < 81( ) < 2\/]7]7"],
Pd
and T SSy-dil(Vd) S Sry (Vd) S 2\/])_(1 (42)
For a fixed Uy € Op,r, ,r;, define the following ball with
radius € > 0,
B(Uy,e) ={U" € Opr,_yp, : [|sinOU", Up)|lr < €} .

4011

By Lemmla 1 in [94]/, for 0 < aa < 1and 0 < ¢ <1, there
exist Ui(l) , .,Ui(m) C B(Uy, €) such that

co\ "i(piTio1—Ti)
m=(3) ’
«
min
1<j#k<m

sin® (09,01

(k)/)HF 2 ae.

By Lemma 1 in [37], one can find a rotation matrix O, € O,
such that

Uy — ﬁi(k),OkHF < \/§Hsin@ (Uo, ﬁi(k)’) HF < V2.

Let U(k) Ok, we have

- < 3
Hsin@ (ﬁi(j),f]i(k)) HF >ae, 1<j<k<m.
Let Ui(k) = S+ (~fi(k), where S "% N(0,72%). Set 7 >

8/ \/Pi> [93][Corollary 5.35] shows that with probability at
least 1 — Ce™“P,

T\/pg”z 1 <T( p—ﬂ% - \/_

<sr, (S) — 31 (ﬁz‘(k)) S Sy (Ui(k))

\/pzrz 1) 1

=51 (Ui(k)) < 51(8) + 51 (ﬁi(k))
T

<7 <\/pzrz 1+ \/_ +
<27\/piTi-1.

If2<7¢<d-1, since Vi(k) is reshaped from Ui(k), we know
that Vi(k) =T+ Vi(k), where T "< N(0,72), and Vi(k) is
realigned from Ui(k). Notice that

(43)

(k 5 (k < (k ~(k
si(V) = [V < IV e = 1T |6 = 7,

Since 7 > 8/,/pi, by [93][Corollary 5.35], with probability at
least 1 — CePi"i,

Pﬂ“z

5 7 (\/W N
o () e ()
<51 (V) 1 (1) + 51 ()

\/W) S

I

<7 (\/pzrz +/Ti—1 +

SQT\/pﬂ'i.

Choose fixed Uy, --- ,U;—1,Vig1, -
(43) and (44) hold. Let

(44)

,Va, S such that (42),

(2™, L, ® U; 1)UV,

(VdT ® Ipi+1'~~pd_1)

_(Ipz p1®U1)"'(

(V+2 ® pL+1) T (45)
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and X*) ¢ RP1XXPa ig the corresponding tensor. (41), (42),
(43) and (44) together show that

\/pkrk 1 \/PkTk
o, ([X M) > H H 3
k=j+1
\/pl o PdT1Td—1
= . 46
T om o

Cmaxi<i<d—1 A\i Maxi<j<d—1/T; v

By setting T = T DT T 1

8maX1§i§d,1 \/ 1/pi, we have

or, (X)) 2 N, VI<j<d-1.

For1 <k<j<m,
[x® — 202
:H (Ipz-wops @ Un) -+ (Ip; ® Uia) (Ufk) _ Ui(j))
Vz+1 (V+2 ® p,+1) .. (VdT ® Ipi+1~~~pd71) Hi
>0 (g, @ U) -+ (U, © i)

' H (Ui(k) - Uz‘(j)) Vi, (Vi ® L)) -

(AT A——.]
=52 ((Ippops, @UL) -
w52, (Vi (Vide ® I ) -+
ot o0,
:Sfiﬂ ((Ipyepey @ UL) -+ Ui—1)
st Vit (Vi @ Iy -+ (Vi © Lpiyyoopa )

for-if].
3 3 a

Ui-1)

(Vvd—r ® Ipi+1 "'pd—l))

>s2 (Uh) sy, (Uisa)sz, (Viga) -+ 57, (Va)

- min ‘ﬁi(k) —ﬁi(j)OH

0€0y, F

i—1

DhTh—1 DT . sk G H2

> _ . _— .
kT 1 g guip |0 - U O)

h=1 =i+1

i—1
PhTh—1
>
> 11755
h=1

% o 020
F

(Hpm 1 p> o2

l=i+1

In addition, let Y® = x® 1 2(®) ang 2® X N(0,1).
The KL-divergence between distributions y““) and y(] ) is
1||2\:'(’“) —
2

Dici (YPUIYV) = x|

2H pa---pi & Ul) (Ipi & Uifl) (Ui(k) - Uz‘(j))

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

2
V;Jrl (V;IQ & I;Di+1) e (VvdT Y Ipi+1“'pd—1) HF
1
<5 e @ V1) -+ (T @ Ui
2
H i+1 ( it2 ® P7+1) e (Vd—r ® Ipvi+1"'l>d—1)||
K )
U'L'( ) _ Ui(j)HF
<lew Ui 1)s3(Vig1) -+ 3(V, —u9|’
<38 1) s1(Uina)st (Viga) - s1(Va) g
1 — d
<3 H dpprn-1) [] (o)
h= l=i+1

(o -aaf + o - vl )

i—1 d
<C (H(phm_l) II (mm)) €

h=1 1=i+1
By generalized Fano’s Lemma,

inf sup IEH.%—XH
X F

X xe{x(im
=c Hpm“h 1 H piriae
l=i+1

C (H;;ll (PrTh-1) H;i:Hl(Pl?“l)) e +log2

ri(piri—1 — ;) log(co /)

_ ri(piriz1—T4)
CTL_ (onrn-1) TIi—i 1 (pim1)
(coN1)/8, we know that forany 1 <i<d—1,

By setting ¢ = ¢ < fa=

~ 2
JEIE-4]
F

2
F

inf sup
X xerF,,

> | inf sup
X xe{x®ym

ZC1TiPiTi—1-

For ¢ = d, similarly to the case ¢ = 1, we have

inf sup

EHX XH > Cc1pard—1-
x XeFp,

Therefore, we have proved Theorem 4.

F. Proof of Proposition 1

Define él S R”X“,ék € RMe—1XPXTk
such that

C?1,[1‘,1] = (G1(i));, Vi€ lp,l e [r],
éka[ﬁi,l] = (G’]@(Z‘,eyk—l)))l7 Vi € [p],j € [kal]vl c [rkL

2<k<d-—1,

Ga € Ro<ru

Gajiyy = Gali, el V), i € [p],1 € [ra—1]
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(k)

i

is the i-th canonical basis of R*. Then

JER™,

where e

P (Xi41) = élT[

Xty1,

Py( X1, Xi2) = Go (Xt+2, 151(Xt+1))

T1
linear m ~
Y GalXisa, o) (Pr(Xie)

i=1 !
- - T
- (le[XH»l::]g2:[::Xt+2:1]) :
By induction, for any 2 < k < d—1,
ﬁk(XtJrla s 7Xt+k)
= Gr(Xetr, Poor (Xen1s -+, Xerko1))
linear Th—1
=N Gel(Xign el ) (Pkfl(XtJrla o 7Xt+k71)) ,
i=1 !
~T ~
= gk’[;’xt_*_k,;]Pk—l(Xt-i-h ooy Xigr-1)
~ ~ - T
= (Gly[XtJrl7:]g27[17Xt+271] T gk:[iyxt+k71]>
and
P(XtqalXer1, oo Xeyao1)
=Ga(Xtva, Pao1(Xe1, - Xera1))
=Py (Xes1s o Xera-1)G 0
=G [X41.092, [ Xg20] gd—lv[:vXdelv:]G;[de,:]'
Therefore,
P - [[617627 s 7§d—1) édﬂ
and has TT-rank (71,...,74—1).
G. Proof of Proposition 2
Let Z=P © —P, then EZ = 0. Let
k
TEJ___,” = UX(ir,ig_rsk)=ia}y VI <k <ng
1<iy,...;ia<p
and
ng),zd = Tif,),zd -P (id|i1a LR Z.dfl) )
Vi<k<nl<iy,...,ig<p.

Then EZ®) = 0. Moreover, by definition, for_ any 1 <
j < d — 1, the rows of [Z(k)] € RP "7 are inde-

J . )
pendent, and there exists a partition {Q\, ... ,Q;ﬂ)_J_l} of
{1,...,p%7} satisfying ‘ng)‘ =...= ‘Q;?,J,l = p, such

are inde-

that ([zwL) o ([zucqj) o

pd—j—1
pendent and !

3 ([T(k)L)mz:L Vi<m<p1<k<n.

1eqt® '

4013

Therefore,

> \(=91),,

<> ({T"“’} ‘)WHE 3

1eQ@ !

().,

1€ )

=2, V1<m<p 1<k<n.

For any fixed z; € R” and z, € RP' satisfying ||z1]|2
1 and ||z||2 = 1, we have

5 ([2]) o

e !

)

(1),

)

< max (z2);
el

by

1eql?

<2 max (z2); < 2 H(xg)
el

@
o9y

By [95, Exercise 2.4], ZIEQ(_J)QZ(M} ) (z2); s
‘ m,l

J
2 H(xz)ﬂgw

by

-sub-Gaussian. Therefore,

2

z, [Z(k)} To

J

pj pd—j—l

e X[ X ([27])

m=1 =1\ jeq® 17 ml
. pj 2 pd—j—l 2 1/2
18 me1 (1) D i 4H($2)Q(_j> ) =
2||z1||2]]z2]]2 =  2-sub-Gaussian. Notice that Z =

%ZZ=1 Z®  the Hoeffding bound [95, Proposition
2.5] shows that

B (o] [2];e2] > ) < 2 (_”ﬁ) vt >0
1 jr2| 2 1) =~ 4€xp 8 , > 0.

Therefore, for any fixed U € @pj’,r],v S @pdfjmrj_*_l, T €
R",y € RPT+1 with ||z||2 =1 and |Jy|j2 = 1,
TyrT T nt?
P(|m U'Z,V y‘ Zt) < 2exp - ) vVt > 0.

Similarly to the proof of (49), with probability at least 1 —
Ce P forall 1 <k<d-1,

75(0)T 75(0)T 75(0)T
|00 (@ 0 OO - (s 0 OO (20

(1 (1
(T @ L) (Vo 1)

[ —d
<C Zizl piTiTi—1
— n .

Similarly, with probability at least 1 — C'e™P,

21V @ La-a) - (5 @ 1) V||
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d
Eizl piTiTi—1
==
Notice that || X ||r < +/7|| X || if rank(X) = r, by the previous
two inequalities and Theorem 1, we know that with probability
at least 1 — Ce™ P,

<C

~

,P(l) _p ) Z?Zl DiTiTi—1

2
<C| max r;
F 1<i n

<i<d—1

Finally, by the definition of 73, we have

~ (1 ~
+|Y-P

F

ool

F

)
F

which has finished the proof of Theorem 2.

~ (1)
<P -P

H. Proof of Lemma 3

By symmetry, we only need to prove (6). By definition, (6)
holds for k = 1. Suppose it holds for k = j. For k = j + 1,
since Sj41 € R(riPi+1)X(Pi+2:Pa) is realigned from S; =
MTS € R7i*(Pi+1Pa) | Lemma 2 that Sj41 = (ij+1 ®
gj)A(pj+1vp.7+2"'pd), where the realignment matrix AT g
defined in (5). Therefore,

Sjt1 = (Ipﬁl ® §]) APj+1,pj+2:pa)

(Ip +1 ® MT )A(pj+1,pj+2...pd)
= (Ip;, ® MT) (Ip,,, ®S;) A(Pr41pss2-pa)
(Ip7+1 & MT)

’ (ij+1 ® ((ij ® M]T[l) T

. APj+1,pj42°Pa)

(Ipy-p, @ M)[T;))

= (IPJ+1 &® MJ’T) (ij+1 Y (ij Y M]‘T—l)) st

(Tpssr @ (Ipgop; © M) (I, @ [T;)

. A@i+1:Pi+2Pa)

= (Ip.7+1 ® M]T) (Ip.7p.7+1 ® Mj—rfl) e
(Ipz“'pj+1 ® MlT) [ﬂj+1'

The third equation and the fifth equation hold since (A ®
B)(C ® D) = (AC) ® (BD); the last equation holds since
Yis1 = ([pﬂ+1 ® yj) APi+1pit2-pa) and A ® (B® C) =
(A®B)®C. B

Also notice that S, = M ];r Sk, we have finished the proof
of (6).

1. Technical Lemmas

We collect the additional technical lemmas in this section.
Lemma 4:
(1) Suppose A € R™*™m2 B ¢ R™2*X™M3_where m; > mao.
Then

Smin{ms,ms} (AB) > Smo (A)Smin{mg,m,g} (B) .

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

(2) Suppose A € R™*P1. B € R"*P2 X € RP1XPz
rank(X) = r,p1 > m,p2 > n. If X = UyMV,", where
Ui € Op, . and V; € Oy, ,, then

0 (AX B) > 8min(AU1) 0 (X)smin (V' B).

Proof of Lemma 4: (1) Consider the SVD decomposi-
tion A = UAZAVJ, B = UBZBV];—, where Uy €
@mhm/m VA S ©m27 UB S @mz,min{mz,mg}; VB S
@min{mz,mg},mga ZA - diag(al (A)7 <oy Sme (A)) and ZB =
diag(s1(B), - - -, Smin{ms,ms} (B)) are diagonal matrices with
nonnegative diagonal entries. Then

Smin{mg,mg}(AB) :Smin{mg,m,g}(UAEAVXUBEBVBT)
:Smin{mz,mg}(zAVJUBzB)-
For any x € R™ir{m2m3} satisfying ||z = 1, we have
[2aV4 UpEg|z >sm, (A)||V] UsSpz2
=5m, (A)||Xp]2
2 Sm (A)Smin{mmms}(B)'

Therefore

Smin{mz,mg}(AB) :Smin{mz,m3}(2AVJUBZB)
> Sma (A)Smin{mg,m,g} (B) :
(2) Consider the SVD decomposition X = UXV T, where
UeOp V€0, and ¥ is a diagonal matrix. Then we
know that there exist two matrices L € R™*" and R € R"*"
satisfying U = U; L and V = V; R. Moreover,
L'L=L"U/U,L=U"U =1,
R'"R=R'"V;; ViR=V'V =1,
Therefore,
0.(AXB) =0, (AU, LYR"V;' B)
zsmin(AUl)UT(LZRT)Smin(VlTB)
:Smin(AUl)Ur(X)Smin(‘/vlTB)~
O
Lemma 5: Suppose Z is a matrix with independent
zero-mean o-sub-Gaussian entries, d is a fixed number,
ro =1q = 1.
(1) Suppose Z € RP*9, A € R™*P B € RI*" satisfy
[A[l | B[l <1, m < p,n < q. Then

2
P (||AZB|| > 20\/m—|—t) <2-5"exp [—cmin (E’t)] .

47)
2
P (||AZB||F > U\/mn—i—t) < 2exp {—cmin <%,t>} .
(48)
(2) Suppose Z € RP1-pe)xm 9 < k< d— 1. Then
(ma“x yxrs ||(ka & U];ll) e (Ipz“'pk & UIT)ZH
U er'\PiTi—1) %70
;<1
k—1
<Coy| > pirioari + prrk—1 +m. (49)
i=1
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with probability at least 1 — C exp(—c(Zf;l DiTi 1T +

PkTr—1 + m)).

(3) Suppose Z € RP1pe) X (Prt1-Pa) 2 < k < d—2. Then
(Ul_]_f_f_lv ||Uk LU ) Iy, @ U )Z

: (Vd ® ka+1---pd71) o

d
E PiTi—17%
i=1

with probability at least 1 — C exp(—c E?zl piri—175). Here,

A= {(Ul, .. .,Uk,VkJrQ, .. .,Vd) : Ui S R(pimf1)><m’
Uil <1,V; € RPrxrs vy < 13,

(Vk+2 ® ka+1 )H

<Co (50)

(51

(4) Suppose Z € R(PrPa-1)XPa_Then with probability at
least 1 — C'exp(—c Ele DiTi—17%)s

Ug—1(Ipy @ Ugs)

max
U erPiTi—1
U<t

)X

(Ipz'“pd,—l & UlT)ZHF

(52)

(5) Suppose Z € RP1Pr)x(Pet1Pa) 9 < | < d—2. Then
||Ul;r(ka Y Ul;rfl) e (I;Dz'“pk Y UIT)Z

max
(U1,...,Vg)eA

’ (Vd ® ka+1---pd71) o (Vk+2 ® ka+1)HF

(33)

with probability at least 1 — C exp(—c E?zl piri—174). Here,
A is defined in (51).

Proof of Lemma 5: W.0.L.G., assume ¢ = 1.
(1) For fixed x € R™ satisfying ||z||2 = 1, we have AZBx =
(" BT @ A)vec(Z). Since Z;; is 1-sub-Gaussian, we know
that Var(Z;;) < 1. In addition,

E|(z'BT @ A)VGC(Z)Hg

T@"BT @A) (2" BT @ A)vec(2))]
(( TBT@)A) (z" BT ® A)vec(Z)vec(Z)")]

=tr[(z"B"® A)T (2" BT ® A)E (vec(Z)vec(Z)")]

< (z'B"®A) (z2"B" ® A4))

tr (vec

=E [
tr[
It

2
=|«"B" ® Al[g = B3| AllF < |zl Al%

<m. (54)

The first inequality holds since E (vec(Z)vec(Z)") is a
diagonal matrix with diagonal entries Var(Zij) < 1; the last
inequality is due to || A||r < min{m, p}||All2 < m.

By Hanson-Wright inequality, we have

P (| AZBal3-m > 1

4015
t2
<2 — i
<2exp | - cmin (n(BmTBT) 2 (ATAR
: )}
[(BzzTBT) @ (ATA)
Since [lz]l2 = 1 and || Al | B] < 1.
I(Bzz"B") @ (AT A)|[f
=||Bzz" B[ AT Al = (+" BT Bx)*|AT A}
min{m,p}
<@TeP|ATAlz= ) oi(4) <m,
i=1
I(Bzz"BT) @ (AT A)|| < ||Bzz " BT||[| AT A]
<lzz "|lAT Al < 1.
Thus, for fixed z satisfying ||z||2 = 1, we have
2
P (|AZBz|3 > m+1t) < 2exp {—cmin (—,t)] . (55)
m

By [93][Lemma 5.2], there exists Nl/g, a 1/2-net of {z €
R"™ : |[lz]]z = 1}, such that [Nj/5| < 5" The union
bound, [93][Lemma 5.2] and (55) together imply that

P(|AZB|| = 2vm +t)
<P < max ||AZBzxl|2 > vm )

Nijo

12
<2-5"exp {—cmin <—,t>} .
m

For | AZ B||p, note that AZB = (BT ®A)vec(Z), Similarly
to (54), we have

E|(BT @ Avee(Z)|3
=E [vec(Z2)"(B" ® A)"(B" ® A)vec(Z)]
=E {tr [vec(Z2) (B @ A)T(B" ® A)vec(Z)]}
=tr {E[(B" ® A)T(B" ® A)vec(Z)vec(Z)"]}
=tr [(B" ® A)" (BT @ A)E (vec(Z)vec(Z)")]
<u[(B"®A)"(B" ® A)]
=B ® Al = IB|&l| Al
<mn.
By Hanson-Wright inequality, we have

P (|AZB|R—mn >
t2
(BBT) ®
t
(BBT) ®

Since ||A]|, || B]| < 1, we have

< o
72exp[ cmm( (ATA)H%’

)

I(BBT) @ (AT A)[ls = /AT AR BB |12

min{m,p} min{g,n}

=\ D ol4) > ol(B)< Vmn,
i=1 i=1

[(BBT)® (ATA)|| < 1.
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Therefore,
t2
P (HAZBH% > mn—l—t) < 2exp [—cmin (—,t)] )
mn

(2) For fixed z € R™ and A € RPx7s-1)x(P1Pk) satisfying
||lz|l2 =1 and ||A|| < 1, by (47) with B = I,,,, we have

P (14Z]) 2 2/prre1 +1)

t2
<2-5™exp [—cmin ( ,t)} .
PkTE—1

By [48][Lemma 7], for 1 < ¢ < k — 1, there exist e-nets:
U(l) ’U(Ni) c Riri—1)xri (here 1o = 1), N; < ((2 +

i PR i

g)/e)Piri=1)x7i " gquch that
YU € RPimi-0X"i satisfying ||U|| < 1,
d1 <5 < N; st ||Ui(j) — UH <e.

(56)

Therefore,

IP( - max
i1

geesll—1

ir—1)T )T
(ka ®Ulgzj11) )"'(Ip2"'l)k ®U1( v )ZH
> 24/PKTk—1 +t)

1 +2
<2((2 + e)/s)zjle PiTi—1Ti 5 oxp {—c min < ,t)] .
PkTk—1
(57)

Let
Us,..., U,
€ arg max

U, er(Pimi—1)XTi
IU;1<1,  1<i<k—1

M

= max
U1.€R(Pi7‘i—1)><7‘i1
1U;11<1,  1<i<k—1
Then for any 1 <4 < k — 1, there exists 1 < j; < Nj, such
that HU;M —U?|| <e. Then
M

= H(ka ® Ul:;rl) T (Ip2"';0k ® UI*T)ZH

||(ka & Ul;ll) T (Ipz'“pk & UIT)ZH ’

||(ka & Ul;r—l) T (Ipz“'pk & UlT)ZH .

T T
< H(ka ® U}&H v )"'(Ipz---pk ® U1(] ) )ZH

4] (1 @ Wi = U25)) U 0 0F57T)
(s @ U )2
..
[T © U2 -+ Ty @ U7
Ty © (UF =UP)T) 2
= H(ka ® Ulijffl)—r) e (Immm ® Ufjl)T)ZH + E(k - M.
(58)

Combine (57) and the previous inequality together, we have

P> 2/PrTE—1 + 1
1—(k—1)e
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. t2
S2((2—|—€)/5)E§=11 PiTi—1Ti 5 oxp [—cmin ( ,t)] )
PrTk—1

(59)

1

20k—1)
C\/Zf:_f DPiTi—17; + prTr—1 + m, we have proved (49).

(3) For fixed A € Rrkx(pl'“pk),B c R(Pr+1Pa) X (Pr417r+1)
satisfying || Al < 1,||BJ| < 1, by (47), we have

P (|| AZB]| > 2v/r + 1)

2
<2 . HPrHITE+1 exp {—cmin (—,tﬂ .

By  setting ¢ = and ¢ =

Tk
Let

M

= max

- (s, Va)EA ||Ul;r(ka & Ul;rfl) e (Ipz'“pk & UIT)Z

: (Vd ® ka+1---pd71) T (Vk+2 ® ka+1)

)

By similar arguments as (59), one has

(= )

SQ((Q + 5)/5)21§i§d,1‘,¢k+1 PiTi—1T5s EPk+1Tk+1

t2
- exp [—cmin <—,t)]
Tk

for any 0 < € < 2. By setting ¢ = ﬁ and t =

C Z?zl piTi—17i, we have proved the third part of Lemma 5.

(4) For fixed Uy,...,Uq_q satisfying ||U;|| < 1, let A =
U(;r—l(Ipda ® U(I—Q) T (Ip2"'pd71 ® UIT) S er—1><(p1...pd71),
then ||A|| < 1. By (48) with B = I,,,, we have

2
IP(HAZH%zpdrd_l—l—t) < 2exp [—cmin( ,t)} .
PdTd—1
Let

M= (max ) HU(;F—l(IPd—l & U{I—Q) e
U erPiTio1) X7y

o<1

(Ipz'“;ﬂd—l ® UIT)Z”F

The similar proof of (59) leads us to

25 rd—1Pd +1
(a2
d—1 t2
<2((24¢)/e) T PER1TE oxpy {—cmin ( ,t)] :
PdTd—1
(60)
for 0 < e < ﬁ. By setting ¢ = 5@-1) and t =

C ZZ=1 PrTE—17k, We have arrived at (52).
(5) For fixed A IS Rrex(pipe) B c
RIer-poxenrie) Al < LB| < 1 by (49)

we have

P (|AZB|j§ > prs1rhsars +1)

t2
<2exp [—cmin <7,t>} .
Pr+1Tk+1Tk
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Let
M

= lj'—r I lj'—r e I UT Z
(Ulf.lfxlf}f)eAH b o @ Uia) o oo ©Ur)

: (Vd ® ka+1~~~pd71) e (Vk+2 ® ka+1)||p7
Similarly to (59), for any 0 < € < ﬁ, we have
P> VPk+1Tk+1Tk + 1
1—(d—1)e
§2((2 + 5)/€)E1gigd,i¢k+1 PiTi—1Ti

12
- exp {—cmin <7,t)] .
Pk+1Tk+1Tk

By setting ¢ = 57— and ¢ = C’E?:lpm_lm, we have
proved (53). O
Lemma 6: Suppose X,Z € RP1*P2 rank(X) = r. Let

~

Y =X +Z, U =SVDX(Y), V = SVDF(Y). Then we have
max{ U] X[, [XVi[} <2[|Z],
max{||U] X ||, [|XVi||r} <2min{||Z]|r, V7] Z][}-

Proof of Lemma 6: See [48, Lemma 6] and
[96, Theorem 1]. O

(61)
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