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Abstract

A first of its kind reduced-order predictive heat transfer model is developed
to account for the effects of unstable stratification, flow acceleration, and
variable thermophysical properties for supercritical carbon dioxide. These
phenomena govern thermal transport in the proximity of the pseudo-critical
point when the applied heating is limited to the bottom wall of the flow chan-
nel. The reduced order model assumes two-dimensional thermal transport
and involves the iterative solution of the turbulent Prandtl number. The
predictions of this model were compared against experimental data. Out of
a total of 16 test data sets, each comprising over 200 individual data points,
the model was able to predict 14 data sets with a mean average percent error
(MAPE) of less than 20%. Additionally, a heat transfer design correlation is

proposed which can predict the experimental data with a MAPE of less than
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22%. The modeling approaches outlined in this work provide an alternative
to using CEFD to model coupled and counteracting phenomena that governs
thermal transport for supercritical fluids in asymmetrically bottom heated

ducts.
Keywords: Supercritical, Carbon Dioxide, Heat Transfer, Single Wall

Heating, Turbulent Flow, Microchannel, Reduced Order Model

1. Introduction and Prior Work

Over the past decades, several heat transfer models have been proposed
to predict thermal transport in the proximity of the pseudo-critical point
for supercritical fluids [1, 2, 3]. These models were primarily developed to
predict heat transfer of supercritical fluids in vertically oriented, macroscale,
and uniformly heated geometries—representative of the operating conditions
experienced in the nuclear power generation industry [4, 5]. Fluid could
either be flowing against or along the direction of the gravity vector. Several
authors reported sharp peaks in the wall temperature for supercritical fluid
flows in an upward direction, whereas such peaks were absent for fluid flowing
in a downward direction. A summary of these results can be found in [1].

The proposed models in [1, 2, 3] attributed these observations to the influ-
ence of transverse and axial density gradients in altering the shear stress dis-
tribution in the flow field. This change in stress distribution was then related
to the heat transfer via the Reynolds analogy. Additionally, these models also
account for the variation in the thermophysical properties across the bound-

T

ary layer by using various property ratio terms, e.g. (/’% . While these

models have been successful in predicting heat transfer for uniformly heated
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vertical geometries, it is unclear if these models apply to applications where
the applied heating is non-uniform and non-circular microchannel based ge-
ometries are used. These applications can include microchannel based heat
exchangers in solar thermal applications [6, 7], thermal management of high
heat fluxes [8, 9] or in cooling of gas turbine blades.

In our recent work [10], we designed and fabricated a test section in which
the flow channels were subjected to extreme asymmetry in applied heating.
Figure 1 shows the schematic of the test section, with dimensions shown in
Table 1. Inconel 718 formed the bottom wall of the flow channels while the
remainder of the flow channel walls were of a thermally and electrically insu-
lating material, Torlon. The heat flux boundary was applied by Joule heating
the Inconel-718 and the resulting surface temperatures were measured using

an infrared camera.

Table 1: Dimensions of the microchannel test section from [10]

Nomenclature Description Numerical value
Thew Thickness of the Inconel sheet 254 pm
Len Length of the flow channel 50 mm
Hg, Height of the flow channel 600 pm
W Width of the flow channel 2 mm
Nan Number of flow channels 3
Thsw Thickness of the channel side wall 1.5 mm
Thog Thickness of the outer edge 1.5 mm
Linconel Total length of the Inconel sheet 64 mm
Winconel Total width of the Inconel sheet 13 mm

Using this setup, experiments were conducted for a range of inlet mass
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flux (430 < G < 800 kg m™2 s1), applied heat flux (5.7 < ¢' < 14.12 W
cm™); inlet temperature (31 < Tj, < 32.9 °C) and at a reduced pressure
of 1.04. We found that the existing heat transfer models did not predict
our experimental data well (Average MAPE > 100%). For these conditions,
unstable stratification, flow acceleration, and variable thermophysical prop-
erties governed thermal transport. Two factors can be used to explain the

inability of existing design correlations to predict the heat transfer for single

wall heating boundary conditions.

O-ring seal between SS - 316 plate

SS - 316 and Torlon

Flow channels
machined in Torlon

Gasket

Copper electrode

Inconel 718
bottom wall

Torlon Plastic

IR Camera access port

Figure 1: Exploded view of the test section showing sub-components [10].

Existing models, developed for uniformly heated ducts, account for un-
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stable and stable stratification existing simultaneously in the flow channels.
This is not the case when the applied heat flux is limited to a single wall of
the flow channel. Additionally, regardless of the presence of buoyancy or flow
acceleration effects, asymmetric heating can also compromise the predictive
capability of existing models developed for uniform heating. Heat transfer
coefficients associated with a fluid in a channel with a single wall heated can
be lower than the case where all walls are uniformly heated. This has been
reported for sub-critical single-phase turbulent fluid flows [11].

With no existing models for asymmetric heating in horizontal operat-
ing conditions, thermal engineers must rely on computational fluid dynamics
(CFD) simulations to help with sizing the heat exchangers. These simula-
tions can be computationally expensive, and more importantly, the results
of such simulations have not been validated against local experimental heat
transfer data. Recently, Nabil and Rattner [9] used CFD to predict heat
transfer for supercritical fluids in asymmetrically heated ducts. Due to the
lack of availability of local heat transfer data, they instead used average ex-
perimental data from our previous study [12] for validation purposes. It is
not clear if these models can accurately predict local heat transfer. Accurate
prediction of local heat transfer is crucial to avoid local hot-spots forma-
tion which can be detrimental for device performance, such as in electronics
cooling applications.

To address these shortcomings, this study (1) provides empirical evidence
of buoyancy effects in non-uniformly heated microchannels, which established
the need to model unstable stratification effects in bottom heated microchan-

nels, (2) introduces a reduced order modeling framework that can predict the
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local heat transfer of sCO, in the proximity of the pseudo-critical point when
the applied heating is limited to the bottom wall of the flow channel, and
(3) presents an easy to implement design correlation that can be used to
size microchannel devices using sCO,.. The model and design correlation are
validated using the bottom heated experimental data obtained from the test
section developed in our previous work [10]. The tabulated data used for
comparison are publicly available in compiled form in [13].

The model and correlation developed in this study are for single-wall, bot-
tom heating configuration. This is an extreme case for asymmetric heating
and their predictions will provide a conservative estimate for varying degree

of asymmetry in applied heating.

2. Evidence for Presence of Buoyancy Effects in Microchannels

In our earlier work [10], transition criteria suggested that buoyancy ef-
fects were expected to be important for certain conditions in horizontal mi-
crochannels, but empirical evidence for the presence of stratification was not
presented. Since the modeling methodology presented in the later sections
will account for these effects, using the same test section, we conducted ad-
ditional experiments to obtain this empirical evidence. The details of these
experiments can be found in Randle and Fronk [14], however a brief summary
is provided here.

In these experiments, the test section was operated in a top heated con-
figuration and a bottom heated configuration for the same nominal inlet and
heat flux boundary conditions. The resulting surface temperatures of the

channel wall were measured and the local heat transfer coefficients were cal-



91

92

93

94

95

96

97

98

99

100

101

102

103

104

culated. These results are shown in Figure 2. In this comparison, the increase
in the heat transfer coefficients in the final 10 mm length of the channel was
ignored. This is because the more effective cooling in the exit header region
influences the surface temperature in the final portion of the flow channel.
Details of the channel design, validation of the experimental approach, and
detailed uncertainty analysis are reported in [10].

Generally, the local heat transfer coefficients for the top heated configura-
tion are lower compared to the bottom heated configuration. In the majority
of the developed length segment (> 19 mm), this deviation is not within
experimental uncertainty. On average, the heat transfer coefficients for the
top heated configuration are 16% and 13.9% lower than the bottom heated
configuration for an applied heat flux of 7.2 W ecm™ and 11.1 W c¢cm™, respec-
tively. This difference in the heat transfer coefficients for these two operating
orientations confirms the presence of stratification and therefore its effects

should be accounted for in a mechanistic heat transfer model.
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Figure 2: Comparison of local heat transfer coefficients for two different test section ori-

1

entations. (a) Nominal Mass flux is 520 kg m2 s! and nominal heat flux is 7.2 W cm™2.

(b) Nominal Mass flux is 520 kg m™ s and nominal heat flux is 11.1 W cm™2.
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3. Modeling Methodology

The flow channel geometry with heating limited to a single wall is modeled
as flow between two parallel plates. This assumes that the thermal transport
in the channel is a two-dimensional phenomena. Figure 3 shows the modeling
domain.

Adiabatic channel top wall

7

A
\

surface, top

FT1

A

Lateral

+ 1

1
Spalding ' _
| conduction

velocity profile Enthalpy
\ transport
I >

' Temperature —_—
! profile —>

Inlet !

surface

Heat flux applied at the bottom wall

Figure 3: Schematic of the modeled channel flow geometry. This analysis assumes two-

dimensional heat transfer between parallel plates.

For this domain, the energy equation for the boundary layer can be greatly
simplified by ignoring the effects of axial conduction in the fluid stream and
viscous dissipation. Additionally, by assuming steady and fully developed
flow conditions, the resulting equation is represented by Eq. (1) — a balance
between the enthalpy carried by the fluid stream and the lateral conduction

into the fluid stream. Here, the effective conductivity (k.s) is accounting for



17 both molecular and turbulent transport mechanisms, as shown in Eq. (2).

oT 52T
— =k p— 1
vpc [opm,
ke = kmo .\ 2
I l+PTturb( V) (2)
118 The influence of bulk flow acceleration on turbulent thermal conductivity

o can be accounted for by using the Van-Driest expression for eddy diffusivity,
10 shown in Eq. (3). In this expression for eddy diffusivity, A" is the effec-
1 tive viscous sub-layer thickness and is expressed by Eq. (5), and adapted
122 from [15]. The effects of the axial pressure gradient on the viscous sub-layer
123 thickness are accounted for by P*, which is negative for favorable pressure

124 gradients.
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127 Unstable stratification in the channel will tend to enhance the eddy dif-

1

N

s fusivity of heat compared to that of momentum [16]. This enhancement can
129 be accounted for by using the appropriate value of the turbulent Prandtl
10 number, defined in Eq. (7). The methodology to calculate the turbulent

11 Prandtl number is presented in Section 3.2

Om
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Numerical solution of the simplified energy equation requires two bound-
ary conditions across the y-coordinate (channel height) and an initial con-
dition in the x-coordinate. The boundary condition at the channel bottom
wall is that of the uniform heat flux, while an adiabatic boundary condition
is assumed at the channel top wall. The inlet bulk fluid temperature is used
as an initial condition in the x-coordinate. With the two-dimensional fluid
temperature and the channel bottom wall temperature known, the local heat
transfer coefficient and Nusselt number can be evaluated. The fluid domain
can be discretized by using a resistance network based approach as shown in
Figure 3.

To model the enthalpy transport through these fluid nodes, the velocity
distribution in the channel needs to be defined. In this model, it is assumed
that buoyancy and flow acceleration are not affecting the velocity profile,
which is consistent with the assumption of hydrodynamically fully developed
flow conditions. The limitation of this assumption is discussed in Section
4.1. To obtain the velocity distribution across the flow channel, the turbulent
velocity profile proposed by Spalding [17] was used. This expression, shown
in Eq. (8), represents the non-dimensional velocity distribution from the wall
to the center of the flow channel. By assuming a symmetric velocity profile,
the same distribution can be assumed to exist in the upper half of the flow

channel.

+)2 +)3 +)4
yt = ut 4 0.11408 | e — 1 — oyt — <’W2 ? (fﬂé P (ﬁ;4) -

Using this non-dimensional velocity profile, dimensional velocity through
each node was calculated by determining the appropriate friction velocity—

calculated in an iterative fashion. This was done by requiring the calculated

10
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mean velocity, Eq. (9) and the specified mean velocity (based on mass flux),

Eq. (10) to be equal to each other. This methodology was adopted from [18].

e = 1= | S (ulEal]) + S (el el (©)
Gchan
Umean = i (1())

A total of 50 nodes were used to span a distance of 461.54 um (equiva-
lent height between the plates D), = 2 x H,, [19], where Dy, is that of the
microchannel). With a total of 50 nodes across the flow channel, the spacing
between adjacent nodes in the near wall region, was smaller compared to the
thickness of the sub-layer—allowing to obtain a high resolution temperature
distribution in that region. Additionally, these nodes were distributed in a
logarithmic fashion, with more nodes concentrated in the near wall region
where the steepest gradients are to be expected. With the specified uniform
heat flux, the wall temperature can be obtained from Eq. (11).

Top — TF[1]>

y[1] (1)

q}luz = keff[l] <

The differential equation, used to obtain the axial temperature evolution of

the first fluid node is given by Eq. (12)

di“;[l] _ {keff[l] (Tw%ﬂﬂm)

| [ Fers 0 A Reps (21 Te[1] = Te[2] 1
2 y[2 =[] Pl Lev[Hu[lep[1]

The differential equations for the interior fluid nodes for the bottom half of

(12)

the channel, located between the first and channel center line node are as

11
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aTli] [ [ (egsli = 1)+ ugsli) ( Tili = 1] = T
dx 2 yli] — yli — 1]

B keff[i]+keff[i+1] TF[Z] —TF[Z—i—l] 1
2 yli + 1] — yld] pli] Ley[i]ult]cp|d]

The differential equation for the fluid node located at the channel center line

(13)

is as follows:

dTr[N] :{

dx 2 y[N] = y[N —1]

[ (e [N]+ Keppn[N — 1]\ [ Tp[N] = Tpyn[N — 1] 1
2 y[N] —y[N — 1] pIN]Ley[N]u[N]cy[N]

(14)

(keffw — 1]+ /wﬂN]) (TF[N —1] - TF[N]>]

The differential equations for the interior nodes in the channel top half, with

the direction of heat transfer from bottom to top half, are as follows:

dTF,th _ kefﬁth[i + 1] + keff,th [Z] TF,th [Z + 1] — TF,th [Z]
dx 2 yli + 1] — yli]

[ (keppanli] + Keppanlt — 11\ [ Trenli] — Tran[t — 1] 1
2 y[Z] - y[Z - 1] ptha[i]ch,tha [i]utha [Z.]Cpﬂfha [Z]
(15)

Finally, the differential equation for the fluid node adjacent to the top wall
of the channel is as follows:

dTp (1] _ kerran[2] + kerran[1] \ [ Tranl2] — Tren(1] "
dx 2 y[2] —y[1]

) (16)

Utha [1]ch,tha [Hptha [1]cp,tha [1]ch,tha [1]
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The adiabatic boundary condition at the channel top wall implies that the
temperature of the fluid node adjacent to the top wall is equal to the channel

top wall temperature, i.e.:

TF,th[l] - Tw,t (17)

These differential equations can then be integrated to obtain the local
heat transfer coefficients. In this study, the calculation procedure was carried
out using the Engineering Equation Solver (EES) [20] platform with the
channel inlet temperature as the initial condition. During this integration
process, the temperature dependent thermophysical properties for the current
integration step are taken from those calculated at the previous step. This
allows the iterative solver to converge when there is a drastic change in the
thermophysical properties of sCO, in the proximity of the pseudo-critical
point. After obtaining the thermal profile across the channel, the bulk fluid
temperature can be calculated as shown in Eq. (20). Using the bulk fluid
temperature, the local heat transfer coefficient and the Nusselt number is

obtained according to Eq (21) and (22), respectively.

e=Len / ATw[i
Trli] = Tonin + / (%M) da (18)
=0
w=ben ( dTwli
Trmli] = Ten,in + / (%M) dz (19)
x=0
N N—1
1 . . . . . .
Ty, = tmeanHea [;(U[Z]TF (1] Leo[d]) + Zz:l:(utha [i]Tren1i] Lev tha [2])] (20)
qflux
Ty — Thuk (21)
ux‘D
Nuyyp = Iftus b (22)

kvuik(Two — Touik)
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3.1. Fvaluation of the Prediction Scheme

To gain confidence in the accuracy of the technique implemented in the
previous section, the predicted heat transfer results are compared against a
canonical case with a similar geometry and heat flux boundary conditions.
Here, we consider an asymmetrically heated annulus formed between two
concentric tubes, shown in Figure 4. In this configuration, the bottom wall
of the flow channel, i.e., the inner tube wall, can be heated while the external
tube wall can be kept adiabatic— mimicking the boundary conditions of
interest in the current study. Additionally, in the limiting case of the radius
of the internal tube approaching that of the external tube, the flow in the
annulus can be treated as flow between parallel plates [15].

Heat transfer data for this particular configuration were published by
Kays and Leung [21]. They developed a computational scheme to predict the
turbulent heat transfer for a range of annular flow geometries. One of these
cases reported data as :":ﬁ — 1 with heating limited to a single wall. These
computational investigations were validated by using experimental data for

air (Prandtl number = 0.7).

14
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Figure 4: As Leuter — 1 the annuluar flow geometry approaches that of parallel flat plates.

Tinner

Using the model developed in our study, the local Nusselt numbers for
sCOy were calculated for operating conditions away from the pseudo-critical
point. For these conditions, no significant density gradients would be present
in the flow channel, therefore the effects of both buoyancy and flow accelera-
tion on eddy diffusivity are ignored. A turbulent Prandtl number of 0.9 was
chosen, the same as that used by Kays and Leung [21] in their calculations.
All other calculation details were similar to those described in the section 3.
The inputs used for this evaluation of the model are summarized in Table 2.
Using these inputs, the model is solved, providing a two-dimensional tem-
perature distribution across the channel. A few of these temperature profiles

are shown in Figure 5.

15



Table 2: Inputs to the predictive model to calculate the local Nusselt number for conditions

away from the pseudo-critical point.

Nomenclature Description Numerical value
Pintet Absolute pressure of sCO» 8900 kPa
Rejntet Reynolds number at inlet 3x 104

Tpe Pseudo-critical temperature 39.48°C
Tintet Channel inlet temperature 45°C

Dy Hydraulic diameter for parallel plates 2x Heq

RR Relative Roughness 0
Ap fric Channel frictional pressure drop 1352 Pa
Priet Inlet Prandtl number 1.62
Prius Turbulent Prandtl number 0.9

16
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Figure 5: Temperature profiles obtained from the resistance network model developed for

flow between parallel plates with asymmetric heating.

The Nusselt number data provided by Kays and Leung [21] are a function
of Prandtl number. This data set was fitted with a third order polynomial and
then used to obtain the Nusselt number variations along the channel length as
a function of Prandtl evaluated at the wall temperature. Figure 6 shows the
the results of the comparison of calculated local Nusselt numbers and those
reported by Kays and Leung [21]. In the developing region, the maximum
error between the model and the results of Kays and Leung is 57.1%. This
difference decreases, on average, to is 3.3% in the fully developed region. The
maximum deviation observed in the fully developed region is 3.81%. The
average difference between these is 3.3% in the thermally fully developed
region, giving credibility to the approach used to setup the predictive model.

17
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Figure 6: Comparison of local Nusselt numbers. In the thermally developed region (>

0.029 m), the average difference between the two trends is 3.3%.

3.2. Determining the Turbulent Prandtl Number

Turbulent Prandtl number can be a function of several flow parameters
— velocity and temperature gradients, turbulent shear stress, turbulent heat
flux, and stratification. Additionally, turbulent Prandtl number is not con-
stant within the flow field, with the highest values observed close to the wall
and can be as high as 2 for air (Pr = 0.7) [15]. Several authors have reported
using variable values of turbulent Prandtl numbers to model the heat transfer
of supercritical carbon dioxide in the proximity of the pseudo-critical point
22, 23, 24]. With many different factors influencing the turbulent Prandtl
number, it is not possible to know the exact value before starting the calcu-

lation procedure. Therefore, the value of turbulent Prandtl number, used in

18
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the bottom half of the channel, was determined in an iterative fashion.

The values of the turbulent Prandtl number were changed in the model
until the numerically predicted bulk temperature profile matched those pre-
dicted by a first law balance on the flow channel (within 0.1°C). This process
is illustrated in the flow chart shown in Figure 7 and can be summarized in

the following steps:

1. The inputs of heat flux, mass flux, absolute pressure, inlet bulk tem-
perature, pseudo-critical temperature, and an estimate of the turbulent

Prandt]l number are entered in the model.

2. The model solves equations (1) through (22) to obtain the wall tem-

perature and the bulk fluid temperature.

3. The bulk fluid temperature is compared to that obtained by the first

law balance on the channel.

4. If the numerically predicted bulk temperature is within 0.1 °C of that
obtained by the first law, the calculation procedure proceeds. If this is
not the case, steps 1 through 4 are repeated with an updated value of

the turbulent Prandtl number.

5. The calculation then proceeds to determine the heat transfer coeffi-

cients and the Nusselt number

Since the top half of the channel is not expected to be significantly affected by
unstable stratification, a constant value was used there. Turbulent Prandtl
number varies across the boundary layer and can be as high as 2 in the near

wall region [15]. Therefore, a value of 1.9 was chosen to account for the

19



on limiting resistance of the near wall region in the top portion of the channel.
a2 Tang et al. [22] also reported, for supercritical carbon dioxide, increasing

o3 values of turbulent Prandtl number in the near wall region.

Enter Inputs

in Model q"’ G= I:)abs, Tin, TPC , Pr turb

Check Bulk
Temperature
Eqg. (20)

Increase
Pr turb

Numerically caclulated bulk
temperature within 0.1°C of

that predicted by 1%t law? Low

Decision NO; Decisio High [ Decrease
Point Point Pr wm

Bulk temp. higher
or lower than that
predicted by 15'Law

Proceed to
Eq. (21)-(22)
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Figure 7: Flow chart illustrating the iterative scheme used to determine the correct tur-
bulent Prandtl number used in the bottom half of the channel.
on 4. Comparison with Experimental Data

215 The predictions of the reduced order model are compared against data

26 reported in [10]. In this comparison, the nominal channel mass flux ranges
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from 700 to 430 kg m™? s! whereas the heat flux ranges from 5.7 to 11.1 W
cm 2. Unstable stratification and flow acceleration effects are expected to be
present for channel mass fluxes below 500 kg m™ s and heat flux values
higher than 7 W cm™, as predicted by the transition criteria of Petukhov
[25] and Jackson [1].

Figure 8 shows the comparison for a nominal channel mass flux of 700
kg m™? s!. The associated values of the turbulent Prandtl number and the
MAPE values are shown in Table 3. The comparison was started at an axial
position of 2.4 mm. This was done to avoid comparison with the extremely
high values of the heat transfer coefficients predicted by the model in the very
first time steps of the solution. These very high heat transfer coefficients are
not physical but rather an artifact of the numerical scheme used to solve the

coupled set of ordinary differential equations.
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Figure 8: Comparison of the predictions of the reduced order model against the exper-

imental data with a nominal channel mass flux of 700 kg m™2 s

1 and a nominal inlet

temperature of 32.8°C. The comparison is started at an axial position of 2.4 mm instead

of 0 mm
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Table 3: MAPE values and turbulent Prandtl number details for nominal mass flux of 700

kg m2 st
G ehan q" Average MAPE Pri
(kg m?2s1) (W cm?) % (=)

710.6 7.22 13.9 1.9 1F (% < 0.999> ELSE 1.8

697.5 8.7 16.19 1.45 (% > 0‘999)
PC

704.4 10.55 17.7 115 (% > 0.999)
PC

713.7 11.09 18.12 1.1 <TTB—M > 0.999>
PC

200 The comparison of the model with the experimental data with a nominal

21 channel mass flux of 460 kg m™? s! is shown in Figure 9 and the details of the

20 MAPFE and turbulent Prandtl number are summarized in Table 4. Again,

203 as the heat flux is increased or the ratio, Tj?;é’“ approaches unity, the values
20 Of the turbulent Prandtl number drop. Additionally, the MAPE, for all the

205 cases in this data set, is below 20 %.
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Figure 9: Comparison of the predictions of the reduced order model against the exper-

imental data with a nominal channel mass flux of 460 kg m™2 s

1 and a nominal inlet

temperature of 32.8°C. The comparison is started at an axial position of 2.4 mm instead

of 0 mm.
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Table 4: MAPE values and turbulent Prandtl number details for nominal mass flux of 460

kg m2 st
Gehan q’ Average MAPE Pri
(kg m?st) (W cm) % )

473.5 5.7 133 14 (T;ufk > 0.999)
PC

464.3 7.2 17.6 1.05 (% > 0,999)
PC

460.6 8.7 18.9 0.8 <TTB— > 0.999>
pPC

479.9 11.1 11.59 18 IF (TTBT < 0.999) ELSE 0.57

The predictive capability of the model is compared against the experimen-

tal results with a nominal channel mass flux of 430 kg m™ s!. The results

are shown in Figure 10 and the MAPFE and turbulent Prandtl number values

are summarized in Table 5. The MAPFE for all the cases in this data set was

below 25%. Additionally, the turbulent Prandtl number values dropped as

the heat flux was increased and the ratio, % approached unity.
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Figure 10: Comparison of the predictions of the reduced order model against the exper-

imental data with a nominal channel mass flux of 430 kg m™ s and a nominal inlet

temperature of 32.8°C. The comparison is started at an axial position of 2.4 mm instead
of 0 mm.
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Table 5: MAPE values and turbulent Prandtl number details for nominal mass flux of 430

kg m2 st
G chan q’ Average MAPE Pri
(kg m?st) (W cm) % )
438.3 5.7 12.4 1.9 1F (% < 0.999> ELSE 1.4
425.9 7.2 15.49 L9IF <% < 0.999) ELSE 0.89
426.7 8.7 16.11 0.7 <TTB—M > 0.999)
PC
444.4 10.6 24.7 L9 1F (% < 0.999) ELSE 0.52
302 The results of the comparison against the final experimental data set are

33 shown in Figure 11. The MAPE and the values of the turbulent Prandtl
s0 number for each individual case in this data set are summarized in Table 6.
ss  Apart from one case, the remaining cases in this data set had MAPFE values
36 under 20%. Similar to the cases in the previous subsection, as the heat flux
307 18 increased or the ratio, % approaches unity, the values of the turbulent

ss Prandtl number drop.
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Figure 11: Comparison of the predictions of the reduced order model against the experi-

mental data with a nominal mass flux of 460 kg m™2 s!.

Table 6: MAPE values and turbulent Prandtl number details for test cases with a nominal

mass flux of 460 kg m™2 s!.
G chan q" Average MAPE Prius
(kg m? st (W em?) % )
466.5 5.7 34.18 2.4 (TTU— < 0.999)
pPC

459.9 7.2 18.9 L3 IF (%;g < 0.999) ELSE 0.9
462.2 8.7 4.1 0.85 IF (TTBH < 0.999> ELSE 0.75
468.4 10.6 9.1 0.6 IF (’{};gék < 0.999) ELSE 0.5
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Figure 12: Comparison of the all the experimental data against the predictions of the
model. The data has been split into two categories, the first 10 mm of the channel and
the final 40 mm. In general, the model is able to predict the data with greater accuracy

in the final 40 mm length of the channel

Generally, as the applied heat flux increased and the mass flux reduced,
there was a reduction in the values of the turbulent Prandtl number. Also
for each case, as the bulk fluid temperature approached the pseudo-critical
temperature, the value of the turbulent Prandtl number dropped. Values
specific to each case are tabulated along with the comparison results. A
decreasing turbulent Prandtl number is an indication that the eddy diffusivity

of heat is larger than the eddy diffusivity of momentum. Eddy diffusivity
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of heat is expected to increase as unstable stratification increases [16] and
the molecular Prandtl number becomes larger which explains the observed
reduction in the turbulent Prandtl number. Bazargan and Mohseni [24]
report similar trends in the variations of the turbulent Prandtl number when
buoyancy effects become significant. Additionally, the model developed in
this section is able to predict the data with greater accuracy in the final 40

mm length of the channel. This can be seen in Figure 12.

4.1. Limitations of the Model

Although the current model provides an alternative to using CFD to
model the supercritical heat transfer, there are some limitations inherent in
the approach used. First, this methodology cannot be extended for constant
temperature boundary conditions. For a constant temperature boundary
condition, the turbulent Prandtl number cannot be calculated in an iterative
fashion. Second, it was assumed that buoyancy and flow acceleration are
not influencing the shape of the velocity profile. This is not accurate, par-
ticularly at high heat flux and low mass flux conditions. Mixed convective
effects are known to distort the shape of the velocity profiles [25]. Finally,
the current modeling approach can prove impractical when used to size a
heat sink. Solving for the turbulent Prandtl number in an iterative fashion,
as the operating conditions change, is computationally expensive and time
consuming. On the other hand, a heat transfer correlation, as introduced
below, is straightforward to implement and allows a thermal engineer to size

a heat exchanger with ease.
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5. Correlation Development
The correlation proposed here accounts for the following factors:
1. Developing length
2. Uniform single wall heating.
3. Variable thermophysical properties.
4. Flow acceleration.

5. Unstable stratification.

The correlation uses the Dittus and Boelter correlation [26] as a start-
ing point, which captures the effect of Reynolds and Prandtl numbers on
single-phase turbulent transport. However, due to varying thermophysical
properties across the flow field, using bulk fluid temperature to evaluate
the thermophysical properties is not appropriate. Reynolds number is to be
evaluated as a function of the film temperature whereas the fluid thermal
conductivity used in the Nusselt number should be evaluated as a function
of wall temperature. The Prandtl number will be evaluated as a function of
both the bulk fluid temperature and the wall temperature with the lowest of
these values used in the correlation. Evaluating the thermal conductivity as a
function of wall temperature and choosing the minimum value of the Prandtl
number captures the effects of the near-wall diffusive region on the turbulent
thermal transport. Minimum value of the Prandtl number has been used in
the correlations proposed by Miropolskiy and Shitsman [27] and Ornastsky
et al. [28].
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A reduction in heat transfer coefficients has been reported for single-phase
sub-critical turbulent flows in asymmetrically heated rectangular ducts [11].
A maximum reduction of 11% was reported in B.K. Rao’s [11] study and
therefore a constant of 0.89 is applied to the correlation developed in the
current work. Additionally a factor, adopted from Nellis and Klein [18], is
used to account for the effect of developing region on the predicted Nusselt

number. This factor is defined in Eq. (23)

Fiep = [1 + ( %:)_0.7} (23)

Flow acceleration is a consequence of an axial drop in the bulk fluid

density under heating conditions. Since density depends upon temperature, if
the axial temperature distribution is known, the magnitude of the thermally
induced bulk flow acceleration can be determined. McEligot and Jackson
[29] proposed a thermal loading parameter that accounts for the effect of
flow acceleration on heat transfer. It is derived in the following fashion.
The bulk fluid temperature distribution inside a heated duct can be ob-
tained by applying the first law balance on a control volume of length dzx.

This is shown in Eq. (24).

Gchanhz‘ + qz;all = Gchanhfx—l—dx (24>
dh,
Gchanhx + qz;all = Gchanhx + Gchan d_dx (25)
i
dh,
qqlll)all = Gchan% (26)

Assuming that the fluid behaves as an ideal gas allows us to approximate
dh = ¢,dT, resulting in Eq. (27) which describes the change in fluid temper-

ature for given value of channel mass flux and applied heat flux. Since, the
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axial density drop depends upon the bulk fluid temperature, this equation is
also indicative of the expected flow acceleration for a given value of applied
heat flux and channel mass flux. Dividing Eq. (27) by Ty on both sides,
non-dimensionalizes the equation and results in a non-dimensional parame-
ter, g*.

qgjall —dT (27)
Gchancp

q,/ Il
+ wa
gt = ———wall 28
G chancpj bulk ( )

With the assumption that the fluid is behaving as an ideal gas, we can
substitute Eq. (29) into Eq. (28), resulting in Eq. (30) which is called the

thermal loading parameter [29].

1

= 29
P Tyuik (29)
1"
+ Qall
= Do 30
1 Gchancp ( )

Since in the current work, the heat flux is only limited to a single wall of
the flow channel, the thermal loading parameter can be modified as shown in
Eq. (31) [29]. The ratio of the heated to wetted perimeter accounts for the
fact that the wall heat flux is not uniform across the channel periphery. The
absolute magnitude of ¢* is indicative of the thermal acceleration expected

to be present in the flow field.

g = Biwau < Pery, ) (31)
Gchancp Perwet

Effects of unstable stratification on heat transfer will be accounted for by

using the Richardson number as one of the non-dimensional numbers in the
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correlation. The Richardson number is defined in Eq.(32)

Gr
Ri = d 32
' Re?‘ilm ( )
QBQN llD%

Gr, = 2 -wal"" h 33
Ta Vkaulk ( )

> 1 ulk — Fwa
F= Poulk — Pwall (34)

— pritm Twanr — Thur
Since flow acceleration and unstable stratification have the opposite influence
on turbulent thermal transport, a single factor describing this relationship is
defined in Eq.(35).

R
FAcc,Bo - (]_+ (35>

Based on the above discussion the correlation will take the form shown in
Eq. (36) where x is an undetermined exponent, correlated from experimental
data. A total of 15 experimental data sets with a unique combination of
channel mass flux and heat flux, each consisting of 242 data points, were used
to determine the value of the empirical exponent, x. The total error between
the experimentally determined Nusselt number, defined in Eq. (37), and the
one predicted by Eq. (36) was minimized using the method of quadratic
approximations. The average value of x across all these data sets is 0.036

and therefore, the final form of the correlation is given in Eq. (38).

Nty = Fiep X 0.89 X 0.023Re?‘5mp7‘9ﬁnchc’Bo (36)
exr D

Nuezp = Cesp h (37>
k:wall

Nty = Fuey x 0.89 x 0.023Rely,, Pros;

min

Flize.bo (38)
Experimental data is available which was not used to determine the value

of the exponent, x. This data can be used to assess the predictive capability
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of the proposed correlation. Four data sets, each with over 200 data points,
were used for this comparison. The results of this comparison, and the MAPE
values for each data set, are shown in Figure 13. For all four data sets, the

correlation predicted the experimental data with a MAPE of under 22%.
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Figure 13: Comparison of the proposed correlation against local experimental data.

6. Conclusions

A reduced order model was developed to account for variable thermo-
physical property variations, flow acceleration, and unstable stratification.

Variable thermophysical property variations across the boundary layer were
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accounted for by discretizing the resistance network model across and along
the flow channel. Effects of flow channel acceleration were considered by using
the Van-Driest expression for eddy diffusivity. Finally, the effects of unstable
stratification manifested in the decreasing values of turbulent Prandtl num-
ber as the applied heat flux increased and channel mass flux decreased. The
turbulent Prandtl number in the top half of the channel was kept constant
at 1.9 while the one associated with the bottom half was allowed to vary.

The reduced order model was able to predict 14 out of 16 cases with a
MAPE of less than 20%. Generally, as the applied heat flux was increased
and the channel mass flux reduced, the values of turbulent Prandtl number
used in the model dropped. The lowest value used was 0.5. This is inline
with the observations regarding the behavior of turbulent Prandtl number
for unstable stratification conditions, as reported by Ueda et al. [16]. Ad-
ditionally, within the flow channel, as the bulk temperature approached the
pseudo-critical point and the molecular Prandtl number increased, the value
of turbulent Prandtl number dropped.

This reduced order model can also be extended to predict the behavior of
supercritical fluids, other than carbon dioxide, for similar operating condi-
tions. However, a major limitation of the current modeling approach is that
the iterative scheme used to calculate the turbulent Prandtl number will not
work for constant temperature boundary condition. Additionally, if mixed
convective effects were to become significant, the use of Spalding velocity
profile might not be justified.

This study concludes with proposing a heat transfer design correlation

that can be used to size heat sinks for use in electronics cooling applications.
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This correlation accounts for the asymmetry in applied heating, unstable
stratification, flow acceleration, and the effects of the developing region on
supercritical heat transfer. The correlation predicted the experimental data

with a MAPE of under 22%.
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