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We study the effect of population mobility on the transmission dynamics of infectious diseases
by considering a susceptible-exposed-infectious-recovered (SEIR) epidemic model with graph
Laplacian diffusion, that is, on a weighted network. First, we establish the existence and unique-
ness of solutions to the SEIR model defined on a weighed graph. Then by constructing Liapunov
functions, we show that the disease-free equilibrium is globally asymptotically stable if the basic
reproduction number is less than unity and the endemic equilibrium is globally asymptotically
stable if the basic reproduction number is greater than unity. Finally, we apply our generalized
weighed graph to Watts–Strogatz network and carry out numerical simulations, which demonstrate
that degrees of nodes determine peak numbers of the infectious population as well as the time to reach
these peaks. It also indicates that the network has an impact on the transient dynamical behaviour of
the epidemic transmission.
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1 Introduction

Epidemic theory for homogeneous populations has shown that the basic reproductive number
(which maybe considered as the fitness of a pathogen in a given population) must be greater
than unity for the pathogen to invade a susceptible population. In modelling specific infectious
diseases, such as COVID-19, populations tend to be inhomogeneous and there are nonlocal inter-
actions as the disease spreads spatially via travelling. Therefore, it is very important to investigate
the effects of host heterogeneity on the spatial spread of infectious diseases. Population mobility
is indeed a key factor for the spatial spread of infectious diseases. Reaction-diffusion equations,
using Laplacian operators to describe the random population diffusion, have been extensively
used to characterize the spatial transmission dynamics of various infectious diseases, we refer
to Murray [16] for fundamental theory on epidemic models described by reaction-diffusion
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2 C. Tian et al.

equations and to Fitzgibbon and Langlais [6], Ruan [19], and Ruan and Wu [20] for surveys
on various diffusive models of infectious diseases involving spatial domains. See also Allen
et al. [1], Lei et al. [10], Li et al. [11], Lin and Zhu [13], Magal et al. [14], Song et al. [22], Yang
et al. [26] and the references cited therein for recent theoretical studies on diffusive epidemic
models.
Note that when Laplacian operators are used to describe population mobility it is assumed that

the direction of population diffusion is isotropic; i.e., the probability of moving to any direction is
equal. However, in real life it is not the case. For example, COVID-19 has been spread geograph-
ically from cities to cities and from countries to countries via air travelling (WHO [24]), in which
passengers travel following certain flight routes. These routine patterns form complex networks
connecting different cities. In the past two decades, epidemic transmission in heterogeneous net-
works has been widely investigated. We refer to a comprehensive review by Pastor-Satorras et al.
[18] and the references therein. Most studies on networked epidemic dynamics have been carried
out on non-weighted graphs, i.e., the number of individuals travelled between each pair of cities
is assumed to be constant. While in reality, the number of individuals traveling between each
pair of cities is always different. To investigate the effect of heterogeneous human mobility, in
this paper, we consider epidemic dynamic models on weighted graphs.
From the mathematical viewpoint a network is a graph G = (V , E) consisted of a set of vertices

V = {1, 2, · · · , n} and a set of edges E = {(x, y), x, y ∈ V : (x, y) connects vertices x and y}. If a
vertex y is adjacent to a vertex x, we write y∼ x. A graph is weighted if each pair of adjacent
vertices x and y is assigned a weight ω(x, y), where ω : V × V → [0,∞) is a function satisfying
that ω(x, y)= ω(y, x) and ω(x, y)> 0 if and only if x∼ y. By regarding the graph as a spatial
domain, we extend some concepts from continuous spaces to finite weighted graphs. Define the
degree of x as follows:

Dω(x) :=
∑

y∼x,y∈V
ω(x, y), (1.1)

and the graph Laplacian operator by

�ωf (x) :=
∑

y∼x,y∈V
(f (y)− f (x))ω(x, y), (1.2)

where f : V →R. For differential equations with graph Laplacian operators, various methods
and techniques have been developed to study the existence and qualitative properties of solutions
(Bauer et al. [2], Chung et al. [3, 4], Du et al. [5], Grigoryan et al. [7, 8], Li and Shuai [12], Tian
and Ruan [23], Zhang et al. [27]).
In this paper we consider a susceptible-exposed-infectious-recovered (SEIR) epidemic model

defined on a finite weighted graph:

∂S

∂t
− d1�ωS = � − βSI − μSS, (x, t) ∈ V × (0,∞),

∂E

∂t
− d2�ωE = βSI − αEE − μEE, (x, t) ∈ V × (0,∞),

∂I

∂t
− d3�ωI = αEE − μI I − γI I , (x, t) ∈ V × (0,∞),

∂R

∂t
− d4�ωR= γI I − μRR, (x, t) ∈ V × (0,∞),

S(x, 0)= S0(x), E(x, 0)= E0(x), I(x, 0)= I0(x), R(x, 0)= R0(x), x ∈ V , (1.3)
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Asymptotic and transient dynamics of SEIR models on networks 3

where S(x, t), E(x, t), I(x, t) and R(x, t) represent the population densities of susceptible, exposed,
infectious and recovered individuals at vertex x ∈ V and time t, respectively. �ω is the graph
Laplacian operator defined in (1.2) and di(i= 1, 2, 3, 4) are the diffusion rates of the four sub-
populations, respectively, among vertices.� denotes the recruitment rate of the susceptible class,
and β is the transmission rate between susceptible and infectious populations. μS , μE, μI and μR

are the natural death rates of the corresponding populations S, E, I and R, respectively. αE is
the progression ratio from exposed class to infectious class. γI is the recover/removal rate of
infectious individuals. A well-mixed SEIR epidemic model possesses a globally asymptotically
stable disease-free equilibrium if the basic reproduction number is less than one and a globally
asymptotically stable endemic equilibrium (EE) if the basic reproduction number is greater than
one (see, for example, Martcheva [15]). Our main goal here is to study the effect of the graph
Laplacian operator on the global dynamics of system (1.3).

The rest of the article is organized as follows. In Section 2, we prove the global existence
and uniqueness of solutions to system (1.3). In Section 3, we investigate the globally asymp-
totical stability of disease-free and endemic equilibria of the system. In Section 4, we carry out
numerical simulations to confirm our analytical findings and illustrate the small-time dynamical
behaviour. Discussion and conclusions are given in Section 5.

2 Existence and uniqueness

We use the method of coupled upper and lower solutions to establish the existence of solutions
to system (1.3). The method of coupled upper and lower solutions was introduced by Pao [17] to
deal with reaction-diffusion systems.We extend the method to treat the graph Laplacian diffusion
system (1.3). By using the right-hand side of (1.3) as fixed functions (i.e. the coupled upper
and lower solutions), we build two monotone function sequences and show that the sequence
converges to the solution of the reaction-diffusion system associated with (1.3) is monotone. The
regularity of the spatial variable is guaranteed by the dominated convergence theorem.
For the sake of simplicity, throughout this paper we denote

f(u)= (f1(u1, u2, u3, u4), f2(u1, u2, u3, u4), f3(u1, u2, u3, u4), f4(u1, u2, u3, u4)), (2.1)

here

f1(u1, u2, u3, u4)= � − βu1u3 − μSu1,

f2(u1, u2, u3, u4)= βu1u3 − αEu2 − μEu2,

f3(u1, u2, u3, u4)= αEu2 − μIu3 − γIu3,

f4(u1, u2, u3, u4)= γIu3 − μRu4. (2.2)

Definition 2.1. Suppose that ũi(x, ·), u˜i(x, ·) ∈C[0, T](i= 1, · · · , 4) are differentiable in (0, T] for
each x ∈ V . A pair of functions ũ= (ũ1, ũ2, ũ3, ũ4) , u˜ = (u˜1, u˜2, u˜3, u˜4) are called coupled upper

and lower solutions of system (1.3) if ũ≥ u˜ ≥ 0 and satisfy

∂ ũ1
∂t

− d1�ωũ1 ≥ f1(ũ1, u˜3), (x, t) ∈ V × (0, T],

∂ ũ2
∂t

− d2�ωũ2 ≥ f2(ũ1, ũ2, ũ3), (x, t) ∈ V × (0, T],
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4 C. Tian et al.

∂ ũ3
∂t

− d3�ωũ3 ≥ f3(ũ2, ũ3), (x, t) ∈ V × (0, T],

∂ ũ4
∂t

− d4�ωũ4 ≥ f4(ũ3, ũ4), (x, t) ∈ V × (0, T],

∂u˜1

∂t
− d1�ωu˜1 ≤ f1(u˜1, ũ3), (x, t) ∈ V × (0, T],

∂u˜2

∂t
− d2�ωu˜2 ≤ f2(u˜1, u˜2, u˜3), (x, t) ∈ V × (0, T],

∂u˜3

∂t
− d3�ωu˜3 ≤ f3(u˜2, u˜3), (x, t) ∈ V × (0, T],

∂u˜4

∂t
− d4�ωu˜ ≤ f4(u˜3, u˜4), (x, t) ∈ V × (0, T],

ũi(x, 0)≥ ui0(x), u˜i(x, 0)≤ ui0(x) for i= 1, · · · , 4, x ∈ V . (2.3)

Here we define an order on R
4 by ũ≥ u˜ if for any index i the inequality ũi ≥ u˜i is satisfied.

For a given pair of coupled upper and lower solutions ũ and u˜, set
	i ≡ {ui(x, ·) ∈C[0, T] : u˜i ≤ u≤ ũi}, 	 ≡ {u : u˜ ≤ u≤ ũ}. (2.4)

There exist constants Ki(i= 1, · · · , 4) such that

Kiui + ∂fi
∂ui

(u)≥ 0 for u ∈ 	. (2.5)

In fact, as for system (1.3) it suffices to choose some Ki satisfying

K1 = μS + β||ũ3||∞,K2 = αE + μE,K3 = μI + γI ,K4 = μR. (2.6)

For each i= 1, · · · , 4, define

Fi(u1, u2, u3, u4)=Kiui + fi(u1, u2, u3, u4). (2.7)

Consider the system

∂ui
∂t

− di�ωui +Kiui = Fi(u1, u2, u3, u4), i= 1, · · · , 4, (x, t) ∈ V × (0, T],

ui(x, 0)= ui0(x), i= 1, · · · , 4, x ∈ V . (2.8)

Then system (2.8) is equivalent to system (1.3) in a finite time interval. To build the iterative
sequence, we need to give the local existence theorem and maximum principles of the graph
Laplacian equations. The proofs of the following five lemmas are given in Appendix.
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Asymptotic and transient dynamics of SEIR models on networks 5

Lemma 2.2 (Local Existence). Suppose that d(> 0) is a constant and K(x) and f(x) are bounded
functions in V. Then there exists some small T > 0 such that the system

∂u

∂t
− d�ωu+K(x)u= f (x), (x, t) ∈ V × (0, T],

u(x, 0)= u0(x), x ∈ V (2.9)

admits a unique local solution for t ∈ (0, T].

Lemma 2.3 (Maximum Principle). Suppose that d(> 0) is a constant and K(x, t) is a bounded
function in V × (0, T]. If u(x, t) is continuously differentiable with respect to t on V × [0, T] and
satisfies

∂u

∂t
− d�ωu+Ku≥ 0, (x, t) ∈ V × (0, T],

u(x, 0)≥ 0, x ∈ V , (2.10)

then u(x, t)≥ 0 on V × [0, T].

Lemma 2.4 (Strong Maximum Principle). Suppose that d(> 0) is a constant and K(x, t) is a
bounded function on V × (0, T]. Assume that u(x, t) is continuously differentiable with respect
to t on V × [0, T] and satisfies (2.10). If u(x∗, 0)> 0 for some x∗ ∈ V, then u(x, t)> 0 on
V × (0, T].

Lemma 2.5. Suppose that di(> 0) are constants and Kij(x, t)(i, j= 1, · · · ,m) are bounded
functions on V × [0, T], Kij(x, t)≤ 0 for i �= j. If ui(x, t) for i= 1, · · · ,m are continuously
differentiable with respect to t on V × [0, T] and further satisfy

∂ui
∂t

− di�ωui +Kiiui +
m∑

j=1,j �=i

Kijuj > 0 for i= 1, · · · ,m, (x, t) ∈ V × (0, T],

ui(x, 0)> 0 for i= 1, · · · ,m, x ∈ V , (2.11)

then for i= 1, · · · ,m, ui(x, t)> 0 on V × (0, T].

Lemma 2.6. Suppose that di(> 0) are constants and Kij(x, t)(i, j= 1, · · · ,m) are bounded
functions on V × [0, T], Kij(x, t)≤ 0 for i �= j. If ui(x, t) for i= 1, · · · ,m are continuously
differentiable with respect to t on V × [0, T] and further satisfy

∂ui
∂t

− di�ωui +Kiiui +
m∑

j=1,j �=i

Kijuj ≥ 0 for i= 1, · · · ,m, (x, t) ∈ V × (0, T],

ui(x, 0)≥ 0 for i= 1, · · · ,m, x ∈ V , (2.12)

then for i= 1, · · · ,m, ui(x, t)≥ 0 in V × [0, T]. Moreover, if ui(x, 0) �≡ 0, then ui(x, t)> 0 on
V × [0, T].
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6 C. Tian et al.

By using u(0) = u˜ and u(0) = ũ as the initial iterations, we can construct sequences
{
u(m)

}∞
m=1

and
{
u(m)

}∞
m=1

from the iteration process of scalar equations:

∂u(m)1

∂t
− d1�ωu

(m)
1 +K1u

(m)
1 = F1

(
u(m−1)
1 , u(m−1)

3

)
, (x, t) ∈ V × (0, T],

∂u(m)2

∂t
− d2�ωu

(m)
2 +K2u

(m)
2 = F2

(
u(m−1)
1 , u(m−1)

2 , u(m−1)
3

)
, (x, t) ∈ V × (0, T],

∂u(m)3

∂t
− d3�ωu

(m)
3 +K3u

(m)
3 = F3

(
u(m−1)
2 , u(m−1)

3

)
, (x, t) ∈ V × (0, T],

∂u(m)4

∂t
− d4�ωu

(m)
4 +K4u

(m)
4 = F4

(
u(m−1)
3 , u(m−1)

4

)
, (x, t) ∈ V × (0, T],

∂u(m)1

∂t
− d1�ωu

(m)
1 +K1u

(m)
1 = F1

(
u(m−1)
1 , u(m−1)

3

)
, (x, t) ∈ V × (0, T],

∂u(m)2

∂t
− d2�ωu

(m)
2 +K2u

(m)
2 = F2

(
u(m−1)
1 , u(m−1)

2 , u(m−1)
3

)
, (x, t) ∈ V × (0, T],

∂u(m)3

∂t
− d3�ωu

(m)
3 +K3u

(m)
3 = F3

(
u(m−1)
2 , u(m−1)

3

)
, (x, t) ∈ V × (0, T],

∂u(m)4

∂t
− d4�ωu

(m)
4 +K4u

(m)
4 = F4

(
u(m−1)
3 , u(m−1)

4

)
, (x, t) ∈ V × (0, T],

u(m)i (x, 0)= u(m)i (x, 0)= ui0(x), for i= 1, · · · , 4, x ∈ V . (2.13)

Since system (2.13) is a scalar graph Laplacian system on network, it follows from the local
existence (Lemma 2.2) that the sequences

{
u(m)

}∞
m=1

and
{
u(m)

}∞
m=1

exist and are unique for a
small T . In the following, we aim to show the monotonicity property of the sequences.

Lemma 2.7. The sequences
{
u(m)

}∞
m=1

and
{
u(m)

}∞
m=1

governed by (2.13) possess the monotonic-
ity property

u˜ ≤ u(m) ≤ u(m+1) ≤ u(m+1) ≤ u(m) ≤ ũ for m= 1, 2, · · · (2.14)

for (x, t) ∈ V × [0, T]. Moreover, for each m= 1, 2, · · · , u(m) and u(m) are coupled upper and
lower solutions of (1.3).

Proof Notice that (2.13) is a monotone dynamical system (Smith [21]). Our method is to use the
maximum principle for graph Laplacian.
Let w(1)

i = u(1)i − u(0)i , i= 1, · · · , 4. Then by (2.3) and (2.13), for (x, t) ∈ V × (0, T], w(1)
1

satisfies

∂w(1)
1

∂t
− d1�ωw

(1)
1 +K1w

(1)
1 = F1

(
u(0)1 , u(0)3

)
−

(
∂u(0)1

∂t
− d1�ωu

(0)
1 +K1u

(0)
1

)

=K1u˜1 + f1(u˜1, ũ3)−
(

∂u˜1

∂t
− d1�ωu˜1 +K1u˜1

)
. (2.15)
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Asymptotic and transient dynamics of SEIR models on networks 7

Meanwhile w(1)
1 (x, 0)= 0 for x ∈ V . By the maximum principle (Lemma 2.3), w(1)

1 (x, t)≥ 0
for (x, t) ∈ V × [0, T]. Therefore, u(0)1 (x, t)≤ u(1)1 (x, t) for (x, t) ∈ V × [0, T]. A similar argument
yields u(0)i (x, t)≤ u(1)i (x, t) for (x, t) ∈ V × [0, T] and i= 2, 3, 4. Thus, we have

u(0)(x, t)≤ u(1)(x, t) for (x, t) ∈ V × [0, T]. (2.16)

On the other hand, we have

u(0)(x, t)≥ u(1)(x, t) for (x, t) ∈ V × [0, T]. (2.17)

Moreover, letting z(1)i = u(1)i − u(1)i , it follows from (2.13) that for (x, t) ∈ V × (0, T],

∂z(1)1

∂t
− d1�ωz

(1)
1 +K1z

(1)
1 = F1

(
u(0)1 , u(0)3

)
− F1

(
u(0)1 , u(0)3

)
≥ F1

(
u(0)1 , u(0)3

)
− F1

(
u(0)1 , u(0)3

)
=K1z

(1)
1 + ∂f1

∂u1

(
ξ (0), u(0)3

)
z(1)1 ≥ 0, (2.18)

where ξ (0)(x, t) is some intermediate value between u(0)1 and u(0)1 . It follows again from the
maximum principle (Lemma 2.3) that u(1)1 ≥ u(1)1 , and thus,

u(1)(x, t)≥ u(1)(x, t) for (x, t) ∈ V × [0, T]. (2.19)

The above conclusions (2.16), (2.17) and (2.19) show that

u(0) ≤ u(1) ≤ u(1) ≤ u(0). (2.20)

In the following, we show that u(1) and u(1) are coupled upper and lower solutions of (1.3). It
suffices to show that u(1) and u(1) satisfy (2.3). By (2.13) and (2.20), for (x, t) ∈ V × (0, T], we
have

∂u(1)1

∂t
− d1�ωu

(1)
1 +K1u

(1)
1 = F1

(
u(0)1 , u(0)3

)
≥ F1

(
u(0)1 , u(1)3

)
= F1

(
u(1)1 , u(1)3

)
+

(
F1

(
u(0)1 , u(1)3

)
− F1

(
u(1)1 , u(1)3

))
= F1

(
u(1)1 , u(1)3

)
+K1

(
u(0)1 − u(1)1

)
+ ∂f1

∂u1

(
ξ (1), u(1)3

) (
u(0)1 − u(1)1

)
≥ F1

(
u(1)1 , u(1)3

)
, (2.21)

where ξ (1)(x, t) is some intermediate value between u(1)1 and u(0)1 . By applying the above argument
to u(1)1 and the other components, it follows that u(1) and u(1) satisfy (2.3).
Next, we use an induction method. By choosing u(1) and u(1) as a couple of coupled upper and

lower solutions ũ and u˜ and following a similar argument as above, we have

u(1) ≤ u(2) ≤ u(2) ≤ u(1). (2.22)

So u(2) and u(2) are also a pair of coupled upper and lower solutions of (1.3). The conclusion of
the lemma follows from the induction principle. �
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8 C. Tian et al.

In view of Lemma 2.7, the pointwise limits

lim
m→∞ u(m) = u, lim

m→∞ u(m) = u (2.23)

exist for (x, t) ∈ V × (0, T]. In the following theorem, we show the local existence of solutions to
system (2.8).

Theorem 2.8. Let ũ and u˜ be a pair of coupled upper and lower solutions of system (1.3)

that are bounded on V × (0, T]. Let (u1, u2, u3, u4) and (u1, u2, u3, u4) be given by (2.23). Then
u= u (≡ u∗) and u∗ is a unique solution of system (2.8) for t ∈ (0, T].

Proof By fixing any x ∈ V , we can regard (2.13) as the differential equation with respect to t.
Hence, for (x, t) ∈ V × (0, T] we have

u(m)1 (x, t)= u10(x)+
∫ t

0

(
d1�ωu

(m)
1 −K1u

(m)
1 + F1

(
u(m−1)
1 , u(m−1)

3

))
ds,

u(m)1 (x, t)= u10(x)+
∫ t

0

(
d1�ωu

(m)
1 −K1u

(m)
1 + F1

(
u(m−1)
1 , u(m−1)

3

))
ds. (2.24)

Since u˜i ≤ u(m)i ≤ ũi for (x, t) ∈ V × [0, T], the dominated convergence theorem implies that for

t ∈ [0, T] the limits u1(x, t) and u1(x, t) satisfy the relations

u1(x, t)= u10(x)+
∫ t

0

(
d1�ωu1 −K1u1 + F1

(
u1, u3

))
ds,

u1(x, t)= u10(x)+
∫ t

0

(
d1�ωu1 −K1u1 + F1

(
u1, u3

))
ds. (2.25)

In view of (2.25), we have

u1 − u1 =
∫ t

0

(
d1�ω

(
u1 − u1

) −K1
(
u1 − u1

) + F1
(
u1, u3

) − F1
(
u1, u3

))
ds

= t
∣∣∣∣d1�ω

(
u1 − u1

) −K1
(
u1 − u1

) + F1
(
u1, u3

) − F1
(
u1, u3

)∣∣∣∣∞ . (2.26)

Next, we show the boundedness of (2.26). By the definition of (1.2), we have

�ω

(
u1 − u1

) ≤ 2nmax
x∈V Dω(x)||u1 − u1||∞, (2.27)

where n is the number of vertices of the graph. Moreover,

∣∣F1
(
u1, u3

) − F1
(
u1, u3

)∣∣ =
(
K1 +

∣∣∣∣∣∣∣∣ ∂f1
∂u1

∣∣∣∣∣∣∣∣∞
)

||u1 − u1||∞ +
∣∣∣∣∣∣∣∣ ∂f1

∂u3

∣∣∣∣∣∣∣∣∞ ||u3 − u3||∞. (2.28)

By plugging (2.27) and (2.28) into (2.26), we have

||u1 − u1||∞ ≤ tC1
(||u1 − u1||∞ + ||u3 − u3||∞

)
, (2.29)

where C1 only depends on K1, d1, n, maxx∈V Dω(x),
∣∣∣∣∣∣ ∂f1

∂u1

∣∣∣∣∣∣∞ and
∣∣∣∣∣∣ ∂f1

∂u3

∣∣∣∣∣∣∞.
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Asymptotic and transient dynamics of SEIR models on networks 9

Likewise, using a similar argument, we can obtain that

∣∣∣∣ui − ui
∣∣∣∣∞ ≤ tCi

4∑
j=1

∣∣∣∣∣∣uj − uj

∣∣∣∣∣∣∞ , (2.30)

where Ci only depends on Ki, di, n, maxx∈V Dω(x) and
∣∣∣∣∣∣ ∂fi

∂ui

∣∣∣∣∣∣∞. It follows from (2.30) that

4∑
i=1

∣∣∣∣ui − ui
∣∣∣∣∞ ≤ t(C1 +C2 +C3 +C4)

4∑
i=1

∣∣∣∣ui − ui
∣∣∣∣∞ . (2.31)

Thus, there exists a constant T0 :=min{(C1 +C2 +C3 +C4)/2, T} such that
∑4

i=1 ||ui−
ui||∞ = 0; that is, for i= 1, · · · , 4, ui ≡ ui holds for t ∈ (0, T0]. Owing to the fact that the
above Ci does not depend on the initial value, T0 can be extended to time T . This completes
the proof. �

We extend the local solution obtained in Theorem 2.8 to the maximal time. To do so, we need
the following a priori estimate and some comparison principle.

Lemma 2.9. Suppose that for each x ∈ V, w(x, ·) ∈C([0,∞)) is differentiable on (0,∞). Assume
that

d > 0, α > 0, β > 0 (2.32)

are constants. If w satisfies

∂w

∂t
− d�ωw≥ (≤) α − βw, (x, t) ∈ V × (0,+∞),

w(x, 0)=w0(x)≥ 0 and w0(x) �≡ 0, x ∈ V (2.33)

or

∂w

∂t
− d�ωw≥ (≤)w(α − βw), (x, t) ∈ V × (0,+∞),

w(x, 0)=w0(x)≥ 0 and w0(x) �≡ 0, x ∈ V , (2.34)

then

lim inf
t→∞ w(x, t)≥ α

β

(
lim sup
t→∞

w(x, t)≤ α

β

)
on x ∈ V . (2.35)

Moreover, for any given ε > 0, there exists a tε > 0 such that

w(x, t)>
α

β
− ε

(
w(x, t)<

α

β
+ ε

)
for (x, t) ∈ V × [tε,+∞). (2.36)

Proof We only show the case of (2.33) and the case of (2.34) can be proved in a similar routine.
We first show that solutions of the following scalar equation converge to α

β
on x ∈ V :

∂z

∂t
− d�ωz= α − βz, (x, t) ∈ V × (0,∞),

z(x, 0)=w0(x) �≡ 0, x ∈ V . (2.37)
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10 C. Tian et al.

Since w0(x) �≡ 0 for x ∈ V , the strong maximum principle (Lemma 2.4) implies that z(x, t)> 0
for (x, t) ∈ V × (0,∞). For any small t1 > 0, we set δ =minx∈V z(x, t1), then δ > 0. Consider
z(x, t) which satisfies the following equation:

dz

dt
= α − βz, x ∈ V , t ∈ (t1,+∞),

z(x, t1)= δ, x ∈ V . (2.38)

Since V is finite, we have

lim
t→∞ z(x, t)= α

β
on x ∈ V . (2.39)

Moreover, owing to (1.2), we have �ωz(x, t)= ∑
y∼x ωxy(z(y, t)− z(x, t))≡ 0. Hence, z is a lower

solution of system (2.37) with t ∈ [t1,∞). The maximum principle implies that z(x, t)≥ z(x, t) for
(x, t) ∈ V × [t1,∞). Combining with (2.39), we obtain

lim inf
t→∞ z(x, t)≥ α

β
on x ∈ V . (2.40)

On the other hand, after a similar argument, we have

lim sup
t→∞

z(x, t)≤ α

β
on x ∈ V . (2.41)

Combining (2.40) and (2.41), we deduce that

lim
t→∞ z(x, t)= α

β
on x ∈ V . (2.42)

Since w satisfies (2.33), the maximum principle (Lemma 2.4) implies w(x, t)≥ z(x, t) for (x, t) ∈
V × [0,∞). It follows from (2.42) that (2.35) holds, which immediately induces (2.36). �

In the above proof, when α ≤ 0 the limit in (2.42) is 0. Thus, we obtain the following lemma.

Lemma 2.10. Suppose that for each x ∈ V, w(x, ·) ∈C([0,∞)) is differentiable on (0,∞).
Assume that

d > 0, α ≤ 0, β > 0 (2.43)

are constants. If w satisfies

∂w

∂t
− d�ωw≤ α − βw, (x, t) ∈ V × (0,∞),

w(x, 0)=w0(x)≥ 0, x ∈ V , (2.44)

then

lim
t→∞ w(x, t)= 0 on x ∈ V . (2.45)

Lemma 2.11. Let (u1, u2, u3, u4) be a solution to system (2.8) defined for t ∈ (0, T] for some
T ∈ (0,∞). Define the basic reproduction number

R0 := βαE�

μS(αE + μE)(γI + μI )
. (2.46)
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Asymptotic and transient dynamics of SEIR models on networks 11

Then the following statements hold:

(i) If R0 < 1 and maxx∈V S0(x)≤ �
μS
, then for i= 1, · · · , 4, there exist a constant M1 indepen-

dent of T such that

0≤ ui(x, t)≤M1 for (x, t) ∈ V × [0, T], (2.47)

where M1 =max4i=1 Ci, and Ci is defined in (2.49);

(ii) If d1 = d2 = d3 = d4 ≡ d, then for i= 1, · · · , 4, there exist a constant M2 independent of T
such that

0≤ ui(x, t)≤M2 for (x, t) ∈ V × [0, T], (2.48)

where

M2 =max

{
4∑

i=1

max
x∈V ui0(x),

�

min{μS ,μE,μI ,μR}

}
.

Proof (i) We only need to construct a pair of upper and lower solutions of system (1.3).
Set the lower solution (u˜1, u˜2, u˜3, u˜4)= (0, 0, 0, 0) and the upper solution (ũ1, ũ2, ũ3, ũ4)=
(C1,C2,C3,C4) by choosing

C1 = �

μS
,C2 =max

{
max
x∈V E0(x),

β�maxx∈V I0(x)

μS(αE + μE)

}
,

C3 =max

{
max
x∈V I0(x),

αEC2

μI + γI

}
,C4 =max

{
max
x∈V R0(x),

γIC3

μR

}
. (2.49)

If R0 < 1, it can be easily verified that (ũ1, ũ2, ũ3, ũ4)= (C1,C2,C3,C4) and (u˜1, u˜2, u˜3, u˜4)=
(0, 0, 0, 0) satisfy (2.3), by using Theorem 2.8, which immediately yields that the solution of
system (1.3) exists and satisfies 0≤ ui(x, t)≤Ci. Thus, (2.47) holds.
(ii) By directly using the maximum principle (Lemma 2.6), we obtain the positivity of the

solution. In the following, we estimate the upper bound. Set u= ∑4
i=1 ui. Then, we have

∂u

∂t
− d�ωu≤ � −min {μS ,μE,μI ,μR} u, (x, t) ∈ V × (0, T],

u(x, 0)=
4∑

i=1

ui0(x), x ∈ V . (2.50)

ChoosingM =max
{∑4

i=1 maxx∈V ui0(x),
�

min{μS ,μE ,μI ,μR}
}
, Lemma 2.9 yields that u≤M on V ×

[0, T]. Thanks to the positivity of the solution, we immediately obtain (2.48). �

Owing to the a priori estimate of Lemma 2.11, we give the following global existence theorem.

Theorem 2.12. If R0 ≤ 1 and maxx∈V S0(x)≤ �
μS
, or if d1 = d2 = d3 = d4, then system (1.3)

possesses an unique solution for all t ∈ [0,∞).
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12 C. Tian et al.

3 Global stability of the disease-free and endemic equilibria

The main purpose of this section is to show the global stability of the disease-free equilibrium
and EE of system (1.3). To do so, we give the following lemma.

Lemma 3.1 (Green Formula). For any functions u, v : V →R, we have

2
∑
x∈V

v(x)�ωu(x)= −
∑
x,y∈V

(u(y)− u(x))(v(y)− v(x))ω(x, y). (3.1)

In particular, in case of u= v, we have

2
∑
x∈V

u(x)�ωu(x)= −
∑
x,y∈V

(u(y)− u(x))2 ω(x, y). (3.2)

Furthermore, in case of v = 1, we have
∑

x∈V �ωu(x)= 0.

Proof Notice that ∑
x∈V

v(x)�ωu(x)=
∑
x∈V

v(x)
∑
y∼x

(u(y)− u(x)) ω(x, y)

=
∑
x∈V

∑
y∼x

v(x)(u(y)− u(x)) ω(x, y)

=
∑
x,y∈V

∑
y∼x

v(x)(u(y)− u(x)) ω(x, y) (3.3)

=
∑
x,y∈V

∑
y∼x

v(y) (u(x)− u(y)) ω(x, y). (3.4)

Combining (3.3) and (3.4), we have

2
∑
x∈V

v(x)�ωu(x)= −
∑
x,y∈V

(u(y)− u(x))(v(y)− v(x))ω(x, y). (3.5)

This completes the proof. �

For the disease-free equilibrium (DFE) ( �
μS
, 0, 0, 0), we have the following results.

Theorem 3.2. Suppose that μS ≤min{μE,μI}, R0 < 1, and the initial data of system (1.3) are
all nonnegative and nontrivial. Then the following statements hold:

(i) If d1 = d2 = d3 = d4 ≡ d, then the DFE
(

�
μS
, 0, 0, 0

)
of system (1.3) is globally asymptoti-

cally stable;

(ii) If maxx∈V S0(x)≤ �
μS
, then the DFE

(
�
μS
, 0, 0, 0

)
of system (1.3) is asymptotically stable.

Proof (i) Noticing that the first three equations do not depend on the fourth equation, we first
show the global stability of system (1.3) with the first three equations. By defining the set


 :=
{
(S, E, I) ∈R

3
+|S + E + I ≤ �

μs

}
, (3.6)

we first show that 
 is a positively compact invariant absorbing set.
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Asymptotic and transient dynamics of SEIR models on networks 13

In view of Lemma 2.11 and Theorem 2.12, we can extend the priori estimate from t ∈ (0, T]
to t ∈ (0,∞). Thus, Lemma 2.6 can also be extended from (0, T] to (0,∞) by the continuation
theorem. Since the initial data of system (1.3) are all nontrivial, applying the strong maximum
principle (Lemma 2.6) yields that S, E and I are all positive for (x, t) ∈ V × (0,∞). By setting
u= S + E + I , it follows from μS ≤min{μE,μI} that, for u(x, 0) �≡ 0,

∂u

∂t
− d�ωu≤ � − μSu, (x, t) ∈ V × (0,∞),

u(x, 0)≥ 0, x ∈ V . (3.7)

Using Lemma 2.9, we obtain lim supt→+∞ u(x, t)≤ �
μS

for x ∈ V . Hence, 
 is a positively
compact invariant absorbing set. Then we only need to analyse stability restricted on 
.
In the following, we show the global stability by constructing Liapunov functions. Define a

Liapunov function

L(t)=
∑
x∈V

(
(μI + γI )E + β�

μS
I

)
. (3.8)

Then L(t)≥ 0 for all t ≥ 0, and L(t)= 0 if and only if (E, I)= (0, 0). We can compute that

L′(t)=
∑
x∈V

((μI + γI )(βSI − αEE − μEE)+ d(μI + γI )�ωE)

+
∑
x∈V

(
β�

μS
(αEE − μI I − γI I)+ β�

μS
d�ωI

)
. (3.9)

In view of Lemma 3.1, we have
∑

x∈V �ωE = ∑
x∈V �ωI = 0. Since S ≤ �

μS
on 
 and R0 < 1,

we find

L′(t)=
∑
x∈V

(μI + γI )(αE + μE)(R0 − 1)E +
∑
x∈V

β(μI + γI )

(
S − �

μS

)
I ≤ 0. (3.10)

By applying the Liapunov–LaSalle invariance principle (Hale [9]), we have limt→∞(S, E, I)=(
�
μS
, 0, 0

)
confined on 
.

It remains to show limt→∞ R(x, t)= 0. Since limt→∞ I(x, t)= 0, for any ε > 0 there exists
t1 > 0 such that

I(x, t)< ε for t ≥ t1, x ∈ V . (3.11)

Plugging the above inequality into (1.3), we find that

∂R

∂t
− d�ωR≤ γIε − μRR, (x, t) ∈ V × (t1,∞),

R(x, t)|t=t1 = R(x, t1)≥ 0, x ∈ V . (3.12)

Using Lemma 2.9, we obtain lim supt→∞ R(x, t)≤ γI
μR

ε. Letting ε → 0, we immediately get
R(x, t)→ 0 for x ∈ V .
(ii) Since maxx∈V S0(x)≤ �

μS
, using Lemma 2.9 to S(x, t) yields lim supt→+∞ S(x, t)≤ �

μS
. As

argued in (i), we construct a Liapunov function as follows:

L(t)=
∑
x∈V

(
(μI + γI )E + β�

μS
I

)
. (3.13)
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14 C. Tian et al.

We also obtain that

L′(t)=
∑
x∈V

(μI + γI )(αE + μE)(R0 − 1)E +
∑
x∈V

β(μI + γI )

(
S − �

μS

)
I ≤ 0 (3.14)

because S ≤ �
μS

as t → +∞. �

Remark 3.3. For an epidemic model, the assumption μS ≤min{μE,μI} is natural because the
mortality rate of susceptible individuals is always less than or equal to that of infected and
exposed individuals.

For the global stability of the EE, we have the following results.

Theorem 3.4. Suppose that μS ≤min{μE,μI} and the initial data of system (1.3) are all nonneg-
ative and nontrivial. If R0 > 1 and d1 = d2 = d3 = d4 ≡ d, then the EE (S∗, E∗, I∗, R∗) of system
(1.3) is globally asymptotically stable. Here S∗ = (αE+μE)(μI+γI )

βαE
, I∗ = �−μSS

∗
βS∗ , E∗ = μI+γI

αE
I∗ and

R∗ = γI
μR

I∗.

Proof Using a similar argument as in the above proof, we first consider the global stability of
system (1.3) with the first three equations restricted on the positively compact invariant set 
.
Define a Liapunov function

L(t)=
∑
x∈V

((
S − S∗ − S∗ ln

S

S∗

)
+

(
E − E∗ − E∗ ln

E

E∗

)
+ αE + μE

αE

(
I − I∗ − I∗ ln

I

I∗

))
= L1(t)+ L2(t)+ L3(t), (3.15)

where

L1(t)=
∑
x∈V

(
S − S∗ − S∗ ln

S

S∗

)
,

L2(t)=
∑
x∈V

(
E − E∗ − E∗ ln

E

E∗

)
,

L3(t)= αE + μE

αE

∑
x∈V

(
I − I∗ − I∗ ln

I

I∗

)
. (3.16)

Then L(t)≥ 0 for all t ≥ 0, and L(t)= 0 if and only if (S, E, I)= (S∗, E∗, I∗) because it can be
verified that the EE is the unique positive equilibrium of system (1.3) ifR0 > 1. We can compute
that

L′
1(t)=

∑
x∈V

(
1− S∗

S

)
(d�ωS + (� − μSS − βSI)) . (3.17)
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Asymptotic and transient dynamics of SEIR models on networks 15

In view of Lemma 3.1, we have

∑
x∈V

(
1− S∗

S

)
�ωS = −

∑
x∈V

S∗

S
�ωS = S∗

2

∑
x∈V

(
1

S(y)
− 1

S(x)

)
(S(y)− S(x))ω(x, y)

= −S∗

2

∑
x∈V

(S(y)− S(x))2

S(x)S(y)
ω(x, y)≤ 0. (3.18)

Plugging (3.18) into (3.17), we have

L′
1(t)≤

∑
x∈V

(
� − μSS − βSI − �

S∗

S
+ μSS

∗ + βS∗I
)
. (3.19)

By carrying out similar computations as above, we also obtain that

L′
2(t)≤

∑
x∈V

(
βSI − (αE + μE)E − βSI

E∗

E
+ (αE + μE)E

∗
)
, (3.20)

L′
3(t)≤

∑
x∈V

(
(αE + μE)E − (αE + μE)(μI + γI )

αE
I − (αE + μE)

I∗

I
E + (αE + μE)(μI + γI )

αE
I∗

)
.

Combing (3.19) and (3.20), we find that

L′(t)≤
∑
x∈V

(
� − μSS − βSI − �

S∗

S
+ μSS

∗ + βS∗I
)

+
∑
x∈V

(
βSI − (αE + μE)E − βSI

E∗

E
+ (αE + μE)E

∗
)

+
∑
x∈V

(
(αE + μE)E − (αE + μE)(μI + γI )

αE
I − (αE + μE)

I∗

I
E + (αE + μE)(μI + γI )

αE
I∗

)
=

∑
x∈V

(
� − μSS − �

S∗

S
+ μSS

∗ + βS∗I
)

+
∑
x∈V

(
−βSI

E∗

E
+ (αE + μE)E

∗
)

+
∑
x∈V

(
− (αE + μE)(μI + γI )

αE
I − (αE + μE)

I∗

I
E + (αE + μE)(μI + γI )

αE
I∗

)
. (3.21)

By inserting βS∗ = (αE+μE)(μI+γI )
αE

to the above inequality, we have

L′(t)≤
∑
x∈V

(
� − μSS − �

S∗

S
+ μSS

∗
)

+
∑
x∈V

(
−βSI

E∗

E
+ (αE + μE)E

∗
)

+
∑
x∈V

(
−(αE + μE)

I∗

I
E + βS∗I∗

)
. (3.22)
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Noticing that

−βSI
E∗

E
= −βS∗I∗E

∗

E

S

S∗
I

I∗ ,

(αE + μE)E
∗ = βS∗I∗,

−(μE + αE)
I∗

I
E = −βS∗I∗ I

∗

I

E

E∗ , (3.23)

the above inequality becomes

L′(t)≤
∑
x∈V

(
� − μSS − �

S∗

S
+ μSS

∗
)

+
∑
x∈V

(
−βS∗I∗E

∗

E

S

S∗
I

I∗ + βS∗I∗
)

+
∑
x∈V

(
−βS∗I∗ I

∗

I

E

E∗ + βS∗I∗
)
. (3.24)

Moreover, since � = βS∗I∗ + μSS∗, the first term on the right-hand side in (3.24) becomes

� − μSS − �
S∗

S
+ μSS

∗ = (
βS∗I∗ + μSS

∗) (
1− S∗

S

)
+ μSS

∗
(
1− S

S∗

)
= βS∗I∗ + μSS

∗ − μSS
∗ S

S∗ − βS∗I∗ S
∗

S
− μSS

∗ S
∗

S
+ μSS

∗. (3.25)

Plugging (3.25) into (3.24), we obtain

L′(t)≤
∑
x∈V

(
βS∗I∗ + μSS

∗ − μSS
∗ S

S∗ − βS∗I∗ S
∗

S
− μSS

∗ S
∗

S
+ μSS

∗
)

+
∑
x∈V

(
−βS∗I∗E

∗

E

S

S∗
I

I∗ + βS∗I∗
)

+
∑
x∈V

(
−βS∗I∗ I

∗

I

E

E∗ + βS∗I∗
)

=
∑
x∈V

(
μSS

∗
(
2− S

S∗ − S∗

S

)
+ βS∗I∗

(
3− S∗

S
− E∗

E

S

S∗
I

I∗ − I∗

I

E

E∗

))
≤ 0, (3.26)

where the last inequality followed from the fact that S(x, t), E(x, t) and I(x, t) are all positive
confined on the positively compact invariant set 
, using the mean inequality yields 2− S

S∗ −
S∗
S ≤ 0 and 3− S∗

S − E∗
E

S
S∗

I
I∗ − I∗

I
E
E∗ ≤ 0. In light of (3.26), by applying the Liapunov–LaSalle

invariance principle, we have

lim
t→∞(S, E, I)= (S∗, E∗, I∗) (3.27)

confined on 
.
It remains to show that limt→∞ R(x, t)= R∗. Since limt→∞ I(x, t)= I∗, for any ε > 0 there

exists t1 > 0 such that

I∗ − ε < I(x, t)< I∗ + ε for t ≥ t1, x ∈ V . (3.28)

Plugging the above inequality into (1.3), we find

γI (I
∗ − ε)− μRR≤ ∂R

∂t
− d�ωR≤ γI (I

∗ + ε)− μRR, (x, t) ∈ V × (t1,∞),

R(x, t)|t=t1 = R(x, t1)≥ 0, x ∈ V .
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Using Lemma 2.9, we obtain that

γI

μR
(I∗ − ε)≤ lim inf

t→∞ R(x, t)≤ lim sup
t→∞

R(x, t)≤ γI

μR
(I∗ + ε).

Letting ε → 0, we immediately have R(x, t)→ R∗ for x ∈ V . �

4 Numerical simulations

In this section, we perform some numerical solutions of system (1.3) to demonstrate that popula-
tion mobility has an impact on both asymptotic (long-time) and transient (short-time) dynamics
of infectious diseases on weighted networks. Let G and L, respectively, denote the adjacent
matrix and Laplacian matrix of the graph G. Take the mean number of individuals per unit time
moving from xi to xj as the weight matrix ω(i, j). Here we assume that ω(i, j) is a symmetric
matrix. Set

S(x, t)=U1(i, t), E(x, t)=U2(i, t), I(x, t)=U3(i, t), R(x, t)=U4(i, t). (4.1)

Then system (1.3) can be rewritten as the following ordinary differential equations:

dUk(i, t)

dt
= fk(U1,U2,U3,U4)(i, t)+ dk

n∑
j=1

LijUk(j, t) for i= 1, 2 · · · , n, (4.2)

where k = 1, 2, 3, 4. In our numerical simulations, we assume the initial total population to be
1,000,000, which is apportioned equally to 100 nodes. The initial infectious population size is
assumed to be 12.
Theorem 3.2 indicates that in the case ofR0 < 1, solutions of system (1.3) will converge to the

disease-free equilibrium at any arbitrary node. But besides the long-time behaviour, it is natural
to examine the short-time behaviour for model (1.3) because the total infected population is a
key character for controlling the epidemic. To do so, we take the following parameter values
(time = [t] = one day):

� = 0.01, β = 0.8,μS = 0.001,μE = 0.001, αE = 0.25,μI = 0.009, γI = 0.2,μR = 0.001.
(4.3)

We assume that the graph G is a Watts–Strogatz network, where n= 100 in the vertices. From
a mathematical point of view, Watts–Strogatz network is an undirected graph where some of
the connections between the nodes are determined while others are random. The edges E are
connected with an average degree of 6 and the probability to rewire a link is 1/4. If the average
degree is 6, each node is connected with 3 other nodes adjacent to both its left and right sides. If
the probability to rewire a link is 1/4, the probability for each node to be connected to any other
node in the graph is 1/4. The role of the rewired edge is to introduce some stochastic routine
between two vertices in model (1.3) due to the fact that the individual population is sometimes
unavoidably subject to a random walk.
In the left panel of Figure 1, we illustrate the initial infected population in the network, which

is taken as 12 on one node and 0 for all others. Employing a Runge–Kutta 4 scheme for the
time integration, we depict the number of the infected population on the network for time t = 48
in the right panel of Figure 1. Here node 96 has the largest degree of 8 (the largest size) and
the population number of 0. In the right panel, we find that node 96 has a population number
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18 C. Tian et al.

FIGURE 1. Solutions of I(x,t) at time instants t= 0 and 48 in the Watts–Strogatz network. The node size
corresponds to the node degree. The node color bar represents the population.

�

�

�

�

FIGURE 2. The left figure presents solutions of the ODEs. The right figure is the Watts–Strogatz net-
work simulation with the graph Laplacian operator, where every grid of the vertical coordinate represents
a node.

of 11,260. Hence, we show that the network, for different nodes, exhibits spatially inhomoge-
neous behaviour. Since it does not show the effect of network on the infected population, we
then depict the temporal solution of system (1.3), where we do not consider the network struc-
ture but just arrange the nodes in a vertical column. In the left panel of Figure 2, we simulate
the dynamical behaviour of the well-mixed ordinary differential equations. The solution of the
infected population first increases to a peak and then decreases towards 0. For comparison, we
simulate the dynamical behaviour of system (1.3) where the spatial networked structure is sub-
ject to Watts–Strogatz small world network. We see from the right panel of Figure 2 that the
solution of the infected population for each node exhibits an asymptotic dynamical behaviour
similar to the solution of the ordinary differential system. However, at the same moment t = 48,
we see that the solution of the ordinary differential equation is 150,900 which has not attained its
peak, while node 96 has reached the highest peak 11,260 of the whole network. That is, although
the parameter of system (1.3) for each node is the same, the peak for each node is different and
the time to reach the peak is also different. Moreover, we can find the relation between the peak

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0956792522000109
Downloaded from https://www.cambridge.org/core. University of Miami Libraries, on 27 Apr 2022 at 04:17:08, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0956792522000109
https://www.cambridge.org/core


Asymptotic and transient dynamics of SEIR models on networks 19

and the time to reach the peak; that is, the higher the node’s peak, the less time it takes to reach
the peak. The underline reason is the fact that the node degrees determine the peaks; that is, the
greater the degree becomes, the higher the peak reaches.

5 Discussions

Much of the current studies on epidemic transmission dynamics focus on the temporal devel-
opment and control of infectious diseases using ordinary differential equations, thus uncertainty
still exists concerning how population mobility affects epidemic outbreaks. To study the geo-
graphic spread of infectious diseases, the spatial factor should be considered in the modelling
processes. Laplacian diffusion systems with spatially homogeneous parameters (Murray [16],
Fitzgibbon and Langlais [6], Ruan [19], Ruan and Wu [20]) and spatially heterogeneous param-
eters (Allen et al. [1], Lei et al. [10], Li et al. [11], Song et al. [22]) have been proposed to study
the spatio-temporal dynamics of epidemic models. In these studies, Laplacian operators have
been employed to describe the population dispersal where every individual is assumed to obey
the principle of Gaussian random walk; i.e., the probability of moving into any direction is equal.
Our SEIR model in a weighted network is different since the movement of population in each
vertex depends on the topological structure of the network. We studied the short-time and long-
time dynamical behaviours of the SEIR epidemic model. To the best of our knowledge, there is
no epidemic model in the literature in which the graph Laplacian diffusion is used to describe
the spatio-temporal spread of infectious diseases
Our results indicate that population mobility has an impact on both asymptotic (long-time)

and transient (short-time) dynamics of infectious diseases on weighted networks. When the basic
reproduction number R0 < 1, Theorem 3.2 indicates that system (1.3) admits a globally asymp-
totically stable disease-free equilibrium. When the basic reproduction number R0 > 1, Theorem
3.4 indicates that system (1.3) admits a globally asymptotically stable EE. So we have gener-
alised the threshold dynamics of the classical SEIR model to that on a weighted network. It
seems that the graph Laplacian operator defined on weighed connected graph does not affect the
long-time dynamics of the model. However, our numerical simulations in Figures 1 and 2 demon-
strate that, when the graph Laplacian operator corresponding to the adjacent matrix is subject to
Watts–Strogatz small world network, in the case of globally asymptotically stable disease-free
equilibrium, the peak of the infected population admits a spatially inhomogeneous distribution.
When there are more degrees of a node, the peak will be higher. Moreover, it takes less time to
reach a higher peak. For example, London and New York City have more flight connections than
other cities in UK and the US, respectively. During the pandemic of COVID-19, these two cities
reported more cases than other cities and reached their peaks faster than other cities in the UK
and US, respectively (WHO [25]).
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Matlab codes

The Matlab codes used for the numerical simulations in the paper can be accessed via
https://zenodo.org/record/6354073#.Yi-GprgpDUo.
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Appendix

Proof of Lemma 2.2. Let G be the the adjacent matrix of the graph G, L the Laplacian matrix. L
is read as

Lij =
{
Gijω(i, j), j �= i

−�n
j=1Gijω(i, j), j= i.

(A1)

Then, (2.9) is transformed into the following ordinary differential equations on discrete nodes:

du(i, t)

dt
= f (x)+ d

n∑
j=1

Liju(j, t)−K(x)u(i, t) for i= 1, 2 · · · , n, (A2)

where u(i, t) is the value of u(x, t) on ith node. Let U = (u(1, t), · · · , u(n, t))T be the vector of
u(x, t) on the graph G, (A2) becomes

dU

dt
= f (x)+ (dL−K(x)I)U , (A3)

with the initial data U0 = u0(x). Here I is the identity matrix. Then we obtain the solution of (A3)
as

U(t)= e(dL−k(x)I)t

(
U0 +

∫
e−(dL−k(x)I)tf (x)dt

)
. (A4)

Proof of Lemma 2.3. We prove the lemma by contradiction. Assume that u(x, t)≥ 0 on
V × [0, T] is not true. Then, there exists a point (x0, t0) ∈ V × [0, T] such that u(x0, t0)=
minV×[0,T] u(x, t)< 0. Since u(x0, 0)≥ 0, (x0, t0) must be on V × (0, T]. By (2.10), we have(

∂u

∂t
− d�ωu+Ku

)
|(x0,t0) ≥ 0. (A5)

Since u is differentiable with respect to t on V × (0, T], ∂u
∂t |(x0,t0) ≤ 0. By (1.2), we also have

�ωu|(x0,t0) ≥ 0. We consider two cases.

(i) K(x0, t0)> 0. Combining with Ku(x0, t0)< 0, we obtain(
∂u

∂t
− d�ωu+Ku

)
|(x0,t0) < 0, (A6)

which is a contradiction to (A5).
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(ii) K(x0, t0)≤ 0. We perform a transformation w= e−γ tu. It follows from (A5) that(
∂w

∂t
− d�ωw+ (K + γ )w

)
|(x0,t0) ≥ 0. (A7)

By choosing γ > −K(x0, t0), we can employ the result of the case K(x0, t0)> 0 to obtain
w(x, t)≥ 0 on V × [0, T]. Since u= eγ tw, u(x, t)≥ 0 on V × [0, T].

Proof of Lemma 2.4. Note that u(x, t)≥ 0 on V × [0, T] by the above maximum principle. By
(2.10), for t ∈ (0, T] we have (

∂u

∂t
− d�ωu+Ku

) ∣∣∣∣
(x∗,t)

≥ 0. (A8)

Plugging (1.1) and (1.2) into the above inequality, we have

∂u(x∗, t)
∂t

≥
∑

y∼x∗,y∈V
d[u(y, t)− u(x∗, t)]ω(x∗, y)−Ku(x∗, t)

≥ −
∑

y∼x∗,y∈V
dω(x∗, y)u(x∗, t)−Ku(x∗, t)

≥ −(dDω(x
∗)+K)u(x∗, t)

≥ −(dDω(x
∗)− ||K(x, t)||L∞(V×[0,t]))u(x

∗, t), for t ∈ (0, T]. (A9)

Since u(x∗, 0)> 0, (A9) implies that

u(x∗, t)≥ u(x∗, 0)e−(dDω(x∗)−||K(x,t)||L∞(V×[0,t]))t > 0 for t ∈ (0, T]. (A10)

We prove the lemma by contradiction. First, consider the case where K > 0. If u(x, t)> 0
on V × (0, T] is not true, there exists a point (x0, t0) ∈ V × (0, T] such that u(x0, t0)=
minV×(0,T] u(x, t)= 0. By (2.10), we have(

∂u

∂t
− d�ωu+Ku

) ∣∣∣∣
(x0,t0)

≥ 0. (A11)

Since u is differentiable with respect to t on V × (0, T], it follows that ∂u
∂t |(x0,t0) ≤ 0. Thus, (2.10)

implies that

�ωu(x0, t0)≤ 1

d

(
∂u

∂t

∣∣∣
(x0,t0)

+Ku(x0, t0)

)
≤ 0. (A12)

By (1.2), it follows that �ωu|(x0,t0) ≥ 0. Thus, we have

�ωu(x0, t0)= 0, i.e.
∑

y∼x,y∈V
ω(x, y)u(y, t0)= 0. (A13)

The above equation implies that

u(y, t0)= 0 for all y ∈ V and y∼ x0. (A14)

On the other hand, since V is connected, for any x ∈ V there exists a path

x0 ∼ x1 ∼ · · · ∼ xn ≡ x∗. (A15)
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By (A14), we obtain that u(x1, t0)= 0. Employing the above argument repeatedly, we shall
induce u(xn, t0)= 0 in order. Therefore, we obtain u(x∗, t0)= 0, which contradicts (A10). In
the case of K(x, t)≤ 0, by performing a transformation w= e−γ tu, we also obtain a similar
contradiction.

Proof of Lemma 2.5.We perform a transformation wi = e−γ tui for i= 1, · · · ,m. It follows from
(2.11) that

∂wi

∂t
− di�ωwi +

m∑
j=1

Kijwj > 0 for i= 1, · · · ,m, (x, t) ∈ V × (0, T],

wi(x, 0)> 0 for i= 1, · · · ,m, x ∈ V , (A16)

where

Kii =Kii + γ > 0, i= 1, · · · ,m,
Kij =Kij ≤ 0, i �= j, i, j= 1, · · · ,m, (A17)

provided γ >maxi=1,··· ,m{||Kii||∞}.
Since wi(x, 0)= ui(x, 0)> 0 for x ∈ V , by the continuity of ui and finite vertices of V , there

exists δ > 0 such that for (x, t) ∈ V × [0, δ], wi(x, t)> 0 hold for all i= 1, · · · ,m. Define

T∗ := sup{t : t ≤ T , for all i= 1, · · · ,m,wi(x, t)> 0 hold for (x, t) ∈ V × [0, T]}, (A18)

then T∗ is well defined and satisfies 0< T∗ ≤ T .
We prove the lemma by contradiction. Suppose not, there exists some x0 ∈ V and k ∈

{1, · · · ,m} such that some component wk satisfies wk(x0, T∗)= 0. By the definition of T∗, wk

attains its minimum value on V × [0, T∗] at the point (x0, T∗). Since wk is differentiable with
respect to t in V × (0, T∗], ∂wk

∂t |(x0,T∗) ≤ 0. By (1.2), we also have �ωwk|(x0,T∗) ≥ 0. Hence, when
(x, t)= (x0, T∗), we have

∂wk

∂t
− di�ωwk +

n∑
j=1

Kkjwj ≤ 0, (A19)

which is a contradiction to (A16).

Proof of Lemma 2.6. Since Kij(x, t) are bounded functions on V × [0, T], there exists a constant
γ > 0 such that

γ +
m∑
j=1

Kij > 0, (x, t) ∈ V × (0, T], i= 1, · · · ,m. (A20)

We perform a transformation wi = ui + εeγ t for i= 1, · · · ,m. It follows from (2.12) that for
i= 1, · · · ,m and (x, t) ∈ V × (0, T],

∂wi

∂t
− di�ωwi +

m∑
j=1

Kijwj = ∂ui
∂t

− di�ωui +
m∑
j=1

Kijuj + εeγ t(γ +
m∑
j=1

Kij)> 0. (A21)
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Moreover wi(x, 0)> 0 holds. By using Lemma 2.5, we have wi(x, t)> 0 for (x, t) ∈ V × (0, T].
Letting ε → 0, we immediately get ui(x, t)≥ 0 for (x, t) ∈ V × [0, T].
In the case of ui(x, 0) �≡ 0. In addition, since uj(x, t)≥ 0 for j= 1, · · · ,m, we have

∂ui
∂t

− di�ωui +Kiiui ≥ 0 for (x, t) ∈ V . (A22)

Directly applying strong maximum principle (Lemma 2.4), we obtain ui(x, t)> 0 on V × [0, T].
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