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A B S T R A C T 

We analyse the first giant molecular cloud (GMC) simulation to follow the formation of individual stars and their feedback from 

jets, radiation, winds, and supernovae, using the STARFORGE framework in the GIZMO code. We evolve the GMC for ∼ 9Myr, 
from initial turbulent collapse to dispersal by feedback. Protostellar jets dominate feedback momentum initially, but radiation 

and winds cause cloud disruption at ∼ 8 per cent star formation efficiency (SFE), and the first supernova at 8 . 3 Myr comes too 

late to influence star formation significantly. The per-free-fall SFE is dynamic, accelerating from 0 per cent to ∼ 18 per cent 
before dropping quickly to < 1 per cent, but the estimate from YSO counts compresses it to a narrower range. The primary 

cluster forms hierarchically and condenses to a brief ( ∼ 1 Myr ) compact ( ∼ 1 pc) phase, but does not virialize before the cloud 

disperses, and the stars end as an unbound expanding association. The initial mass function resembles the Chabrier ( 2005 ) form 

with a high-mass slope α = −2 and a maximum mass of 55 M �. Stellar accretion takes ∼ 400 k yr on av erage, but � 1 Myr for 
> 10 M � stars, so massive stars finish growing latest. The fraction of stars in multiples increase as a function of primary mass, as 
observ ed. Ov erall, the simulation much more closely resembles reality, compared to previous versions that neglected different 
feedback physics entirely. But more detailed comparison with synthetic observations will be needed to constrain the theoretical 
uncertainties. 

Key words: MHD – radiative transfer – turbulence – stars: formation – ISM: general. 
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 I N T RO D U C T I O N  

he basic story of how stars’ form has long been established:
hey form mainly in giant molecular clouds (GMCs) with masses

10 4 –10 7 M � (Goldreich & Kwan 1974 ; Zuckerman & Evans 1974 ;
illiams & McKee 1997 ), due to the fragmentation and collapse of

ravitationally unstable cores (Jeans 1902 ; Larson 1969 ; Rosen et al.
020 ). New stars generally form in relative proximity to other young
tars, i.e. in clusters (Lada & Lada 2003 ; Krumholz, McKee & Bland
Hawthorn 2019 ). Yet many important details of star formation (SF)
re not well understood, such as why stars have the particular masses
hat they do (i.e. the origin of the initial mass function, IMF), why and
ow they form in clusters, why they apparently form with such low
fficiency, and why some are in multiple systems and others are not.

Theoretical and computational models can offer insights into these
uestions, but it has been pro v en challenging to produce a detailed
odel of SF realistic enough to reproduce the basic hallmarks of SF.
tar-by-star simulations of star cluster formation have progressed for
ore than two decades (Klessen & Burkert 2000 ; Bate, Bonnell &
 E-mail: mike.grudich@gmail.com , mgrudic@carnegiescience.edu 
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Pub
romm 2003 ; Offner et al. 2009 ; Federrath et al. 2010 ; Cunningham
t al. 2018 ; Haugbølle, Padoan & Nordlund 2018 ; Mathew &
ederrath 2021 ), but only recently have started simulating SF over the
patial (10 + pc), temporal (several Myr) and GMC mass ( � 10 4 M �)
cales that are directly comparable to well-studied nearby star-
orming GMCs and young star clusters (e.g. Hillenbrand & Hartmann
998 ; Hsu et al. 2012 ; Ev ans, Heiderman & Vutisalchav akul 2014 ;
okhrel et al. 2020 ), where important quantities, such as SF efficiency
SFE) and the IMF, are the most well-constrained, and massive ( �
0 M �) stars can form. 
In Guszejnov et al. ( 2020 ; hereafter Paper 0 ), we ran a large suite

f GMC simulations accounting for gravity and magnetohydrody-
amics (MHD) turbulence with the GIZMO code’s Meshless Finite-
ass (MFM) method (Hopkins & Raives 2016 ). We found these
odels inevitably predicted e xcessiv ely-high SFE and an extreme

xcess of massive stars in Milky Way-like conditions, implying
hat additional mechanisms are important for SF, and in particular
ome form of feedback must moderate stellar accretion. In Grudi ́c
t al. ( 2021a ; hereafter Paper I ), we introduced the more-advanced
TARFORGE 

1 framework for the GIZMO code, combining modules
 ht tp://www.st arforge.space 
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or gravity, N -body dynamics, MHD, radiative transfer, cooling and 
hemical physics, (proto-)stellar evolution, and feedback in the form 

f accretion- and fusion-powered radiation from stars and protostars, 
tellar winds, protostellar jets, and core-collapse supernovae. And in 
uszejnov et al. ( 2021 ; hereafter Paper II ), we used STARFORGE

o re-run our GMC models with the addition of realistic ISM
ooling/heating physics and protostellar jet feedback, finding that 
et feedback in particular is crucial for moderating the growth of
ndividual stars and reco v ering a realistic IMF, in agreement with
ther IMF studies with jet feedback (Hansen et al. 2012 ; Krumholz,
lein & McKee 2012 ; Myers et al. 2013 ; Federrath et al. 2014 ;
athew & Federrath 2021 ). 
Many GMCs simulated in Paper II still exhibited unrealistic phe- 

omena, especially a high-mass excess in the IMF. Even 2 × 10 4 M �
louds could eventually form > 400 M � stars through uninterrupted 
ccretion, despite the extremely powerful jet feedback emanating 
rom such stars in the model. Again, the natural explanation was 
issing feedback: very massive stars are near the Eddington ( 1924 )

imit L / L � ∼ 3.5 × 10 4 M � /M �, around which radiation should drive
nstability or mass loss in o v ermassiv e stars (Stothers 1992 ; Vink
018 ), and present a significant obstacle to the accretion of further
as (Larson & Starrfield 1971 ; Krumholz et al. 2009 ; Kuiper et al.
010 ; Rosen et al. 2016 ). 
In this paper, we introduce the next phase of the STARFORGE

roject: the first GMC simulation run with the full physics package. 
his is the first numerical simulation of any kind to model the

ormation of a stellar cluster while tracking the formation, accretion, 
otion, evolution, and feedback of individual stars and protostars, 
ith feedback from all major channels: protostellar jets, stellar winds, 

tellar radiation, and core-collapse supernovae. We aim to present 
 mile-wide, inch-deep picture of the outcome of the calculation, 
escribing the o v erall sequence of GMC and star cluster evolution,
nd examining key SF outcomes: the SF history, star cluster assembly, 
he impact of different feedback mechanisms, SFE, the IMF, and 
tellar multiplicity. In future work, we will explore each of these 
ubjects individually in much greater detail; here, our goal is to surv e y
he ensemble of key SF predictions. Along the way, we perform some
asic comparisons of the simulation results to observations, to assess 
he o v erall fidelity of the full STARFORGE model. 

This paper is organized as follows: in Section 2 , we describe the
ode, physics modules, and initial conditions used for the simulation. 
n Section 3 , we present various results of the simulation, including
 v erall global evolution of gas and stars, SFE, stellar accretion,
he IMF, and stellar multiplicity. In Section 4 , we compare our
esults to previous work and discuss various implications of the 
imulation’s results. In Section 5 , we summarize our main findings. 
or the purposes of this paper, we refer to the entire population of
tars formed in the same cloud as a ‘cluster’, making no distinction
etween bound and unbound members. When discussing the IMF, 
he ‘IMF slope’, we refer to is α such that d N/ d M � ∝ M 

α
� , and α =

2.35 corresponds to the canonical Salpeter ( 1955 ) value. When 
aking comparisons to the IMF and its statistics, we assume the 
habrier ( 2005 ) form with an upper cutoff of 150 M �. 

 M E T H O D S  

e perform a 3D radiation MHD simulation of star cluster formation 
n a GMC with initial mass M 0 = 2 × 10 4 M � and radius R 0 =
0 pc using the STARFORGE numerical framework implemented 
n the GIZMO code (Hopkins 2015 ; Grudi ́c et al. 2021a ), with all
mplemented feedback physics enabled: protostellar jets, radiation, 
inds, and core-collapse supernovae. The numerical implementation 
nd tests of the STARFORGE modules are detailed fully in Paper I ,
o here we only summarize them briefly. 

.1 Magnetohydrodynamics 

he simulation uses GIZMO’s mesh-free, quasi-Lagrangian MFM 

HD solver (Hopkins & Raives 2016 ), and enable the Hopkins
 2016 ) constrained-gradient scheme to control the ∇ · B = 0 con-
traint to high precision. The fluid is initially discretized into equal-
ass gas cells each containing the mass resolution � m = 10 −3 M �,
hich mo v e with the local fluid v elocity while maintaining fix ed
ass in a quasi-Lagrangian manner. The gas cells e xchange flux es of

nergy, momentum, and magnetic flux with their nearest neighbours 
n a conserv ati v e, finite-volume Goduno v-lik e f ashion across the
ef fecti ve faces’ defined by a kernel-weighted volume partition and
 weighted least-squares gradient matrix (see Hopkins 2015 for full 
xpressions). 

.2 Gravity 

he gravitational acceleration and tidal field are computed with 
IZMO’s approximate Barnes-Hut oct-tree solver (Springel 2005 ; 
opkins 2015 ), modified to enforce a maximum node opening angle
 < 0.5 in addition to the other tree opening criteria, to control

he error in the external force on dense subsystems (gas clumps,
lusters, binaries) whose internal self-gravity is much stronger than 
he external field (Grudi ́c et al. 2021b ). The gravity calculation for
as cells is optimized by the Grudi ́c ( 2021 ) adaptive force-updating
cheme, calling the gravity solver only as frequently as needed and
sing a predictor to estimate the field between calls (setting the update 
requency parameter q f defined in Grudi ́c 2021 to 0.0625). 

Gravitational softening for g as–g as interactions is fully adaptive, 
caled to the local inter-cell spacing at all times, with additional terms
o ensure conservation (Price & Monaghan 2007 ). The gravitational 
oftening length (radius of the compact softening spline) for star–
tar interactions is fixed at 18 au, and the ef fecti ve softening length
sed for gas–star interactions is taken to be the greater of the gas
ell’s or the star particle’s softening length. The use of softening for
tars makes the dynamics of binaries and encounters with periastron 
 18 au unphysical. 

.3 Timestepping 

e advance the gas and stars in time using GIZMO’s adaptive,
ierarchical po wers-of-two indi vidual block timestepping scheme 
Springel 2005 ). To control the orbital inte gration accurac y, we use
he Grudi ́c & Hopkins ( 2020 ) tidal time-step criterion, taking the
ccuracy parameter to be η = 0.01. Stars obey additional time- 
tep criteria designed to anticipate stellar encounters and give good 
onservation in binary integration. Gas cells and stars also obey a set
f additional time-step criteria designed to anticipate the arri v al of
eedback. 

We integrate gas cells with to the usual second-order kick-drift- 
ick integrator, while stars use a modified version of the fourth-order
ermite integrator (Makino & Aarseth 1992 ) to achieve the level of

ccuracy necessary to handle close encounters and preserve binary 
rbits o v er the ∼ 10 Myr duration of the simulation. 

.4 Thermodynamics 

e use a gas equation of state that accounts for the varying adiabatic
ndex due to the varying ratio of para- to ortho-hydrogen (Vaidya et al.
MNRAS 512, 216–232 (2022) 
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015 ), and variations in the fraction of molecular H. The temperature
nd ionization state of the gas are evolved using a standard implicit
ethod, operator-split with the MHD evolution, accounting for

arious cooling and heating processes. These processes include
olecular and fine-structure cooling, cosmic ray heating, dust cool-

ng and heating (coupled to the radiation field), photoelectric heating
assuming a fixed 1.7 Habing background (Draine 1978 ) attenuated
ith a 6-bin TREECOL column density estimator, Clark, Glo v er &
lessen 2012 , plus local stellar irradiation from the RT solver),
etal line cooling, H photoionization (coupled to the radiation field),

nd collisional ionization of H and He. The molecular fraction of
 is evolved explicitly according to a simplified H-only network

ccounting for the local photodissociation rate due to cosmic rays
nd Lyman–Werner photons from the assumed background radiation
eld, and irradiation by stars in the simulation (see Section 2.7.1 ). 

.5 Sink particles 

tars and protostars are represented by sink particles in the simu-
ation, which are converted on-the-fly from gas cells that satisfy a
umber of checks designed to identify physical centres of collapse
hat will exceed the ef fecti ve resolution limit of the simulation (e.g.
ate, Bonnell & Price 1995 ; Krumholz, McKee & Klein 2004 ;
ederrath et al. 2010 ; Gong & Ostriker 2013 ; Hopkins, Narayanan &
urray 2013 ). Sink particles can accrete nearby gas cells whose

entres of mass lie within the accretion radius R sink = 18 au and
atisfy various other checks. When a gas cell is accreted, the position,
elocity, and internal angular momentum of the sink are updated
o conserve centre of mass, total momentum, and total angular
omentum to machine precision. Sink particles can merge only if

hey are bound to each other with a semimajor axis < R sink , and the
esser sink mass is < 10 � m where �m = 10 −3 M � is our nominal

ass resolution The vast majority of sinks never satisfies the merging
riteria during the simulation, so the main results do not rely on the
articulars of the merging strategy. 

.6 Stellar evolution 

ach sink particle contains a star that accretes continuously from an
nternal mass reservoir fed by the resolved sink accretion process
escribed in Section 2.5 . The luminosity, temperature, and radius of
ach star are each explicitly evolved in turn according to the sub-
rid protostellar evolution prescription originally implemented in
he ORION code by Offner et al. ( 2009 ). This model integrates the
rotostellar evolution through a sequence of phases, ending on the
ain sequence. Note that massive stars formed in our simulations

outinely ignite H while still accreting appreciably, and mo v e along
he main sequence thereafter. The zero-age main sequence (ZAMS)

ass M ZAMS used for determining the stellar lifetime, modelling
eedback rates, and measuring the IMF is taken to be the greatest
ass that the star ever has, after H burning has begun. 

.7 Feedback 

e account for stellar feedback in the form of accretion- and fusion-
owered stellar radiation, stellar winds, protostellar jets, and core-
ollapse supernovae. 

.7.1 Radiative transfer 

he radiation field is evolved in five frequency bins (H-ionizing,
ar ultraviolet, near ultraviolet, optical-to-near infrared, and far
NRAS 512, 216–232 (2022) 
nfrared) using GIZMO’s M1 solv er (Lev ermore 1984 ; Hopkins &
rudi ́c 2019 ; Hopkins et al. 2020 ), in which gas cells exchange
uxes of radiation across ef fecti ve faces, i.e. the same mesh-
ree volume discretization as used for MHD solver (Section 2.1 ).
o make the calculation tractable, we assume a reduced speed
f light ˜ c = 30 km s −1 , sufficient to capture the dynamics of D-
ype H II region expansion (Geen et al. 2015 ; Grudi ́c et al.
021a ). 
Stars act as sources, injecting photons into the simulation domain

n all five bands, according to the spectral energy distribution deter-
ined by the stellar evolution model. Dust may also radiate photons

nto the FIR band. We account for scattering and absorption by dust in
ll five bands, and the absorption of Lyman continuum photons by H I .
bsorbed ionizing photons are assumed to be promptly re-radiated

sotropically in the optical-NIR band, and radiation absorbed in all
ther bands is assumed to be re-radiated by dust in the FIR band.
he radiation field couples to the fluid via dust heating/cooling,
hotoelectric and photoionization heating, and radiation pressure
erms in the energy and momentum equations. 

.7.2 Protostellar jets 

e model protostellar jets using the prescription of Cunningham
t al. ( 2011 ), wherein a fraction f w = 0.3 of sink particle accreta is
iverted into a jet, which is launched in a collimated pattern, along
he sink angular momentum axis with a speed v jet = f K 

√ 

GM � /R � ,
ith f K = 0.3. Note that these jet parameters have the greatest

nfluence upon the IMF of any parameter choice in our simulation
hat we have investigated ( Paper II ), and our adopted parameters
re similar to those adopted in other studies that have used this
odel (Cunningham et al. 2011 ; Hansen et al. 2012 ; Krumholz

t al. 2012 ; Offner et al. 2016 ; Cunningham et al. 2018 ; Murray,
oyal & Chang 2018 ; Rosen & Krumholz 2020 ), and result in
utflow masses and momenta that match observational constraints
Matzner & McKee 2000 ; Cunningham et al. 2011 ; Maud et al. 2015 ).
he jets are injected as new gas cells with mass � m w = 10 −4 M � =
.1 � m spawned near the sink in pairs with opposite positions and
elocities, conserving centre of mass and momentum to machine
recision. 

.7.3 Stellar winds 

inds from > 2 M � main-sequence stars are modelled using the
ollowing prescription for the mass-loss rate 2 : 

Ṁ wind 

M �yr −1 
= min 

(
10 −15 L 

1 . 5 
MS , 10 −22 . 2 L 

2 . 9 
MS 

)
Z 

0 . 7 
� , (1) 

here L MS is the ZAMS luminosity for a given stellar mass, from
out et al. ( 1996 ). This models the expected metallicity dependence
f line-driven winds, the ‘weak wind problem’ for B and late O
warfs, and a mass loss rate for early O stars that is roughly ∼3 × less
han the widely used Vink, de Koter & Lamers ( 2001 ) prescription.
his conserv ati ve estimate of Ṁ wind is moti v ated by the observ ation
f mass loss rates ∼2–3 × less than predicted by theory (Smith
014 ). The terminal wind velocity varies with the escape speed
nd ef fecti ve temperature follo wing Lamers, Sno w & Lindholm
 1995 ), modelling temperature-dependent bi-stability jumps. Stars
ith masses > 20 M � can evolve to a Wolf–Rayet phase once
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Table 1. Summary and glossary of parameters of the simulated cloud and 
their initial values (subscripted with 0 throughout this paper when referring 
to the respective initial values). Note that M assumes c s = 0 . 2 km s −1 , but 
c s varies self-consistently according to the gas’s thermodynamic evolution 
(Section 2.4 ), and this value only represents the mean ∼ 10 K temperature of 
dense gas. 

Symbol Meaning Expression Init. value 

M Cloud mass – 2 × 10 4 M �
R Cloud radius – 10 pc 
L Box size 10 R 100 pc 
n H Number density of H 

nuclei 3 X H M/ 
(
4 πR 

3 m p 
) 146 cm 

−3 

t ff Free-fall time π
√ 

R 

3 / (8 GM) 3.7 Myr 
� Mean surface density M/ 

(
πR 

2 
)

64 M � pc −2 

σ 3D 3D velocity dispersion – 2 . 9 km s −1 

αturb Turbulent virial parameter 5 σ 2 
3D R / ( 3 GM ) 2 

M Turbulent Mach number σ 3D / c s 15 
T Temperature – 20 K 

e FIR 
rad FIR energy density – 0 . 3eV cm 

−3 

u ( 6 − 13 . 6eV ) 
FUV energy density – 1.7 Habing 

B Magnetic field strength – 2 μG 

μ0 Norm. mass-to-flux ratio 0 . 4 G 

1 / 2 M 

πR 2 B 0 
4.2 

M mol Mass of molecular gas – 0 
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eaching a mass- and metallicity-dependent age fit to Meynet & 

aeder ( 2005 ), which we model by enhancing their mass-loss
ates by a factor of 10 compared to equation ( 1 ). Note that our
ssumptions about stellar evolution are not fully consistent with our 
ssumptions about mass loss – a more realistic and self-consistent 
ass loss and evolution prescription is desirable, but beyond the 

resent scope. 
Winds are implemented numerically either by spawning new gas 

ells, or by injecting the appropriate mass, energy, and momentum 

nto surrounding gas according to the conserv ati ve weighting scheme 
iven in Hopkins et al. ( 2018 ), depending on whether the free-
xpansion radius is resolvable. 

.7.4 Supernovae 

tars with M ZAMS > 8 M � in the simulation end their lives as a core-
ollapse supernova, with a mass-dependent lifetime given by Paper I 
quation (34). The ejecta are injected directly into the simulation as
esolved shells of gas cells at the 18 au sink radius with the fiducial
0 −3 M � mass resolution. The ejecta cells are then followed self-
onsistently through the free-expansion phase onward. We assume 
he ejecta are isotropic and have a total kinetic energy of 10 51 erg. 

.8 Initial conditions and setup 

he initial parameters of the simulation are summarized in Table 1 .
he simulation domain is a L = 100 pc periodic box. The GMC is

nitially a uniform-density sphere with mass M 0 = 2 × 10 4 M � and
adius R 0 = 10 pc, placed at the centre of the box. These parameters
ere selected to match the typical mean surface density of GMCs in

he Solar neighbourhood (e.g. Lada & Dame 2020 ). The rest of the
ox is filled with gas with 1/1000 the density of the cloud, containing
 total gas mass of ∼5000 M �, and the gas mass throughout the
omain is discretized into ∼25 million 10 −3 M � gas cells. The cloud
s given an initial pseudo-turbulent random velocity field constructed 
n Fourier space to have a ∝ k −2 power spectrum with a natural
ixture of compressive and solenoidal modes (i.e. E sol = 2 E comp ),

ormalized to give a virial parameter αturb = 2 (e.g. Bate et al. 2003 ).
he diffuse medium is initially static. All gas is initially of Solar
omposition and all H is initially atomic. 

The magnetic field B is initially uniform in the + z direction with
 strength B = 2 μG, giving the cloud a normalized mass-to-flux
atio μ0 = 4.2 (where μ0 = 1 would be the critical threshold for
ollapse of a static sphere, Mouschovias & Spitzer 1976 ). The initial
IR radiation field has an energy density of 0 . 3 eV cm 

−3 and a
lack-body SED with a temperature of 20 K, modelling the dust
mission component of the interstellar radiation field in the Solar 
eighbourhood. The gas temperature is also initialized to 20 K, but
as quickly reaches a new equilibrium temperature based on local 
onditions, so our results are insensitive to the initial temperature. 

 RESULTS  

e ran the simulation on the Frontera supercomputer at the Texas
dvanced Computing Center. It required 107 wall-clock days of 

untime to run to 9.3 Myr, for a total of 1.2 million core-hours. ∼160
illion time-steps were taken in total, but most elements in the

imulation required significantly fewer cycles thanks to the code’s 
daptive block timestepping scheme. The shortest simulation time- 
teps were on the order of 1 d, generally for superno va ejecta, resolv ed
olf–Rayet winds, and stars in hard massive binaries. 

.1 Ov er view 

ig. 1 visualizes the time evolution of the gas mass distribution, gas
inematics, gas temperature, and the magnetic field strength (via the 
MS Alfv ́en speed v A = B/ 

√ 

4 πρ) and dust polarization morphol-
gy, with the positions of stars superimposed. First, the cloud and
urrounding envelope quickly establish a thermal structure in equilib- 
ium with the interstellar radiation field and cosmic ray background, 
ith temperatures ranging from a few 10 3 K in the warm ambient
edium to ∼ 4 K in the deepest parts of the cloud. From its initial

niform state, the random velocity field leads to shocks and internal
ensity perturbations, which develop into a network of filaments and 
ubs. These dense regions go on to host the first gravitationally unsta-
le cores, which collapse to form the first stars and subclusters (Fig. 1 ,
olumn 1). 

Roughly 50 per cent of stars by number form by 4 Myr (roughly
ne initial cloud free-fall time, Fig. 1 , column 2). The rate of
F increases as more subregions throughout the cloud contract 
nough to produce collapsing cores, and established protostars 
ontinue to accrete. The first massive stars have finished accreting 
y 4 Myr, clearing out their environment via feedback and ionizing
heir immediate surroundings, but the influence of feedback on 
he morphology, kinematics, and thermal state of the cloud is still
imited. The velocity map shows that the cloud is permeated by
igh-velocity outflows, but this is difficult to see in the gas or dust
ass-weighted morphology (Krumholz et al. 2012 ; Guszejnov et al. 

021 ). 
By 6 Myr (Fig. 1 , column 3), most of the eventual stellar
ass has been accreted, SF has slo wed do wn, and the cloud is

o longer gravitationally bound ( αturb > 2). The morphology of 
he cloud is considerably disturbed by feedback-driven cavities of 
arm, photoionized gas, some of which have broken through the 

dge of the cloud to form champagne flows. At this time, most
ubclusters have assembled into a single dense, primary, central 
luster. 
MNRAS 512, 216–232 (2022) 
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Figure 1. State of the cloud and star cluster at four different times (left to right) as visualized by the gas surface density � gas (row 1), line-of-sight gas velocity 
dispersion σ 1D (row 2), mass-weighted gas temperature T (row 3), and the mass-weighted RMS Alfv ́en speed v A (ro w 4). Flo wlines in ro w 2 plot the mean gas 
velocity perpendicular to the page, and flowlines in row 4 visualize the magnetic field as would be observed from the dust polarization angle. The positions of 
stars are indicated by markers whose size and colours correspond to their mass (see key in top left panel). A 3D animated rendering of the simulation is available 
at ht tps://www.yout ube.com/watch?v=LeX5e51UkzI . 

 

o  

e  

a  

A  

i  

c  

f  

3

s
h
c

T  

s  

b

3

F  

c  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/512/1/216/6540976 by U
niversity of Texas at Austin user on 01 June 2022
The cloud continues to expand under the influence of feedback,
pening a large central cavity through which warm gas and radiation
scape. The SF rate continues to drop in turn, and the total stellar mass
ccreted levels off at ∼1600 M �, for an integrated SFE of 8 per cent .
t 8.3 Myr, the first supernova occurs from a 31 M � ZAMS progen-

tor. 3 The final column of Fig. 1 shows the immediate aftermath: the
loud morphology is highly disturbed, forming cometary structures
rom the interaction of the blast with the remaining dense clumps.
NRAS 512, 216–232 (2022) 

 A 31 M � ZAMS star of solar composition would actually fail to form a 
upernova according to many current stellar evolution/explosion models, but 
ere we adopt a simplified prescription wherein all > 8 M � stars produce a 
ore-collapse SN. 

i  

m  

o  

d  

i  

b  
he cluster has also expanded considerably from its former dense
tate. By the end of the simulation at 9.3 Myr some SF is still ongoing
ut at < 1 per cent of the peak rate. 

.2 Gas evolution 

ig. 2 plots the time evolution of various global gas properties,
omputed from only the subset of gas cells that were originally
n the cloud and are not injected jet or wind material. The cloud half-

ass radius R eff remains roughly constant at 8 pc throughout most
f the cloud evolution: although much of the initial turbulence does
ecay at first, the virial parameter αturb = −2 E kin / E grav (also plotted)
s never significantly less than unity before feedback starts to drive it
ack up, preventing significant global contraction. Consequently,
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Figure 2. Evolution of different global properties of the gas distribution 
in the simulation: the half-mass radius R eff , half-mass average density n eff 

H , 
and radiation density e eff 

rad , velocity dispersion σ 3D , virial parameter αturb , 
molecular gas mass M mol , ionized gas mass M HII , bound gas mass M bound , 
and the ratio of magnetic to turbulent energy. 
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Figure 3. Evolution of different global properties of the star cluster in the 
simulation: total stellar mass M 

tot 
� , number of stars N star , median nearest- 

neighbour-estimated stellar density ρNN 
� , half-mass radius R 

eff 
star , velocity 

dispersion σ� (neglecting binary motion), half-mass average stellar density 
ρeff 

� , and median radial velocity with respect to the median stellar velocity 
and position, ˜ v r . ˜ v r is plotted with a dashed curve when negative and a solid 
curv e when positiv e. Vertical lines indicate the times at which 50 per cent of 
the cluster has formed by number and by mass respectively. 
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he half-mass v olume-a veraged density of H nuclei n eff 
H stays in

he range 150 − 200 cm 

−3 until the cloud expands and the mean
ensity drops. 4 Once feedback does become active, the cloud 
xpands, accelerating to a velocity dispersion of σ3D ∼ 10 km s −1 . 
he total magnetic energy within the cloud is initialized to only 
 per cent that of turb ulence, b ut the magnetic field is rapidly
mplified by the initial turbulent motions until the magnetic energy 
s ∼ 20 per cent of the turbulent energy. This results in a mass-
eighted median field strength of ∼ 10 μG, comparable to Zeeman 
easurements in the Milky Way in the 100 − 10 3 cm 

−3 density 
ange that most of the gas in the simulation occupies (Crutcher
012 ). 
The radiation field, measured as the v olume-a veraged radiation en- 

rgy density within R eff , e eff 
rad , initially remains close to the background

ensity of 0 . 3eV cm 

−3 , because the luminosity of gas dissipation
 ∼5 L �) and stellar accretion is small compared to the ∼3000 L �
equired to sustain a comparable energy density. Eventually around 
 Myr the total luminosity does cross this threshold and e eff 

rad begins
o rise, reaching a peak value of 100 eV cm 

−3 at 6 Myr when SF is
ost intense and the star cluster is densest. It then decays roughly

xponentially as SF is quenched, the cluster disperses, and the 
loud becomes more optically thin. It is worth noting that, like the
as density, the radiation experienced by an average H nucleus or
rotostellar system can be significantly greater than this volume- 
veraged value (Lee & Hopkins 2020 ). 
 The v olume-a veraged density should not be confused with the mass- 
eighted mean density here, which is generally considerably higher in 

his simulation ( ∼ 10 4 cm 

−3 ) due to the ∝ M 

2 clumping factor of gas in 
ompressible turbulence (Vazquez-Semadeni 1994 ). 

t  

b
S  

r  

f

c  
Lastly, Fig. 2 plots the evolution of various mass components of
he cloud. The cloud is initially entirely bound by self-gra vity, b ut the
otal bound mass M bound (defined as gas with ne gativ e total energy in
he rest frame) begins to drop after the onset of feedback, reaching

10 3 M � by the end of the simulation. The cloud is initially atomic,
ut turns mostly molecular within the first 3Myr, reaching a peak
olecular mass M mol = 1.2 × 10 4 M �, 60 per cent of the total mass.
he molecular mass declines after the peak of SF at 6 Myr, when the
loud is dispersed and becomes increasingly photodissociated and 
hotoionized by starlight and the interstellar radiation field. Ho we ver, 
 significant (4000 M �) amount of molecular mass is still present at
he end of the simulation, mainly in the surviving self-shielding 
ense clumps that often continue forming stars. The ionized mass 
 HII increases rapidly around 4 Myr as the first > 20 M � stars with

ignificant ionizing luminosity form, eventually ionizing 20 per cent 
f the cloud mass. 

.3 Star cluster evolution and kinematics 

ig. 3 plots various global properties of the star cluster as a function
f time. The cluster grows in mass and number of stars until SF is
uenched, and the number of stars rises significantly sooner than the
otal mass in stars – there is a characteristic time lag of ∼ 1 Myr
etween the number-weighted and mass-accretion-weighted median 
F time (shown as vertical lines on Fig. 3 ), because many stars
equire a non-negligible amount of time to acquire their mass once
ormed (see 3.7 for a detailed analysis). 

Unlike the gas, the star cluster undergoes significant collapse, 
ontracting in size by factor of ∼5 to a minimum half-mass radius
MNRAS 512, 216–232 (2022) 
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Figure 4. Radial velocity of stellar systems as a function of distance r from 

the median stellar position at 8 Myr in the simulation, measured from the 
mass-weighted median stellar position. We perform a robust linear fit to 
fit the relation of the primary cluster (dashed), with parameters given. The 
primary cluster exhibits ‘Hubble-like’ kinematics ( v r ∝ r ) at this time. 
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Figure 5. Evolution of the various energy injection rates from different 
feedback components: the total, accretion-powered, and fusion-powered 
radiative luminosities L tot , L acc and L fus , the mechanical luminosity of winds 
Ė wind and jets Ė jets , and the production rate of H ionizing photons Q . For 
comparison, we also plot the mean bolometric luminosity and ionizing photon 
production rate expected from a well-sampled IMF for a cluster of equal mass 
(dash–dotted), the time of the first supernova (dotted), and the characteristic 
luminosity of the cloud (dashed). 
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eff 
� ∼ 1pc at 6 Myr. This implies that the spatial and kinematic

tellar properties do not simply trace that of the gas. Rather, the stars
orm preferentially in the dense, infalling regions of the cloud, which
re necessarily regions that has predominantly compressive motions.
his apparently imprints upon the cluster kinematics in turn. 
The primary cluster assembles from a collection of subclusters

n a hierarchical fashion (Bonnell, Bate & Vine 2003 ; Grudi ́c et al.
018b ). Like Bonnell et al. ( 2003 ), we compute two different stellar
ensity statistics, (1) the stellar half-mass v olume-a veraged density
eff 
� , and (2) a median local stellar density ρNN 

� , the median volume-
veraged density of stars within a sphere enclosing the 10 nearest
eighbours of each star. ˜ ρNN 

� is many orders of magnitude greater
han ρeff 

� during the initial contraction and hierarchical assembly of
he cluster – in fact the relative evolution of the two densities looks
lmost identical to that reported in Bonnell et al. ( 2003 ), but rescaled
o our different GMC model, which has lower density and a longer
ynamical time. This suggests that the various additional physics we
onsider here do not seriously alter this picture of cluster assembly,
t least up to the point where feedback is important. 

The assembly of the cluster coincides with the expulsion of gas
rom the central region by feedback, so the cluster never has a chance
o virialize into a structure that is globally bound by stellar self-
ravity. Rather, stars on unbound trajectories reach periapsis and then
ontinue outward, so the cluster re-expands with a radial velocity on
he order of the stellar velocity dispersion σ � . 

Fig. 4 shows that, after some time, the free expansion of the
luster from this dense configuration assumes a ‘Hubble-like’ re-
ation between radius and radial velocity v r ∝ r , as seen in some
xpanding young star clusters in our Galaxy (Kuhn et al. 2019 ). The
nterpretation of this relation within the context of the simulation
s straightforward: the radius of an unbound star originating in the
entral cluster evolves as r ≈ v r t , where v r is its original radial
 elocity. The o v erall median outward radial velocity is 2 km s −1 ,
ithin the range measured by Kuhn et al. ( 2019 ), and the fitted
NRAS 512, 216–232 (2022) 
lope of the r − v r relation is ∼ 0 . 3 km s −1 pc −1 . Kuhn et al.
 2019 ) estimated that at least 75 per cent of the star clusters in
heir sample were expanding, broadly consistent with estimates that
ound cluster formation accounts for only 4–14 per cent of SF in the
olar neighbourhood (Goddard, Bastian & Kennicutt 2010 ). Hence,

he fate of the cluster in the simulation may be typical for Solar
eighbourhood conditions. 
A more detailed analysis of the virial state, merger history, and

nfluence of gas e v acuation due to feedback, for this simulation, as
ell as others, is presented in (Guszejnov et al. 2022 ). 

.4 Feedback rates 

igs 5 and 6 plot the evolution of various stellar feedback input
ates from the star cluster. These represent the ‘raw’ feedback rates
njected from the stars, taking the energy injection rates of winds
nd jets to be the respective mechanical luminosities Ė = Ṁ v 2 / 2
nd the momentum injection rates to be Ṗ = Ṁ v. Although we
lot these quantities on the same axes to compare their evolution,
ifferent feedback mechanisms couple in different ways, so we
aution that their relative importance can only be discerned at an
rder-of-magnitude level in such a diagram. The ionizing photon
ate Q should not be quantitatively compared with other curves; we
nclude it in the plot to indicate relative changes in the production
f ionizing radiation and to compare with that expected from a well-
ampled IMF. 

Fig. 5 shows the accretion power L acc = 

∑ 

0 . 5 G Ṁ M � /R � is the
ominant source of radiation for the first 2 Myr after the beginning of
F, but once massive stars form the total luminosity is dominated by
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Figure 6. Evolution of various momentum injection rates (forces) from 

different feedback components: the single-scattered radiation force L tot / c , and 
the momentum injection rates of winds Ṗ wind and jets Ṗ jets . For comparison, 
we also plot the characteristic weight of the cloud (dashed) and the time of 
the first supernova (dotted). 
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usion (H, D, He) power, L fus , which is calculated according to our
tellar evolution model. The characteristic luminosity of the cloud 
s L 0 ∼ G 

3 / 2 M 

5 / 2 
0 R 

−5 / 2 
0 ∼ 10 L �, and all radiative and mechanical

uminosities exceed this well before the cloud shows evidence of 
isruption by feedback. This implies that cooling is efficient for 
ll feedback mechanisms, and hence feedback is best characterized 
y the momentum it imparts (Fall, Krumholz & Matzner 2010 ), 
onsistent with the findings of previous feedback simulations (Grudi ́c 
t al. 2018a ; Rosen & Krumholz 2020 ; Lancaster et al. 2021 ). 

Fig. 6 shows that, among the different momentum injection rates, 
˙
 jets is greatest during most of the SF history, exceeded by photon 
omentum only at ∼ 6 Myr when the most massive stars have 
nished forming and the SF rate drops rapidly. It also has the
reatest peak momentum output of all feedback channels, briefly 
eaching a rate nearly 10 × the characteristic weight of the cloud 

GM 

2 
0 /R 

2 
0 . Ho we v er, in P aper II , we found that jet feedback alone

ould not fully disrupt the cloud and quench SF in this GMC model
although it could in less-massive clouds). So, although jets do play an
mportant role in regulating SF (see also Nakamura & Li 2007 ; Wang
t al. 2010 ; Hansen et al. 2012 ; Federrath 2015 ; Cunningham et al.
018 ), jet feedback is not responsible for disrupting the cloud here.
uch inefficient coupling of the available momentum may be due to 

nternal momentum cancellation within the cloud and/or mismatch 
etween the ef fecti ve coupling scale of jet feedback and the cloud
cale, or jet material escaping through cavities. It may also be that jet
eedback has a more self-regulating nature less likely to o v ershoot
he amount of feedback needed to disrupt the cloud, because it is
roportional to the SF rate, which responds directly to the dynamical 
tate of the cloud, whereas radiation and winds do not. 

The cloud disruption is therefore due to some combination of 
adiation pressure, pressure of photoionized gas, and stellar winds. 
he peak momentum injection rate from photons L tot / c is on the
rder of the weight of the cloud, so radiation pressure alone can
oncei v ably disrupt the cloud. Note that the flux of H ionizing
hotons ( Q ∼ 10 50 s −1 ) also ionizes a significant fraction of the
otal gas mass, whose expansion may also contribute significantly 
o cloud disruption. The wind momentum injection rate is also 
ventually comparable to the cloud weight, but only once the most
assive stars enter their Wolf-Rayet phase ∼ 2 Myr after the cloud

as already started to expand. To disentangle the respective roles 
f massive stellar feedback in cloud disruption more conclusively, 
e must analyse our extended simulation suite, disabling individual 
echanisms in turn (Guszejnov et al., in preparation). 
Lastly, we estimate the radial momentum imparted by the super- 

ov a: Fig. 2 sho ws that it boosts the velocity dispersion σ 3D (by then
ominated by radial motion) from ∼10 to ∼ 20 km s −1 , for a total
omentum P ∼ M 0 ( �σ3D ) ∼ 2 × 10 5 M � km s −1 . This is close

o the P ∼ 5 × 10 5 n −1 / 7 
H M � km s −1 predicted by previous single

upernova remnant simulations with more idealized setups (e.g. 
iof fi, McK ee & Bertschinger 1988 ; Martizzi, Faucher-Gigu ̀ere &
uataert 2015 ; Gentry et al. 2017 ; Hopkins et al. 2018 and additional

eferences therein), despite the more complex geometry. 

.5 Star formation efficiency 

e now examine various measures of SFE that can be defined in
he simulation. Observational estimates of SFE have considerable 
ncertainty, but here we are able to assess the accuracy of these
efinitions compared with the true efficiency. 
Most basically, one may ask what fraction of the initial gas mass
 0 has been converted to stars at time t : 

( t ) = 

∫ t 

0 
Ṁ 

tot 
� 

(
t ′ 
)

d t ′ /M 0 , (2) 

here Ṁ 

tot 
� 

(
t ′ 
)

is the total stellar accretion rate at time t ′ . Once
F begins, ε rises rapidly at first (increasing tenfold from 2 to
.5 Myr), then rises less steeply, and finally levels off to a final value
f εint = 8 per cent . This is within the 1 σ range of values inferred
rom statistical modelling of gas and SFR maps in nearby galaxies
Che v ance et al. 2020 ). 

We also measure the per-free-fall SFE (Krumholz & McKee 
005 ): 

ff ( t ) = 

Ṁ 

tot 
� ( t ) 

M gas ( t ) /t ff, 0 
, (3) 

here t ff, 0 = π/ 2 
√ 

R 

3 
0 / (2 GM 0 ) = 3 . 7 Myr is the free-fall time at the

nitial mean density of the cloud. The bottom panel of Fig. 7 shows
hat this quantity varies considerably throughout in the simulation, 
ncreasing steeply early on, peaking at 18 per cent, dropping off
teeply as the cloud starts to be disrupted at 6 Myr, and then decaying
ore gradually thereafter with a 1/ e -folding time of 3 Myr. 
Although ε, εint , and εff are of theoretical interest, they are not

irectly observable, and the available observable SFE quantities have 
 complex relationship with the true values of interest, depending 
eavily upon the stage of cloud evolution (Feldmann & Gnedin 
011 ; Lee et al. 2016 ; Geen, Soler & Hennebelle 2017 ; Koepferl,
obitaille & Dale 2017 ; Grudi ́c et al. 2019 ). Moti v ated by these
 orks, we mak e some basic estimates of observables before compar-

ng with SFE measurements in the literature. Note that these are not
rue synthetic observations, which require significantly more post- 
rocessing (e.g. Haworth et al. 2018 ) but should still capture the
asic behaviours of the observables. 
MNRAS 512, 216–232 (2022) 
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Figure 7. Evolution of various forms of SFE in the simulations and their 
observational proxies, including integrated (top) and per-free-fall (bottom) 
fla v ours. We plot the true SFE ε = M 

tot 
� ( t ) /M 0 , the final integrated SFE 

εint , the per-free-fall SFE εff,ρ0 , and their observational proxies from free–
free emission and YSO-counting, defined in Section 3.5 . Error bars plot the 
±σ ranges of observed values from dif ferent SFE studies: Che v ance et al. 
( 2020 ; C20), Lee, Miville-Desch ̂ enes & Murray ( 2016 ; L16), and Pokhrel 
et al. ( 2020 ), Pokhrel et al. ( 2021 ; P20,P21), colour-coding the respective 
comparable simulated and observed quantities. 
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We define εYSO as the ratio of stellar mass traced by < 2 Myr old
oung stellar objects assuming an average YSO mass of 0.5 M � and
iven a total gas mass M gas : 

YSO = 0 . 5 M �
N YSO ( < 2 Myr ) 

M gas 
. (4) 

ince it is not straightforward to measure protostellar masses directly,
bservational studies commonly adopt an assumed YSO average
ass (e.g. Evans et al. 2009 ), which is close to the mean of various

roposed forms of the IMF (e.g. Kroupa 2002 ; Chabrier 2005 ). We
lso define a per-free-fall SFE from YSO counts: 

ff, YSO = 0 . 5 M �
N YSO ( < 0 . 5 Myr ) / 0 . 5 Myr 

M gas /t 
eff 
ff 

, (5) 

here the ef fecti ve free-fall time t eff 
ff = 

√ 

3 π/ 32 Gρeff is computed
rom the time-varying half-mass v olume-a veraged density ρeff . This
an be compared to recent measurements from Pokhrel et al. ( 2021 ).
he age cuts of < 0 . 5 and < 2 Myr in equations ( 4 –5 ) correspond

o the commonly assumed lifetimes of Class 0 + I and II YSOs,
espectively (Dunham et al. 2014 ). 

We also model SFE measurements based on the ratio of free–
ree emission tracing massive stars (Murray & Rahman 2010 ) to CO
mission tracing molecular gas. Analogous to Lee et al. ( 2016 ), we
efine 

br = 

1 . 37 Q 〈 m ∗/q〉 
1 . 37 Q 〈 m ∗/q〉 + M mol 

, (6) 

nd 

ff, br = εbr 
t eff 
ff 

t ms , q 
, (7) 
NRAS 512, 216–232 (2022) 
here Q is the rate of ionizing photon emission from the cluster
plotted in Fig. 5 ), 〈 m ∗/q〉 = 1 . 6 × 10 −47 M �s −1 is the IMF-averaged
atio of stellar mass to ionizing flux for a ZAMS stellar population,
 mol is the molecular gas mass (used as a proxy for the CO-

raced mass in Lee et al. 2016 ), and t ms , q = 3 . 9 Myr is the ionizing
ux-weighted mean stellar lifetime. We caution that full chemical
odelling is required to model the complex relationship between
O emission and molecular gas mass (e.g. Glo v er & Clark 2012 ;
ffner et al. 2013 ; Keating et al. 2020 ). For comparison with this

imulation, we consider systems from Lee et al. ( 2016 ) with total
ass < 10 5 M �. 
Comparing these modelled SFE quantities in Fig. 7 , we see that

oth YSO number-weighted and ionization-weighted SFE estima-
ors have significant biases with respect to the true values. εYSO 

 v erestimates ε at early times because the mean stellar mass is
ess than the assumed < 0.5 M � and underestimates it at later times
ecause the first stars cease to be counted in the YSO sample. εbr 

as the opposite problem: it underestimates ε at early times because
he massive stars that dominate the contribution to Q have not yet
ormed, and o v erestimates at late times because the molecular gas
ass drops on a time-scale shorter than the lifetimes of the massive

tars, as the cloud is dispersed. εff, br has a similar bias with respect
o εff , but its divergence toward large values is exaggerated even
urther because t eff 

ff is also increasing as the cloud becomes less
ense. 
Most interesting is the behaviour of εff, YSO with respect to εff . It

 v erestimates εff at early times due to the assumed average stellar
ass, then underestimates it at intermediate times (3–7 Myr), and

ettles to a nearly constant o v erestimate at late times as t eff 
ff increases

nd N YSO ( < 0 . 5 Myr ) decreases. The net effect is that, after 2 Myr,
he various factors in εYSO (equation 5 ) conspire to compress εYSO 

o a much narrower range than the physical per-free-fall SFE .
uantitati vely, the v ariation in εff,ρ0 from 2 to 8Myr is 0.4 dex,
hile the variation of εff, YSO is 0.13 dex, a factor of 3 smaller. Thus,
hile Pokhrel et al. ( 2021 ) proposed that their εff, YSO measurements
ad less dispersion than other works due to observational errors
nherent in using diffuse tracers of massive stellar emission (a
onclusion supported by our analysis of εff, br ), our simulation shows
hat this technique could potentially be underestimating the scatter.
n general our results sho w ho w YSO-based measurements may
nderestimate the true scatter in the per-free-fall SFE by a factor of
3. 
Overall, our SFE analysis shows that if we model the manner in

hich SFE is measured in observations, the cloud traces a range of
FE values that is consistent with similar systems in the Milky Way
an important test for the model. Ho we ver, in future work the model

hould be tested more sensitively, by performing mock-observations
f SFE quantities that use the actual pipelines to catalogue YSOs
nd map the gas. Pokhrel et al. ( 2021 ) and Hu et al. ( 2021 ) also
erformed a more-detailed � gas -dependent analysis of εff , which
 ould lik ely produce more detailed constraints on SFE on different

cales. 

.6 Stellar initial mass function 

e run the simulation until SF terminates due to feedback, which
llows us to report the IMF relatively unambiguously i.e. without
ignificant contamination by still-accreting protostars (e.g. Bate et al.
003 ). In Fig. 8 , we plot the stellar IMF predicted by the simulation.
or comparison, we plot the Chabrier ( 2005 ) IMF with the standard
lope of −2.35, and a maximum-likelihood fit assuming the stellar
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Figure 8. Stellar IMF (d N /d M ZAMS ) predicted by the simulation. The shaded 
region indicates the mass range in which we expect low-mass incompleteness 
due to finite resolution (Bate & Burkert 1997 ; Grudi ́c et al. 2021a ). We 
compare with the empirically derived IMF from Chabrier ( 2005 ), for the 
standard slope α = −2.35, and to the maximum-likelihood fit α = −2.0 ± 0.1 
assuming stellar masses are independently sampled. 
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Figure 9. Time from protostar formation required to accrete 95 per cent of a 
star’s mass, as a function of M ZAMS . Points are colour-coded by the time that 
the protostar originally collapsed (i.e. the ‘seed’ formation time). Diagonal 
lines plot a range of average accretion rates Ṁ = 0 . 95 M ZAMS /t 95 , including 
the maximum accretion rate predicted by the Padoan et al. ( 2020 ) inertial 
inflow model (orange dot–dashed). We also plot the GMC-scale turbulence 
crossing time t cross = R 0 /σ3D , 0 = 3 . 3 Myr (grey dashed), the least-squares 
fitted relation t 95 ∝ M 

0 . 43 
� (black dotted), the mean SF time-scale for low- 

mass stars inferred from the protostellar luminosity function in Offner & 

McKee ( 2011 ; solid black with ±σ shaded region), and the formation time- 
scale for massive stars for the fiducial turbulent-core model in McKee & Tan 
( 2003 ), with � = 1g cm 

−2 (blue dot–dashed). 
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asses are independently sampled, 5 which yields α = −2.0 ± 0.1. 
ote that the IMF predicted by Lagrangian simulations like ours, with 
nite mass resolution � m , can only be reliable down to some multiple
f � m . This limit is generally assumed to be ∼50–100 � m (Bate &
urkert 1997 ). Here, we assume this IMF is incomplete below 

100 � m = 0.1 M � due to numerical suppression of gravitational
ollapse for fragments smaller than this (e.g. Grudi ́c et al. 2021a ),
nd focus on the portion of the IMF abo v e this. Higher resolution is
ikely needed to comment on the abundance of brown dwarfs (e.g. 
ate 2009 ; Offner et al. 2009 ). 
The excess of massive stars found in previous versions of this

imulation with isothermal MHD only ( Paper 0 ) and with cooling
nd protostellar jets ( Paper II ) is now greatly suppressed, if not
bsent. The maximum stellar mass is 55 M �, and a total of 28 stars
 10 M � form in this 1560 M � cluster, accounting for 35 per cent

f the total mass. For comparison, at the time that the previous
imulation with only protostellar jet feedback was halted (at a still-
ncreasing SFE of 18 per cent), its most massive star was 460 M � and
t had 41 stars > 10 M � containing 60 per cent of the total mass. This
ignificant reduction in total and maximum mass of massive stars 
s due to feedback: the accretion of massive stars in the simulation
s terminated by the creation of expanding feedback-driven bubbles 
ue to some combination of radiative and wind feedback, as has long
een theorized (Larson & Starrfield 1971 ). 

Overall, the predicted IMF is reasonably well-described by the 
habrier ( 2005 ) form assuming α = −2, with a slightly different

hape in the range 0.2–1 M �. The high-mass slope is more top-
eavy than the commonly-adopted, ‘canonical’ value of −2.35 from 
 Note that the IMF random sampling hypothesis is not necessarily an accurate 
escription of how stars form in the simulation or in nature (Kroupa et al. 
013 ), but we use it to perform our fit for lack of a more physically moti v ated 
odel for the correlations between the stellar masses, and because it is the 
ost common assumption for fitting observations. 

e

3

T  

i
2  
alpeter ( 1955 ), but it is well within the measured range for individual
alactic star clusters and OB associations (Massey 2003 ; Kroupa 

t al. 2013 ). Fig. 5 also showed that the final specific bolometric
uminosity L tot and ionizing photon production rate Q are very close
o those expected for a simple stellar population with a Chabrier
 2005 ) IMF, so it would difficult to distinguish the IMF of the
imulated cluster from a canonical IMF by means of photometry 
e.g. Fumagalli, da Silva & Krumholz 2011 ). 

Because the simulated IMF no longer has any feature in obvious,
ignificant tension with present observations (as has also been found 
n various other works with similar physics, albeit with smaller cluster
asses and statistics – Cunningham et al. 2018 ; Mathew & Federrath

021 ), our programme of refining the SF model on the basis of
ow well it reproduces the IMF will require more sensitive tests. In
articular, it will be important to perform true mock observations 
nd to compare with observational data using rigorous statistical 
ethods. This is necessary to model the many biases and systematic

ffects that arise when attempting to measure the IMF in real systems
Kroupa et al. 2013 ; Hopkins 2018 ). A detailed presentation of IMF
esults from a broader suite of STARFORGE simulations with the full
hysics package will be discussed in an upcoming paper (Guszejnov 
t al., in preparation). 

.7 Chronology and duration of individual star formation 

he time required for a star to assemble its mass can provide
mportant clues about the formation mechanism (Offner & McKee 
011 ). In Fig. 9 we plot the time required for a star to accrete
MNRAS 512, 216–232 (2022) 
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Figure 10. Fraction of stars in multiples at the end of the simulations, as a 
function of primary mass M 1 , compared with the measurements compiled by 
Duch ̂ ene & Kraus ( 2013 ). Upward arrows in the observational data indicate 
lower bounds. 
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5 per cent of its eventual accreted mass, t 95 , as a function of M ZAMS ,
s in Haugbølle et al. ( 2018 ) and Padoan et al. ( 2020 ). 

The average value of t 95 in our sample is 0 . 38 Myr, in good
greement with the SF time-scale of 0 . 3 ± 0 . 1 Myr inferred from the
rotostellar luminosity function in low-mass star-forming regions
Of fner & McK ee 2011 , also plotted for comparison). Ho we ver our
ata have both a large scatter about this value, and a systematic trend
oward longer accretion time-scales for greater stellar masses. An
nweighted logarithmic least-squares fit gives 

 95 = 0 . 3 Myr 

(
M ZAMS 

M �

)0 . 43 

, (8) 

lso plotted on Fig. 9 . Hence, on av erage, more-massiv e stars take
onger to assemble. Indeed, t 95 for massive stars can be as long as ∼
 Myr, on the order of the free-fall time t ff, 0 ∼ 3 . 7 Myr or cloud-scale
ddy crossing time t cross = R 0 /σ3D , 0 ∼ 3 . 3 Myr, which fits the upper
nvelope of t 95 values in general, as in Padoan et al. 2020 . Protostars
hat eventually become massive do not form systematically earlier
r later than others, but because they take longer to become massive,
assive stars finish forming later ( ∼ 1 Myr) than the average star.
his has various interesting implications that we discuss further in
ection 4.2 . 
The recent massive SF model by Padoan et al. ( 2020 ) aims

o account for the gas assembly time through ‘inertial inflows,’
hich are coherent flows that accumulate gas in central hubs.
he y deriv ed a maximum accretion rate for massiv e stars fed by

nertial inflows in a superno va-driv en turbulent medium, Ṁ max =
 . 8 c 3 s /G ( M 0 / 10 ) 3 α−1 

turb , where c s ∼ 0 . 2 km s −1 in 10 K molecular
as and M 0 refers to the RMS turbulent Mach number on the
riving scale. In our simulation, the initial conditions are M 0 = 14
nd αturb = 2, giving Ṁ 

II 
max = 1 . 1 × 10 −5 M � yr −1 (plotted as a red

iagonal line on Fig. 9 ). This is an order of magnitude less than the
aximum average accretion rate we find. Hence, we conclude that

ur simulation results are not well-described by the inertial inflow
odel as proposed, despite the qualitative agreement of the shape of

ur t 95 − M ZAMS diagram (Fig. 9 ). This discrepancy is likely due to
he many differences in our respective simulation setups, but it is not
resently clear which dominates this effect. 
The relatively long (1Myr+ ) time-scale for massive SF also makes

t impossible that most massive stars in the simulation draw their
ass from dense ( � gas ∼ 1g cm 

−2 ), gravitationally-bound turbulent
ores (McKee & Tan 2003 ). If this were so, then the stars would
end to accrete their mass on a timescale not much longer than the
 . 1 − 0 . 3 Myr free-fall time of the core (Krumholz et al. 2009 ; Rosen
t al. 2016 ). Fig. 9 plots the prediction of the fiducial turbulent core
odel (assuming a gas surface density � = 1g cm 

−2 and density
rofile ρ ∝ r −1.5 ) of McKee & Tan ( 2003 ), which lies below every
assive star formed in the simulation. 
A massive SF scenario that is not obviously inconsistent with these

esults is competitive accretion (Zinnecker 1982 ; Bonnell et al. 2001 ;
onnell, Larson & Zinnecker 2007 ). In this scenario, massive stars

tarting as intermediate-mass seeds accrete their gas from the GMC
hrough gravitational capture in a manner reminiscent of Bondi-
oyle-Lyttleton accretion ( Ṁ ∝ M 

2 ). Both low-mass and high-mass
tars continue to accrete as long as sufficient gas is available, with
heir accretion rates being dictated by various factors. Numerical
imulations without feedback have found this type of accretion to lead
enerically to an IMF slope α = −2 (Ballesteros-Paredes et al. 2015 ;
 uznetso va, Hartmann & Burkert 2017 ; K uznetso va et al. 2018 ),

imilar to our result. Ho we ver, these simulations did not include
tellar feedback, and feedback is clearly responsible for limiting the
aximum stellar masses in our simulation, so the o v erall scenario
NRAS 512, 216–232 (2022) 
ay be a combination of elements of competitive accretion and
eedback regulation. 

The stellar accretion scenario can be characterized more defini-
ively by analysing accreta into the initially bound core versus sub-
equently captured components, determining how stellar accretion
ates depend on physical properties, and determining the extent of
he gas reservoirs feeding individual stars in space and time (e.g.
mith, Clark & Bonnell 2009 ; Padoan et al. 2020 ). Our Lagrangian
ethod makes this straightforward (e.g. Bonnell et al. 2007 ), and

his analysis will be presented in an upcoming paper (Grudi ́c et al.
n preparation). 

.8 Stellar multiplicity 

e identified bound multiple systems toward the end of SF (at 8 Myr)
sing the hierarchical grouping algorithm described in Bate ( 2009 ).
ig. 10 shows the fraction of stars in bound multiple systems defined
s 

F = 

B + T + Q 

S + B + T + Q 

(9) 

or binaries, triples, or quadruples as a function of the primary mass
f the system, M 1 . We find this to be consistent with observations
ompiled by Duch ̂ ene & Kraus ( 2013 ). Specifically, essentially all
assive stars, roughly half of Solar-type stars, and relatively few

 � 25 per cent ) low-mass stars are in multiples at the end of the
imulation. 

Many prior simulations have also obtained this result while
onsidering more limited subsets of SF physics (Bate 2009 ; Offner
t al. 2010 ; Guszejnov, Hopkins & Krumholz 2017 ; Cunningham
t al. 2018 ). Ho we ver, our results sho w that, first, the trend extends to
igher primary masses not attained in lower-mass cluster simulations,
nd second, the addition of feedback and other physics does not alter
t significantly. The fact that simulations with such different physics
btained such similar multiplicity fractions – both in agreement
ith observations – indicates that other multiplicity statistics may
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e required to tease out the importance of different conditions and 
rocesses. 
The mass dependence of the multiplicity fraction is only one 

f many important statistics for characterizing stellar multiplicity 
Moe & Di Stefano 2017 ). Additional statistics, such as the mul-
iplicity frequency and the mass-ratio and period distributions for 
his simulation and the extended STARFORGE suite, and their time 
ependence, will be presented in an upcoming paper (Guszejnov 
t al., in preparation). 

 DISCUSSION  

.1 Comparison with previous GMC simulations 

o our knowledge, the simulation presented here is the first to 
ncorporate all major feedback mechanisms (winds, radiation, jets, 
nd supernovae), so currently no other calculations are available that 
re directly comparable. Ho we v er, man y GMC simulations presented
n the literature consider various subsets of the physics included 
ere, so comparison with these may give clues about the effects 
f different physics and numerical details on SF outcomes. This 
iterature is e xtensiv e (Dale 2015 ; Krumholz et al. 2019 ), so we
ocus our discussion on simulations that start from similar GMC bulk 
roperties and were run until SF showed clear evidence of ending 
ue to feedback, producing definite predictions for the outcome of 
F . W e perform this comparison with that general caveat that none
f the simulations we compare with were initialized from precisely 
he same cloud microstate, so random variations due to the particular 
hoice of initial state cannot be ruled out. 

.1.1 Previous GIZMO simulations 

he GIZMO code was previously used to run GMC simulations 
ith multiphysics cooling and heating, MHD, SF, and feedback in 

he form of radiation, winds, and supernovae (Grudi ́c et al. 2018a ,
019 ; Grudi ́c & Hopkins 2019 ; Grudi ́c et al. 2021b ), but without
elf-consistent individual SF or jets. Most directly comparable from 

hese works are the GMC models with identical bulk properties ( M 0 =
 × 10 4 M �, R 0 = 10 pc, and αturb = 2) simulated in Grudi ́c et al.
 2019 ). These three simulations consistently found a final SFE εint =
 per cent , half the 8 per cent of the current simulation (Section 3.5 ),
espite missing jet feedback. 
This may be due to a nonlinear feedback effect: without jets
oderating SF at early times, the Grudi ́c et al. ( 2019 ) simulations

ormed stars much more rapidly at first (reaching peak εff at < 1 t ff ,
ersus 1.5 t ff in Fig. 7 ), meaning that significant feedback from other
hannels could emerge sooner, and disrupt the GMC from a less-
ollapsed phase. Feedback may have also been artificially enhanced 
y the SF prescription: according to the Su et al. ( 2018 ) single-
pecies O-star sampling scheme used in the previous simulations, the 
eedback rate reached that of a well-sampled IMF once 100–200 M �
ad formed. In the current simulation, massive stars take significant 
ime to form ( > 1 Myr), and the specific luminosity L/M 

tot 
� and

onizing flux Q only get close to their respective well-sampled IMF
alues when the cluster mass reaches ∼10 3 M �, 3 Myr after the start
f SF (Fig. 5 ). 

.1.2 ATHENA GMC simulations with UV feedback 

im, Kim & Ostriker ( 2018 ) and Kim, Ostriker & Filippova ( 2021 )
imulated a large suite of radiation hydrodynamical and MHD models 
f star-forming GMCs with the fixed-grid ATHENA code, with 
n initial setup very similar to ours. They relied on a sub-grid
rescription for unresolved SF but used adaptive ray-tracing (e.g. 
ise & Abel 2011 ; Rosen et al. 2017 ) to model feedback from

onizing and non-ionizing UV radiation, which is generally more 
ccurate for single-scattered radiation than the M1 solver used here. 
he M1e4R08 model from Kim et al. ( 2018 ) with M 0 = 10 4 M �
nd R 0 = 8 pc is reasonably close to our model in parameter space,
nviting comparison. Their model predicted εint = 4 per cent , again 
 factor of 2 lower than ours, so it is possible that the nonlinear effect
f jet feedback and the time delay of massive SF may be important
or setting the SFE. 

There is also some evidence that radiative feedback is driving 
hoto-heated bubbles less efficiently in our simulation: in the Kim 

t al. ( 2018 ) model the photoe vapor ation efficienc y ε ion , the fraction
f the cloud ionized by massive stars, was about 50 per cent, whereas
n our model only ∼ 20 per cent of the cloud was ionized (Fig. 2 ),
espite the higher SFE. One possibility is that our simulation captures 
 tendency for massive stars to form in denser environments, either
ue to suppression of fragmentation (Krumholz & McKee 2008 ) 
r due to more fa v ourable conditions for accretion (Bonnell et al.
007 ). If so, those stars would irradiate denser gas and produce
maller H II regions, reducing the efficiency of ionization (Olivier 
t al. 2020 ). Another possibility is that our higher resolution in dense
egions allowed us to resolve the upper tail of the density PDF better,
nd thus more accurately model the formation of clumpy, porous 
as structures that would be more resilient to ionization. Ho we ver,
e also cannot rule out the possible role played by the numerical
ethod for radiative transfer: although our M1 solver simulates 

pherically symmetric H II region expansion correctly ( Paper I ), it
annot represent the phase-space distribution of photons in more 
omplicated geometries, which has little-explored implications for 
eedback in turbulent GMCs (see also Section 4.3 ). 

.1.3 RAMSES-RT simulations with UV feedback 

een et al. ( 2017 ) performed a suite of adaptive mesh refinedment
adiation MHD simulations accounting for ionizing radiation with 
n M1 RT solver (Rosdahl et al. 2013 ), with photons injected by
ink particles with IMF-averaged ionizing fluxes (i.e. representing 
ubclusters, rather than individual stars). Their model L with M 0 =
0 4 M �, R 0 = 7 . 65 pc, and αturb = 1 is most comparable to ours;
his simulation found εint = 4 per cent . Here, it seems especially 
lausible that the early onset of strong ionizing feedback leads to
ronounced differences from our results: they note that the SF history
s punctuated by plateaus, due to SF being terminated by feedback
ocally, and this occurs when as little as 100 M � is in stars. At
his cluster mass there is practically no ionizing feedback in our
imulation (Figs 3 , 5 ). 

He, Ricotti & Geen ( 2019 ) performed simulations with a similar
etup to Geen et al. ( 2017 ), and their models S-F and M-F are close
n mass-radius space to ours (although their adopted initial αturb = 

.4 is significantly less than our αturb = 2) and obtained similar
int ∼ 4 per cent to Geen et al. ( 2017 ). Unlike Geen et al. ( 2017 )
nd He et al. ( 2019 ) argued their sink particle mass spectrum had
ufficient physical significance to comment on the stellar IMF, and 
hey invoked unresolved fragmentation to explain the discrepancy 
ith the observed IMF. When assigning feedback rates to their 

ink particles, they assumed their cluster had the specific feedback 
ate of a well-sampled IMF and divided this feedback among their
ndividual sink particles in a manner weighted according to the 
MNRAS 512, 216–232 (2022) 
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onizing emission from a star of mass M � = 0.3 M sink . This model is
ncompatible with the picture in our simulation for two reasons. First,
e find a fairly realistic IMF emerges naturally if multiple feedback
echanisms are accounted for (Fig. 8 ), without large corrections

rom unresolved fragmentation, and secondly, the assumption of an
MF-averaged mass-to-light ratio is not valid at early times. Their
cheme for assigning sink luminosities is also inherently non-local
coupling the total cluster mass to individual sink feedback rates), so
t is not clear that it should necessarily converge to a self-consistent
icture of feedback on the scale of individual stars. 
Overall, the common element in our comparison with other

imulations is that we find rather higher ( ×2) SFE than simulations
hat did not follow individual stellar formation and accretion self-
onsistently. This is plausibly explained by two features: first,
ur simulation accounts for jet feedback and the moderation of
F at early times, and secondly, it accounts for the finite time
equired for massive stars to form and thus for radiative feedback
o become significant. Hence, it is likely that the uncertain details of
ndividual SF and accretion are the leading source of uncertainty and
iscrepancy in GMC simulations (Grudi ́c & Hopkins 2019 ). In future
ork, it may yet be possible to account for such effects in lower-

esolution simulations through sub-grid prescriptions calibrated to
MF-resolving simulations. 

.2 The latency of massi v e SF 

n our simulation, massive stars take systematically longer to form on
verage than lower-mass stars (Section 3.7 , Fig. 9 ), and in particular,
 10 M � stars finish accreting roughly 1 Myr later than the average

tar. If massive stars do form with a characteristic time-lag of one to
 few Myr, there are several important implications for SF. 

.2.1 Feedback timing 

irst, significant radiative, wind, and supernova feedback will emerge
ith a certain time-lag with respect to the onset of SF in general. In
bservations, the latency of radiative feedback would affect diffuse
mission diagnostics (e.g. free–free, H recombination lines, and IR),
nd stellar mass or formation rate measurements assuming coe v al
ow- and high-mass SF would generally underestimate the amount of
F. In numerical models, delayed feedback can affect the dynamics of
MC e volution and disruption. Lo wer-resolution simulations using

ub-grid SF prescriptions do not generally account for such effects,
xcept those that have investigated the importance of the delay
xplicitly (e.g. Keller & Kruijssen 2020 ). And indeed, from their
umerical experiments, Keller & Kruijssen ( 2020 ) found that the
pecific choice of supernova delay can have important effects on the
lustering of feedback and the o v erall galactic evolution. Grudi ́c &
opkins ( 2019 ) also found that SF prescriptions in which ionizing

eedback emerged later led to systematically higher final GMC-scale
FE, because the cloud was in a more advanced state of collapse by

he time feedback switched on, and therefore, required more feedback
o disrupt. 

.2.2 Photometric properties of young star clusters 

 lag in massive SF on the order of Myr may also be important
or the modelling of very young ( � 10 Myr) stellar populations in
bservations, e.g. for inferring star cluster properties, such as mass
nd age from photometry in other galaxies (e.g. Fall & Chandar
012 ). Such measurements rely upon accurate model tracks in
NRAS 512, 216–232 (2022) 
olour space, which are typically generated assuming an ensemble
f simple, coe v al stellar populations sampled from an assumed IMF.
f massive stars form with a systematic time delay, then a very
oung cluster will appear systematically dimmer and redder than a
oe v al stellar population of equal mass, leading to an o v erestimate of
ts age and an underestimate of its mass. In the opposite regime,
nce all massive stars have formed, the massive stars would be
ystematically younger than the average star in the cluster, and
ecause they dominate the total flux the full population’s age may be
nderestimated. 
Photometric measurements of young star clusters are an important

ool for constraining feedback, star cluster formation, and the IMF,
nd JWST will be used to study the earliest ( � 10 Myr) stages of
luster formation in this manner. Therefore, it will be important to
e-examine the working assumptions of photometric models of young
tellar populations in light of our simulation results. 

.2.3 The IMF in observations 

astly, the latency of massive SF could have major implications
or inferences about the nature of the IMF from observed young
tellar clusters. Various systems are observed to have a deficit of
assive stars compared to a standard IMF, even controlling for size-

f-sample effects, e.g. Orion A versus the Trapezium Cluster (Hsu
t al. 2012 ). One interpretation is that different environments give
ise to intrinsically different stellar mass distributions. An alternative
s that even if a protocluster displays a systematic deficiency in
igh-mass stars, it may still eventually form a cluster with a
ormal IMF, because the most massive stars have not had time
o accrete their eventual mass. In such systems, the distinction
etween high- and low-mass star-forming regions would simply be
ne of evolutionary phase (e.g. V ́azquez-Semadeni et al. 2019 ). If
o, evolutionary phase is yet another factor to control for in IMF
tudies and would have to be characterized by an appropriate set of
bservables. 

.3 The IMF slope and simulation caveats 

he IMF predicted by this simulation, as well as various other
imulations in the full-physics STARFORGE suite (Guszejnov et
l, in preparation), has a high-mass slope α consistent with −2,
hallower than the canonical Salpeter ( 1955 ) value α = −2.35. This
eans that the simulation IMF has a greater proportion of massive

tars compared to commonly assumed IMFs (e.g. Kroupa 2002 ;
habrier 2005 ). Our result is not clearly ruled out by observations:

he high-mass slope of the IMF remains the subject of ongoing
nvestigation, complicated by the many practical difficulties and
odelling uncertainties inherent in measuring the IMF in real

alaxies and stellar systems (Bastian, Co v e y & Meyer 2010 ; Kroupa
t al. 2013 ; Offner et al. 2014 ; Hopkins 2018 ). Many individual
lusters and associations in the Milky Way have indeed been
eported to have α3 � −2, and compilations by Kroupa et al.
 2013 ) and Weisz et al. ( 2015 ) found α = −2.36 ± 0.4 and
2.15 ± 0.1, respectively, not significantly incompatible with our
2.0 ± 0.1. 
Ho we ver, clearly our slope is on the shallower end, so we also

ntertain the possibility that some limitation in the simulations
s artificially enhancing the formation of massive stars, as was
bviously true before we incorporated all feedback mechanisms (e.g.
aper 0 , Paper II ). There are several possibilities for this. 
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.3.1 Jet physics 

he simulation used the phenomenological jet feedback model of 
unningham et al. ( 2011 ), with parameters f w = f K = 0.3 based on
bservations, but the error-bars on the exact parameters are large, in 
art due to the difficulty of differentiating between directly launched 
et mass and entrained gas. For this reason, the momentum loading of
ets f w f K is better constrained than f W 

and f K individually. Rosen &
rumholz ( 2020 ) found their model, using parameters close to ours,
as in good agreement with measurements of momentum injection 

ate (force) as a function of protostellar luminosity (Maud et al. 2015 ;
ang et al. 2018 ). Ho we ver, if we adopted e.g. f w = 0.1 and f K = 1, the
omentum would be similar but the jet velocities would approach 
10 3 km s −1 for > 10 M � stars, which has been observed (Carrasco-

onz ́alez et al. 2010 ). Such jets would shock to temperatures T ∼
 p v 

2 /k B >> 10 6 K, abo v e the peak of the atomic cooling curve,
nd hence would have an energy-conserving phase in which PdV 

ork is done (Rosen et al. 2021 ), enhancing feedback efficiency and
otentially regulating massive SF. Our simulations with f W 

= 0.1 
nd f K = 1 in Paper II do show a hint of suppression of massive SF
ompared to the fiducial parameters, and we are following this up 
ith full feedback physics. 

.3.2 Unresolved disc fragmentation 

eatures smaller than ∼ 100 au are not generally well-resolved in 
ur simulation, and this prevents us from directly simulating the 
iscs that are observed to form around protostars (e.g. Tobin et al.
020 ). This prevents disc fragmentation on � 100 au scales in the
imulation, which might otherwise produce more-numerous, less- 
assive stars. This could potentially steepen the IMF if the effect 

s mass-dependent, which is plausible because high-mass discs are 
xpected to fragment, whereas low-mass discs are more likely to 
e stable (Krumholz et al. 2009 ; Kratter et al. 2010 ). Assessing the
mplications of disc fragmentation for the IMF will require higher- 
esolution ( �x ∼ 1 au, � m ∼ 10 −5 M �) simulations. 

Our simulation also assumes ideal MHD, so even if we could 
esolve discs it is not clear that discs would survive magnetic braking
e.g. Allen, Li & Shu 2003 ), and our preliminary experiments at
igher resolution suggest not. Ho we v er, the accurac y of the ideal
HD approximation breaks down at the low ionization fractions 

ften found in protostellar envelopes and discs (Wurster 2021 ), so by
eglecting non-ideal effects we may overestimate magnetic braking 
nd prevent disc formation and fragmentation (Zhao et al. 2021 ). 

.3.3 Feedback numerics and prescriptions 

he dominant feedback mechanism limiting the masses of the most 
assive stars is radiation, which we treat with a moments-based 
1 solver (Section 2.7.1 , Paper I ). Kim et al. ( 2017 ) performed a

ontrolled comparison of GMC simulations accounting for single- 
cattered radiation pressure with an M1 solver (Skinner & Ostriker 
013 ; Raskutti, Ostriker & Skinner 2016 ) and an adaptive ray-
racing solver (Wise & Abel 2011 ; Rosen et al. 2017 ), and found
he M1 solver systematically underestimated the ef fecti ve strength 
f radiation pressure (o v erestimating the final SFE compared to 
he ray-tracing run). Therefore, we may also be underestimating 
he strength of radiative feedback, and consequently over-producing 

assive stars. 
We may also be underestimating feedback by neglecting post- 
ain-sequence evolution (apart from our prescriptions for the Wolf- 
ayet phase and supernovae, Section 2 ). The O stars that dominate
he feedback budget in the simulation are expected to brighten 
increasing by a factor of ∼2 in bolometric luminosity), increasing 
he o v erall radiativ e feedback o v er time. This would not directly
ffect the dynamics of feedback in the immediate surroundings of 
 star as it accretes, but it might have an indirect effect, e.g. the
rightening of stars throughout the cloud could cause it to disrupt
arlier, cutting off the gas supply for massive stars. 

.3.4 Lack of developed turbulence or driving 

MCs are thought to be just one range of scales in a larger galactic
urbulent cascade, wherein energy couples on scales on the order 
f the galactic scale height and cascades down to the dissipation
cale (Mac Low & Klessen 2004 ; Hopkins 2012 ; Padoan et al.
016 ). For this reason, many simulations have modelled ongoing 
njection of turbulent energy on the largest scales of the cloud
ia a stirring procedure (e.g. Mac Low 1999 ), instead of allowing
urbulence to decay as we have. Haugbølle et al. ( 2018 ) and Paper
I found that their respective runs with turbulence stirring in a
eriodic box obtained a Salpeter ( 1955 )-like IMF slope, even lacking
eedback other than jets, 6 so it is possible that driving and/or
ully developed turbulence may be important missing ingredients. 
o we ver, Lane et al. ( 2021 ) noted that stirring setups in the literature
iffer from ours in multiple regards apart from just the driving, and
ound that boundary conditions in particular can have significant 
ffects on simulation results. The simulation setup developed in 
hat work will be used to make a more controlled comparison of
MC simulations with full feedback physics, both with and without 
riving. 

 C O N C L U S I O N S  

n this work we present some basic analyses of the first numerical
imulation of a star-forming GMC that simultaneously follows the 
ormation, accretion, and feedback of individual stars, includes all 
ajor feedback channels (protostellar jets, radiation, winds, and 
Ne), and evolves all the way to GMC disruption by feedback,
roducing a definite outcome of SF. Our main findings are as follows:

(i) The o v erall e volution of the GMC is qualitati vely consistent
ith that anticipated by previous global GMC simulations without 

elf-consistent SF: the cloud collapses, forms stars at an accelerating 
ate, and is unbound and disrupted by feedback, which quenches SF.
his entire sequence takes ∼ 8 Myr, or roughly two global free-fall

imes (Figs 1 , 2 ). 
(ii) The star cluster assembles hierarchically from dense substruc- 

ures, and the stars have systematic infall motions compared to the
MC as a whole (Fig. 3 ). The star cluster has a brief compact
hase with an ef fecti ve radius � 1 pc but does not survive gas
 v acuation, so the cluster becomes an unbound association expanding 
t 2 km s −1 with a ‘Hubble-like’ e xpansion la w (Fig. 4 ), similar
o recent kinematics measurements enabled by Gaia (Kuhn et al. 
019 ). 
(iii) Of the different feedback mechanisms, protostellar jets are 

 dominant source of feedback momentum throughout most of the 
F process (Fig. 6 ) and are important for regulating the IMF, but

hey cannot fully disrupt the cloud on their own (see also Paper II ).
nce suf ficiently massi ve stars form, their radiation and winds dri ve
MNRAS 512, 216–232 (2022) 
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of the STARFORGE framework: Section 4.3 and Paper I , §5.2. 
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xpanding bubbles that successfully disrupt the cloud and reduce the
ate of SF to a small fraction of its peak value. The one core-collapse
upernova in the simulation occurs at 8.3 Myr, too late to influence
F significantly, but it does have a significant effect on the cloud
inematics (Fig. 2 ). 
(iv) We analyse various fla v ours of SFE in the simulation (Sec-

ion 3.5 , Fig. 7 ), finding that the final integrated efficiency εint =
 per cent is within the range estimated from statistical modelling of
O and H α maps of nearby galaxies (Che v ance et al. 2020 ). The
er-free-fall efficiency εff behaves very dynamically, rising steeply
o a crescendo of 18 per cent , then dropping rapidly due to gas
 v acuation by feedback. We make some simple estimates of the
bserved SFE counterparts, and find good agreement with reported
easurements based on tracing gas and stars with CO and free–free

mission (Lee et al. 2016 ) and dust maps and YSO counts (Pokhrel
t al. 2020 , 2021 ), respectively. These SFE proxies respectiv ely o v er
nd underestimate the instantaneous scatter of εff compared to the
rue value. 

(v) Following the GMC evolution until termination of SF by
eedback allows us to measure a relatively unambiguous IMF. The
MF resembles the Chabrier ( 2005 ) form with a high-mass slope α =
2 ± 0.1 (Fig. 7 ) and is significantly more realistic than previous

terations of this simulation without full feedback ( P aper 0 , P aper
I ). Radiation and/or winds from massive stars limit the maximum
tellar mass in this cloud to 55 M � (versus > 400 M � with jets only)
nd moderate the high-mass tail of the IMF o v erall. The inte grated
olometric luminosity and ionizing photon rate of the cluster end up
ery close to that of an equal-mass cluster with a canonical IMF. 

(vi) We measure the time required for stars of different masses to
ccrete most of their mass after protostellar collapse (Fig. 9 ). The
verage value agrees with the 0 . 3 ± 0 . 1 Myr inferred from the proto-
tellar luminosity function (Offner & McKee 2011 ), but the accretion
ime-scale scales systematically with stellar mass, ∝ M 

0 . 43 
ZAMS with

ignificant scatter. Stars with M ZAMS > 10 M � assemble their mass
 v er 1 Myr on average and can take as long as 3 Myr, suggesting
hey do not get most of their mass from dense, turbulent, bound
ores (which w ould tak e an order of magnitude less time, McKee &
an 2003 ). Many stars also exceed the maximum accretion rate
redicted by the inertial-inflow model (Padoan et al. 2020 ) by an
rder of magnitude. The remaining major massive SF scenario –
ompetitive accretion – is not ruled out in the simulation, but will
equire further analysis to characterize. The latency of massive SF
as various important implications for observational diagnostics and
odelling of young star clusters (Section 4.2 ). 
(vii) We identify multiple star systems at the end of the simulation

nd measure the fraction of stars in multiples as a function of stellar
ass, finding good agreement with observations (Fig. 10 ). Unlike

arious other aspects of SF, this quantity has also been reproduced
y many prior calculations that considered more limited physics.
herefore, other properties of stellar multiples are likely to be more-
ensitive probes of SF physics. 

Ov erall, where ke y hallmarks of SF are concerned, such as the
MF, SFE, stellar accretion, star cluster kinematics, and stellar
ultiplicity, we have reached the point where there is no longer any

latantly unphysical prediction from the model that must be fixed
ith additional physics, as was the case before various important
echanisms like magnetic fields and feedback were accounted for

Guszejnov et al. 2018 , 2020 , 2021 ). On some level, the simulation
uccessfully reproduces these key phenomena – if and only if such
hysics is included. 
NRAS 512, 216–232 (2022) 
This represents some progress, but it would be premature to simply
eclare victory o v er the long-standing problem of modelling SF. 7 

ather, it is now time to look at the simulations and observations more
losely. Further progress on constraining SF models will require more
ensitive tests than the ones presented here, particularly by compar-
ng observations with realistic mock-observations in a statistically
igorous manner. It will also be useful to extend predictions down
o smaller scales with increased resolution, e.g. to study protostellar
isc and brown dwarf properties, which have their own constraints. In
he mean time, we anticipate that the current setup will pro v e useful
s a numerical laboratory for investigating SF physics in a controlled
ashion, extrapolating predictions to environments beyond the Solar
eighbourhood (including the massiv e, ∼10 6 M � comple x es that
ominate SF), and interpreting ambiguous observations. 
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