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DYNAMIC POLYMERS: INVARIANT MEASURES AND
ORDERING BY NOISE

YURI BAKHTIN AND HONG-BIN CHEN

ABSTRACT. We develop a dynamical approach to infinite volume directed polymer
measures in random environments. We define polymer dynamics in 1+ 1 dimension
as a stochastic gradient flow on polymers pinned at the origin, for energy involving
quadratic nearest neighbor interaction and local interaction with random environ-
ment. We prove existence and uniqueness of the solution, continuity of the flow, the
order-preserving property with respect to the coordinatewise partial order, and the
invariance of the asymptotic slope. We establish ordering by noise which means that
if two initial conditions have distinct slopes, then the associated solutions eventu-
ally get ordered coordinatewise. This, along with the shear-invariance property and
existing results on static infinite volume polymer measures, allows to prove that for
a fixed asymptotic slope and almost every realization of the environment, the poly-
mer dynamics has a unique invariant distribution given by a unique infinite volume
polymer measure, and, moreover, One Force — One Solution principle holds. We
also prove that every polymer measure is concentrated on paths with well-defined
asymptotic slopes and give an estimate on deviations from straight lines.

CONTENTS

Introduction
Background.
Main results
Extreme decompositions and transversal fluctuations of polymers
Setting and notation
Random potentials
Function spaces
Noise
Well-posedness of the SDE
Preliminary results
Existence and uniqueness
Proof of Theorem 3.2
Dynamics of infinite polymers
Monotonicity
Invariance of slopes
Infinite volume polymer measures
Invariance of IVPMs
Extreme IVPMs have asymptotic slopes
Ergodic IVPMs have asymptotic slopes
Ordering by noise
Proof of Lemma 6.2
Proof of Lemma 6.3
Proof of Lemma 6.5

One Force — One Solution Principle
1

O ~ Ot NN

11
11
12
18
22
22
23
25
27
27
29
31
31
32
34
38
40



2 YURI BAKHTIN AND HONG-BIN CHEN

7.1. Shear-invariance 40
7.2. Weak 1F1S 41
7.3. True 1F1S 46
References 48

1. INTRODUCTION

1.1. Background. The goal of this paper is to initiate the study of infinite volume
directed polymer measures in random potential from a dynamical point of view, with
the help of infinite-dimensional stochastic gradient flows in random potentials.

The term directed polymers applies to a variety of mathematical models of monomer
chains subject to local self-interactions and interactions with random environment,
see |Gia07], |[dHO09|, [Com17| and references therein.

For finite chains (often viewed as time-parametrized paths), random polymer mea-
sures are usually defined as Gibbs distributions with reference measure being the
distribution of a random walk and with Boltzmann—Gibbs weights given by the po-
tential accumulated by random walk paths from the random environment. This can
be done most naturally when either both endpoints are fixed (point-to-point poly-
mers) or when only one of them is fixed (point-to-line polymers).

Directed polymers are essential in the study of some basic PDEs with random
forcing. The classical Feynman-Kac formula for solutions of the Cauchy problem for
the linear heat equation with multiplicative potential can be interpreted in terms of
integration with respect to a polymer measure. In turn, one of the basic nonlinear
systems, the Burgers equation in dimension d € N with viscosity ¥ > 0 and external

forcing f = f(t,x),
Ou+ (u-Vy)u = gAxu + f,

(V. is the gradient and A, is the Laplace operator with respect to z € R?) considered
on gradient vector fields can be reduced to such a heat equation by the Hopf-Cole
transformation.

In recent papers [BL19|, [BL18| the polymer approach to the Burgers equation on
the line (d = 1) with random kick forcing f = —0, F' given by a random potential

F(t,x) = Fu(t,r) = > Fon(z)0n(t),

ne’

with kicks (F},) being i.i.d. weakly mixing stationary processes was instrumental in
the study of the ergodic properties of that random dynamical system.

The central part of the program realized in [BL19] was working with thermody-
namic limits of the polymer measures in the random forcing potential. Denoting the
space of polymer chains with asymptotic slope v € R? by S(v), in the one-dimensional
case, it was shown that for each v, with probability one there is a unique mea-
sure on infinite paths concentrated on S(v) and satisfying the Dobrushin-Lanford-
Ruelle (DLR) condition. The latter requires (see [Sin82] or [Geo88|) that the finite-
dimensional distributions conditioned on the complementary (infinitely many) coor-
dinates coincide with the point-to-point polymer measures defined as the Boltzmann—
Gibbs measures for finitely many degrees of freedom via the usual exponential for-
mula: given the temperature T = s, the potential F': N xR — R, and the endpoints
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Zo, T, € R, the Lebesgue density of the point-to-point polymer probability measure
on the path (z¢,x1,...,2,) is given, up to a normalizing factor, by

exp { - %(; V(o) + ; Fi(xi)) }

where 6;z = x; —x;_1 and V(r) = |r|*>/2. We give a more detailed technical definition
in Section 5.

Loosely speaking, these measures can be viewed as Gibbs measures on semi-infinite
polymer chains/paths z : {0} UN — R? with energy E(z) defined by

(1.1) E(z) =Y V(6x)+ Y Fi),

S €N

This series does not converge, but its increments under local perturbations of poly-
mers are well-defined.

Due to the presence of the quadratic term V' (d;x) (which in fluid dynamics terms
can be interpreted as the kinetic energy of the particle following path x, so that at
time ¢ it is located at z;), these infinite volume Gibbs measures can also be viewed
as (tilted) Discrete Gaussian Free Field in a random potential. They were shown to
be limits of a broad class of sequences of finite volume polymer measures. Besides
point-to-point, point-to-line polymers, this class includes point-to-distribution ones
where we fix one endpoint and the distribution of another point.

Crucially, these thermodynamic limits or infinite volume polymer measures are
then directly used in [BL19| to construct global stationary solutions of the Burgers
equation with kick random forcing, prove their uniqueness, and show that they serve
as skew-invariant one-point random attractors, thus proving the One Force — One
Solution principle (1F1S) on each ergodic component composed of functions with
fixed average (coinciding with the slope of the polymer). The existence-uniqueness
and other properties of IVPMs are central in the approach of [BL19] to the global
solutions of the Burgers equation. It is a powerful approach resulting in a more
detailed and precise description of the basin of attraction and mode of convergence
to the global solution given by the 1F1S than in more recent papers [DGR19], [Dun20],
where the same circle of problems was approached with PDE methods at the level of
the Markov semigroup.

In [BL18|, showing that IVPMs asymptotically concentrate near one-sided infinite
minimizers of the random Lagrangian action as the temperature goes to zero, was
in the core of the argument that the global stationary solutions of randomly forced
Burgers equation with zero viscosity studied in [Bak16] and [BCK14] are inviscid
limits of positive viscosity global solutions, and thus the inviscid limit also holds for
the invariant distributions.

Describing thermodynamic limits — and thus finding to which extent the local
interactions define the macroscopic state of the system — is a fundamental problem
for Gibbs distributions. There is a growing interest to IVPMs in random environment,
especially in connection with the study of Busemann functions playing the role of
global solutions of appropriate analogues of the Burgers/KPZ equations. Besides
[BL19], [BL18|, see [BK10|, [GRASY15], [GRAS16], [ARAS20], [JRA20a], [JRA20D]
studying lattice polymer models.
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In [BK18] a new notion of generalized polymer based on stochastic control is intro-
duced in the hope that it will be useful in studying a broader class of random systems
from the KPZ universality class.

For general kinetic energies or local self-interaction potentials V' and in higher di-
mensions the problem of existence and uniqueness of IVPMs in S(v) for a fixed v (i.e.,
with given asymptotic slope) is open and so is the problem of existence and unique-
ness of infinite one-sided geodesics (minimizers or ground states of the energy F)
in S(v). In this paper, we develop a dynamical point of view that can be useful in
addressing these issues.

A fundamental feature of a finite volume Gibbs measure known at least since the
analysis of the Fokker—Planck equations in [Kol37| is that it is a unique invariant
measure of a stochastic gradient flow with potential given by the energy function. To
remind the reader what this means, suppose that £ : R¥ — R is a smooth energy
function of Nd coordinates of N particles described by d coordinates each and T > 0
is the temperature parameter such that for the inverse temperature = T~!,

Z :/ e PE@ Ay < .
RNd

Then the Gibbs measure

p(dz) = 7 dz
is a unique invariant probability distribution for the diffusion process solving the SDE
(1.2) dX(t) = =VE(X(t))dt + V2TdWV (t),

where W (t) = (Wi(t),...,Wna(t)) is the standard Nd-dimensional Wiener process
with independent components. Moreover, the stochastic dynamics (1.2) is reversible
with respect to the Gibbs distribution pu.

It is natural to expect that a similar property holds for infinite volume (N = o)
Gibbs distributions including IVPMs. This suggests the following natural plan for ad-
dressing the existence/uniqueness issue for IVPMs corresponding to the case V(r) =
|7|?/2 in higher dimensions d > 2 (and, in principle, more general V). The existence
arguments from [BL19|-[BL18] translate to higher dimensions easily since they are
mostly based on the shear-invariance property of the directed polymer measures due
to the quadratic form of V. Thus for a given v, with probability one, there is an
IVPM on S(v). It is an invariant measure for the associated infinite-dimensional sto-
chastic gradient flow, and to prove its uniqueness, it is sufficient to prove that there
are no other invariant distributions. This unique ergodicity on S(v) seems plausible
because some forms of irreducibility and regularity of transition probabilities hold.
For the irreducibility /controllability /accessibility property one can show that for any
x € S(v) and any open set O in S(v) in an appropriate metric there are controls (noise
realizations) that bring the stochastic trajectory from z to O. Certain regularity of
transition probabilities perhaps short of the strong Feller property should follow from
the elliptic nature of the additive noise forcing all the coordinates independently. It is
also plausible that a similar approach based on reversible Markov chains might work
for lattice polymers.

We reserve this program for a future publication and note that even the identity be-
tween Gibbs and invariant distributions is far from trivial in infinite dimensions. Be-
sides the fact that the DLR formalism for infinite volume Gibbs measures (see [Sin82]
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or |Geo88|) does not provide their explicit representations, one must also deal with
infinite-dimensional gradient flows, probability distributions, and diffusions, and the
Fokker—Planck equations must be made sense of in infinite dimensions if one wants
to use them. In several cases, these complications have been overcome, and infi-
nite volume Gibbs measures have been studied as invariant for reversible dynamics
in infinite-dimensional configuration spaces, see [Fri82|, [Lig85|, [FS97|, [AKRTO01]
[BRWO04|, [JK19].

The results and techniques from these papers do not apply to our polymer setting.
A distinctive feature of our setup is that the energy function is generated by an
unbounded random stationary potential in d+ 1 dimensions. We note though that in
the case of bounded potentials, the conditions of the theorem on equivalence between
the Gibbs and invariance properties from [Fri82| are satisfied. That result is based on
the analysis of free energy, an approach completely different from ours. The fact that
every IVPM is invariant under (1.2) seems very robust but the converse is harder to
verify directly in our setting. In the bounded potential case, some of our arguments
can also be simplified.

1.2. Main results. We hope that eventually the dynamic polymers that we intro-
duce below in (1.3) or their generalizations will be useful, in a variety of settings,
in understanding the existence-uniqueness and other properties of static IVPMs pro-
viding a direct description of global solutions of the Burgers equation in various
dimensions and under various kinds of forcing (see [BL19] and a discussion of global
solutions for more general Hamilton—Jacobi equations and the associated generalized
polymers in [BK18|). In this paper, rather than using stochastic dynamics to derive
properties of Gibbs measures as the program presented above suggests, we are going
to explore it backwards in the 1 + 1-dimensional setting studied in [BL19]|, [BL1§|,
where the existence and uniqueness of IVPMs is known, and prove several results
concerning the dynamics of the associated infinite dimensional stochastic flows.

Thus we assume that d = 1, V(r) = r?/2, and impose just a few requirements on
the random potential (Fj () z)enxr: (Fk)ren form anii.d. sequence and (Fi(2))zer
is a weakly mixing stationary process with finite exponential moments. We give a
complete set of requirements on the random potential in Section 2.1 including a couple
of additional technical ones such as C?(R)-smoothness of realizations and the presence
of large almost flat regions that is needed to prove an ordering by noise theorem.
Here we just note that a broad class of stationary processes is covered including
asymptotically decorrelating Gaussian processes and shot-noise type processes with
bounded compactly supported kernels.

In this setting, we study gradient-type stochastic dynamics on infinite polymer
chains z : {0} UN — R pinned at 0 (X,(¢) = 0) with Gaussian white noise acting on
all coordinates and a random drift that depends on neighboring coordinates and the
random potential:

(1.3) AX,(t) = —ViE(X()dt + odWi(t), i€ N,

where 0 = V2T (the temperature T = s € (0,00) is fixed along with the inverse
temperature p = T~! ), the gradient VFE(z) is understood as a formal application of
the partial derivative to the formal expression E(x) given in (1.1):

—ViE(x) = =0, FE(x) = (Az)g + fe(xr), keN.
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where the discrete Laplacian Ay can be written as

(1.4) At = 018 — Opt = X1 — 22 + xp1, k EN,
so (1.3) can be rewritten as

(1.5) dX(t) = Ap X (t)dt + fi(Xe(t))dt + odWi(t), k€ N.

We begin our study with solutions of the polymer dynamics (1.3) on finite time
intervals. We introduce appropriate metric spaces of polymers and prove that the
Galerkin approximations to (1.3) define the dynamics uniquely and show that the
resulting solution maps form a continuous and order-preserving random dynamical
system (RDS), a self-consistent family of solution maps (®%y)e0, associated with
the potential realization F' and the noise realization W. Here the order-preserving
property or monotonicity means that if 2 = y, then ®% o = ®% -y, where = stands
for coordinatewise comparison: we write x = y if x; > y; for all k € N.

We also show that for each v € R, the space S(v) is a.s.-invariant under (®% ).

These results are given in Sections 3 and 4 after introducing the setting in Section 2.

Then we study the long-term properties of the polymer dynamics. Let us collect
our main results and state them in the form of one theorem:

Theorem 1.1.

L. For almost all realizations of F': every IVPM 1s invariant for the Markov process
generated by (1.3).

II. (Unique ergodicity; identity between Gibbs and invariant measures for a fized
slope; mixing.) For fized v € R and for almost every realization of the poten-
tial F': (1) the unique IVPM pp, on S(v) constructed in |[BL19] is also a unique
invariant distribution on S(v) for the Markov process generated by (1.3); (ii)
this Markov process is mizing with respect to [ip,,.

III. (1F18S.) For fized v € R and for almost every realization of the potential F', the
RDS generated by (1.3) on S(v) a.s.-admits a unique stationary nonanticipating
global solution serving as a one-point global pullback attractor on S(v).

IV. (Ordering by noise.) For almost every realization of the potential F' and noise W,
if 2t € S(v1), 2% € S(vy) and vy > vy, then there is ty = to(F, W, 2%, 2%) > 0
such that ®% yat = O ya® for t > t.

We prove part I in Section 5. This is a general statement not involving specific
slopes. Once we fix a slope value v € R, much more information is provided by
parts II and III proven in Section 7.

Unique ergodicity (uniqueness of an invariant distribution in part II) implies, in
particular, that if we fix an asymptotic slope v, then for typical initial conditions
with respect to the IVPM pp, and typical noise realizations, empirical measures for
the dynamics (time averages or normalized occupation measures) converge to fig,.
Mixing is a stronger property. It means that for every initial condition z € S(v), the
distribution of ®%y converges to jup, as t — oo.

The 1F1S principle on each S(v) (part III) is a stronger statement which we are
able to prove using the additional structure of the system. In fact, we first prove
that every IVPM is invariant directly, but to prove the converse implication and the
mixing property we have to rely on the 1F1S principle.

It is natural to expect 1F1S (also known as synchronization) in order-preserving
systems (i.e., systems with monotonicity property, which is tightly related to the
maximum principle), one example being the study of the Burgers equation and other
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HJB-type systems, see |[BL19| and references therein. Moreover, there are general
theorems deriving synchronization from monotonicity under additional assumptions,
see [FGS17|. However, these additional assumptions (mixing with respect to a unique
invariant distribution and concentration of the measure on intervals) are too restric-
tive to be useful for us before the unique ergodicity is established. So we derive
unique ergodicity and mixing from 1F1S (part II from part III) and not the other
way around.

In fact, we first prove a weaker form of 1F1S in Section 7.2, in terms of sample
Markov measures and then upgrade it to the strong 1F1S in Section 7.3.

The proof of the weaker form of 1F1S relies, in turn, on two properties. One is the
skew-invariance of the dynamics and the IVPMs with respect to shear transforma-
tions. This is the result of our assumption on the quadratic nature of V(r) = r2/2.
We address it in Section 7.1. The other important property (part IV) is a strength-
ening of monotonicity that we call ordering by noise and prove in Section 6.

For a typical random environment, in the absence of noise, there are many local
minima of the potential and the solutions of the deterministic counterpart of (1.3)
with ¢ = 0 may get stuck at local energy minimizers and never get ordered. Thus
ordering or monotonization phenomenon happens due to the presence of noise.

Other related terms existing in the literature are noise-induced order and order
from noise. The former describes situations where increasing the noise level makes
the leading Lyapunov exponent of the linearization of the stochastic system negative
(so synchronization occurs). The latter is a broader term more relevant for us. It
goes back to [vF03] and reflects the situation where due to noisy inputs the system
has a chance to explore larger parts of the configuration space avoiding local traps
and approaching the ground state. The concept of order from noise is relevant in
Markov Chain Monte Carlo algorithms [Win95|, in the stochastic gradient descent in
deep learning [GBC16/|, in the modern view of biological evolution [Kooll]. In our
setting, we can actually speak of an emerging total order since it is immediate to
generalize part IV to any number of initial conditions with distinct slopes.

We prove the ordering by noise property under the assumption of presence of large
regions where the potential is almost flat. The mechanism of ordering that we exploit
is based on a recurrence property for the polymer dynamics with respect to those
flat regions and comparison of the polymer dynamics with solutions of homogeneous
linear equation on those regions. However, we believe that the ordering holds (perhaps
taking extremely long times) for a broader class of potentials like periodic ones where
our assumption fails.

1.3. Extreme decompositions and transversal fluctuations of polymers.

Part II of Theorem 1.1 falls short of a complete description of the ergodic decom-
position for the Markov process generated by (1.3). It only says that once we fix v,
the measure pp, is ergodic with probability 1. One could also be interested in joint
behavior for all v € R simultaneously. In principle, it can be more complicated due
to the presence of uncountably many exceptional sets, one per each v € R. However,
a natural conjectural picture for almost every realization of F' is the following:

For each v € R, S(v) supports a unique ergodic measure, jtf,; there are no other
ergodic measures, and thus every invariant distribution is a mixture of ug,, v € R.
Every invariant measure is an I[VPM and vice versa. FEach ergodic measure is an
extreme IVPM and vice versa. For each v € R, S(v) supports a unique extreme
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IVPM, piF,; there are no other extreme IVPMs, so that every IVPM is a mixture of
HEy, U E R.

An equivalent way to state this is to say that two convex sets — (i) all ergodic
measures for polymer dynamics and (ii) all IVPMs — coincide, and the set of their
extreme points (measures that are not mixtures of other measures from the same
set) coincides with {up,}oer. See [Geo88, Chapter 7| for generalities on extreme
decompositions of infinite volume Gibbs measures.

Moreover, we believe that the conjecture stated above for our model actually ex-
tends to a much broader class of self-interaction energies V(-) and, more generally,
for a broad class of directed polymer models. In Section 5, we prove the following
result towards this conjecture:

Theorem 1.2. For almost every realization of F, the following holds: if (i) u is
an extreme IVPM or (i) p is an ergodic measure for the Markov polymer dynamics
generated by (1.3) and an IVPM, then there is v € R such that p is concentrated
on S(v). Since every IVPM is a mizture of extreme ones, each IVPM is concentrated
on paths with well-defined slopes.

The results of [BL19] state a.s.-existence of IVPMs concentrated on S(v) simul-
taneously for all v € R and a.s.-uniqueness for individual values of v. The proofs
actually allow to conclude that there are at most countably many non-uniqueness
values of v at the same time which is still short of the conjectural picture above.

For the zero temperature (or viscosity in the Burgers/KPZ terms) case, an anal-
ogous conjecture would be that for almost every potential ' and simultaneously for
all v € R, there is a unique one-sided ground state (semi-infinite energy minimizer, or
geodesic) in S(v). Most likely, this is false, in analogy with the a.s.-presence of shocks
in global solutions of Burgers equation, see also [JRAS20]|, where related questions
were studied for a last passage percolation lattice model.

Theorem 1.2 means that transversal fluctuations of polymer paths under IVPMs
are sublinear. Extending its proof and using the tools developed in [BL19|, we are
able to obtain an additional upper bound on transversal fluctuations in Section 5.2:

Theorem 1.3. For every & > 3/4, there is Q > 0 such that for every v € R, for
almost every realization of F, for pup,-a.e. polymer path x, |x, — vk| < QK for
sufficiently large k.

In other words, the transversal fluctuation exponent & for polymers under any
IVPM is bounded above by 3/4. The KPZ universality suggests that the correct
value for & is 2/3, see, e.g., [BK18|, but this remains an open problem for our model.
Of course, our estimate matches the upper bound established in [BL19] on ¢ defined
for a sequence of polymer measures on paths of growing length.

One expects (see [BK18|) that in dimension 1 + 1, for each v € R the IVPM (and
stationary distribution for the dynamic polymer) pir, is localized. This localization
statement means that under pg, the deviations of polymers from a certain path
(fluctuating with the KPZ exponent 2/3) behave like a stationary process. Such
localization statement has been obtained in the more traditional setting of polymers
of growing finite length in [BS20| following the pioneering ideas of [BC20| and using
the topology on the space of measures introduced in [MV16].
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2. SETTING AND NOTATION

2.1. Random potentials. Let us describe the probability space (F, F,F) of random
potentials defined on N x R. We denote the space of real-valued twice continuously
differentiable functions on R by €%(R). We define a metric on ¢*(R) by

ey (v,7) =D 27" <1 Ay = 7’||<52<[n,n1>)

n=1

where H’Y - 7/ €2([-n,;n]) — Z?:o Supse[—n,n] |%(7(8> - 7/<S))|-
We assume that F is the space of functions F' : N x R — R such that F, : R - R
is in €*(R) for each k € N. Let F be the completion with respect to F of the Borel

o-algebra generated by (%Q(R), dch(R))N. Throughout, for each F' € F, we set
(2.1) flz) = (fk(xk))keN = (- F,Q(mk))keN, r = (11,19,...) €RY,

where F} is the first-order derivative of Fj. We assume that the probability measure
F on (IF, F) satisfies the following conditions:

— F is invariant under translations defined by
(2.2) (O™ F) (1) = Fgn(r+a), (n,a) € (NU{0}) xR, (m,r) € NxR.

Moreover, (Fi(-))ken forms an i.i.d. sequence.
—  The action of the group of spatial shifts (©%¢),cp is ergodic on F. In particular,
for each k € N, Fi(+) is an ergodic process.

—  For the inverse temperature = T~ = »71,

Fexp (— BF1(0)) < oo.

Here and throughout the paper, we use P£ or P[] to denote expectation of a
r.v. £ with respect to a probability measure P.
— For some n > 0,

(2.3) Fexp (]| Fillez(-1,17)) < oo

— The following holds F-a.s.: for every n € N, every [ > 0 and every § > 0,
there is a € R such that

(2.4) \fr(r)] <9, forall (k,r) e {1,2,....,n} x[a—1,a+1].

Remark 2.1. The results of [BL19] on IVPMs were obtained under all these restric-
tions with two exceptions. One is the condition on the ¢?-norm in (2.3) replacing a
similar condition on the sup-norm in [BL19] . Another is the “presence of flatness”
condition (2.4) which was not needed in [BL19] at all, and in the present paper is
only used in Section 6 and Section 7. Section 3 and Section 4 are independent of the
results of [BL19| and require only (2.3) and the invariance of F under (2.2).

It is easy to see that the conditions above define a broad class of random potentials
including stationary Gaussian processes with decaying correlations and stationary
processes of shot noise type based on contributions from configuration points of a
Poisson point process.
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The i.i.d. assumption implies that besides the invariance under the action of shift
semigroup © = (0™%), the measure F is also invariant under the action of the shear
group = = (Z"), where the shear transformation =¥, v € R, is defined by
(2.5) (E°F)(z) = (Fi(zy, — kv)) z € RY.

keN’

2.2. Function spaces. For a € (0,00) and p € [1,00], we define || - ||o, : RN —
[0, +00] by, for z € RY,
1
P\ P
) ) p < w?

Tk

ka

llap = (Z

keN

(2.6)
||

= sup .
,00
keN k@

||

Accordingly, we set
X ={z € R": [|z]lap < o0}

It can be readily checked that X*? equipped with the norm ||- ||, , is a Banach space.
We mainly work with («,p) in

(2.7) 1= {(a,p) € (0,+00) x [1,+0d] : ap > 1}.
We will often refer to the following obvious statement:

Lemma 2.2. If (2"),en converges to x in X*P for some (o, p) € (0,00) x [1,00],
then lim,,_,o 2} = x, in R for every k € N.

Next, we introduce spaces for continuous paths. For two real numbers ¢; < t, and
a Banach space X with norm ||-[||, we denote by € (1, t2; X) the space of continuous
X-valued functions on [t1, t5] and €' (R; X) the space of X-valued continuous functions
on R. We equip € (t1,t9; X) with the norm

“(i2x) = Sup [y (s)ll,
SG[tth]
and equip % (R; X) with the LU (local uniform) metric
‘@”(—n,n;X)) :
Here, we used the notation a A b = min{a, b} for real numbers a,b. Later, we will
also write a V b = max{a, b}.

ek

28 el = L2 (1A -

n=1

Lastly, for a linear space X we denote the set of linear endomorphisms of X by
Z(X); for a Banach space X with norm ||-|||, we denote the set of bounded linear
endomorphisms of X by %4,(X) (omitting the dependence on the norm for brevity).

We often abbreviate a normed space like (X, ||-||) to X and speak about the topol-
ogy, the Borel g-algebra of X, or continuity in X, omitting an explicit reference to the
norm. Our main spaces are X*? equipped with || - ||, the real line with Euclidean
norm, and RY with the product topology which is characterized by the coordinatewise
convergence and is metrizable. We note that X®? is Polish for p < oo and RY is also
Polish.
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For a topological space X, we denote by B(X) the associated Borel o-algebra. It
is easy to see that

X*? ¢ BRY), (a,p) €Il

Due to the lack of separability in X%, we need a o-algebra generated by a weaker
topology. For («, p) € I, we introduce

(2.9) B** = {ENX*?: E ¢ BRY)}.

We mostly work with the measurable spaces (X*?, B*P) and (RN, B(RY)). The lemma
below shows that, for p < co, B“? coincides with the o-algebra generated by the
strong topology.

Lemma 2.3. If p < oo, then B*? = B(X*P).

Proof. The result follows from the separability of X*P and observations that every
closed ball in B(X*?) belongs to B(RY) and that cylindrical sets in B(RY) intersected
with X*? belong to B(X*P). O

2.3. Noise. Let us describe the probability space (W, W, W) supporting the two-
sided RN-valued Wiener process. We identify W with (%5(R;R))Y, the countable
product of real-valued continuous functions Wy, k € N, defined on R and satisfying
Wi(0) = 0. Under W, the components of W = (Wy)rey € W are independent
standard two-sided Wiener processes. We assume that V is complete with respect
to W. For any interval I C R, we define W, to be the completion of

U{W(T2)_W(T1)3 ri,re € I 1 §7’2}

under W. In addition, we define W, = Wi _o 4, t € R. We call a stochastic process
(Xt)ter nonanticipating if it is adapted to the filtration (W, )er-
The group of time shifts 6 = (6°)scr acting on W is defined by

(2.10) W) =W(t+s)—W(s), s tekR.

These shifts preserve W. We will also show in Lemma 3.8 that W is a continuous
process in X*? under W for all (o, p) € 1.

3. WELL-POSEDNESS OF THE SDE

We will consider a slightly more general system than (1.5). Recalling the definition
of fin (2.1), fixing an arbitrary ¢ = V2T > 0 and A € Z(R"), we consider the SDE

dX(t) = (AX () + f(X(t))dt + odW (1), tER,

(3:1) X(0) = x.

Definition 3.1. For z € RN, A € Z(RY), F € Fand W € W, we say that X is a
solution of (3.1) and write X € S(z, A, F,W) if X, AX € (¢(R; ]R))N and

(32)  Xu(t) =ap + /t (AeX (s) + fu(Xi(s))dt + oWi(t), keEN, t€R.

Here, Ay = (Ay)y, for y € RY.
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Note that this is a pathwise definition, it does not involve any stochastic integrals
or probability at all. We are mostly interested in the forward solutions (¢t > 0) but
solving the equation backwards (f < 0) also makes sense for bounded operators A,
see below.

For a topological space X, we denote

S(x, A, F,W;X)=8(z, A, F,IW)N€(R; X).

The following well-posedness result will be proved in the next section. We recall the
definitions of II in (2.7) and B*? in (2.9).

Theorem 3.2. There are full measure sets Fy € F and Wy € W such that the
following holds. Let (c, p), (o/,p") satisfy

(3.3) (a,p), (@, p) ell; p<oo; (o —a)p >1.
Let
(3.4) A € L(XP) N L (XY,

Then, there is a map
d: Rx XY xFyx Wy — X¥P

with the following properties:

1. Measurability: ® is (B(R) x B*? x F x W, B*P)-measurable, and progressively
measurable, i.e., for every t € R, the restricted map

Dl 0 I x XY x Fg x Wy — XP

is (B(I;) x B*? x F x Wy,, B*P)-measurable, where I = [0 At, 0V t].
2. Solving the SDE: for each (x, F,W) € X*? x Fq x Wy, the map ®(-,z, F,W) is a
unique solution to (3.1) in the sense that
{®(, 2, FW)} =Sz, A, F,IW; X*P).
3. Continuous dependence: for each F € Fy, the map
R x XY x Wy (t,z, W) O(t,x, FW) €X*P

is continuous. Here Wy is endowed with the topology induced from € (R; X%P).
4. Cocycle property: for each F' € Fy and W € Wy, the maps

(3.5) QD%W =®(t, -, F, W) XWP — X¥P
satisfy
1. @%W 15 the identity map on X*P,
ii. Ppiy = Phgoyy © Phyy for all s,t € R.

Remark 3.3. The sets Fy and W, are described in Lemma 3.7 and Lemma 3.8,
respectively. In particular, we have 0 € Fy and 0 € W,,.

Remark 3.4. Throughout the paper, in a slight abuse of notation, we will not
distinguish between F, W and their restrictions to Fy and W,. The same goes for
the restrictions of measures F and W to those o-algebras.

3.1. Preliminary results. We denote by C a positive constant, which may vary
from instance to instance.
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3.1.1. Conditions for the Cauchy property and convergence.

Lemma 3.5. Suppose X" € S(a™, A", F",W"™; X*P) for all n € N and for some
(o, p) € (0,00) x [1,00]. Further assume

—  (2")nen 18 Cauchy in X*P;

—  (W™)pen is Cauchy in € (R; X*P);

—  for each T > 0, there are C' > 0 and real (O )k jen with limy ;o0 0 ; = 0
such that the following holds for all m,n € N and s € [-T,T],

(3.6) [A™X™(s) = A" X" (8)[lap < Omn + CIX™(s) = X (8)lap-

— for each T > 0, there are K,v > 0 and real (6 ;)1 jen with limy, ;o0 0y ; =0
such that the following holds for all m,n € N and s € [-T,T],

(3.7)
LX) = X () lap < G+ K inf (N7 4 [1X7(5) = X7(5)|ap log V).
Then, the sequence (X™)nen is Cauchy in € (R; X*P).

Proof of Lemma 3.5. For convenience, we write || - || = || - ||a,p and X = X*? in this
proof. By the definition of the metric in (2.8), we only need to show that (X™),cn is
Cauchy in €' (—T,T;X) for any fixed T' > 0. We only prove the Cauchy property in
% (0,T;X); the other part is similar.

Recalling K from (3.7), we choose k € N large enough to ensure
T
(3.8) v+ K— <0.
K

Set T = %T, for j = 0,1,2,...,k. The plan is to show the Cauchy property of
(X™)nen in €(T}, Tj41; X) iteratively. By Definition 3.1, the solution X" satisfies

X"(t) = 2" + /0 t (A”X”(s) +fm (X"(s)))ds +oWn(),
understood in the sense of (3.2). For ¢t € [0, 7] we write
X7 () = X" (@)
t
< Jlam — " + / (1147 X7 (5) = A"X7(8)]| 4+ | f™ (X" () = ["(X" ()]l ) s
+o|[Wm(t) = W@,

and apply Gronwall’s inequality, (3.6), and (3.7) to obtain

[X™ = X lg0,1:%)

< <||xm — 2"+ o[ W™ = W™l 0,1:%) + Omn + Oy + KTlN_“)e(C+K1°gN)T1.
For any € > 0, by (3.8), we can set N large enough to ensure

KT N velC+Klos N)Ti _ (KTleCTl)vaJrKTl e

With this choice of N, for sufficiently large m,n, we also have

(e =& + oW — W

C+K log N)T:
¢(0,11;X) T (Smm + (5,/71771) e(C+Klog N)T < €.

The last three displays imply now that (X"),ey is Cauchy in €(0,77; X).
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To proceed, let us assume that (X"),ey is Cauchy in €' (7;_1, T;; X) for some j > 1.
For each n and t > T}, we have

t

X"(t) = X"(T}) +/ (AX”(s) + f”(X”(s)))ds+oW”(t) — oW (T)).

7;
Analogously, Gronwall’s inequality together with (3.6) and (3.7) implies

X7 Xty < (IX7(T) = XA+ W7 = W,
+0mmn + Oy + KTlN*U)e(mKlogN)Tl.

Similar to the analysis on [0,7}], we first take N sufficiently large and then m,n
sufficiently large to obtain the Cauchy property in € (7}, T;41; X). This completes the
inductive step thus proving that the sequence (X™),en is Cauchy in ¢’ (R; X*?). O

We also need a convergence version of Lemma 3.5 which can be proved analogously:

Lemma 3.6. Suppose X™ € S(z", A", F*, W™, X*P) for all n € NU {cc} and for
some (a,p) € (0,00) X [1,00]. Further assume

—  lim, o 2" = 2% in XYP;

— im0 W™ = W™ in €(R; X*P);

—  for each T > 0, there are C' > 0 and real (0y)gen with limyg_,o 0 = 0 such
that the following holds for allm € N and s € [T, T],

A" X" (s) — A®X(5)|lap < 6 + [ X" () = X(5)||ap-

—  for each T > 0, there are K,v > 0 and real (6},)ken with limy_,o 0, = 0 such
that the following holds for allm € N and s € [T, T],

L (X7(8) = f2 (X))l < 6, + K nf (N7 4 [[X7(5) = X>(5)]|ap log V).
Then, lim,, o X" = X in € (R; X*P).
3.1.2. Properties of the random potential.

Lemma 3.7. Let Fy C T be the set of potentials F' with the following properties:
(1) there is a positive constant C' > 0 such that

£er) < C(L+logh +log, [r]), keN, rek,

where log, = log V0,
(2) for every (a,p) € 11 (see (2.7)), every M > 0 and every u,c € R, there are
C,v > 0 such that

17) ~ F@)lap < C in (N7 + o — yllaplog ),
holds for all x,y € RY satisfying |2 —2||ap, |y — 2|l ap < M where z = (ku+c)gen-

Then, Fy € F and F(Fy) = 1. In addition, Fy is invariant under the action of the
shift semigroup © defined in (2.2) and the shear group = defined in (2.5).

In the remaining part of this section, we often apply Lemma 3.7(2) with u,c = 0
to x,y € X*P satisfying [|2||ap, [|¥]lap < M.
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Proof of Lemma 3.7. We use the Borel-Cantelli lemma and the completeness of F
to verify the claim. First, we construct a full measure set of potentials having prop-
erty (1). For k € N, n € Z and ¢ € R, set

£ — exp (n up rfz<rﬂ)-
re€[n,n+1]

Using (2.3), the invariance of F under (2.2) (so F&,, = F& o), and the Markov
inequality, we have

Féin
S Fan > B+ 07 < Y m

keN,nezZ keN,nezZ

1
= Féuo Z k2( ]n[+1)

keN,neZ

The Borel-Cantelli lemma implies the existence of a full measure set F € F such
that for each F' € F there is £ € N such that &, < k*(|n|+ 1)? for all k,n satisfying
k + |n| > k. Hence, for all k, n satisfying k + |n| > x, we have

Fi(r) < 2n " (logk +log(ln| + 1)) < C(logk +log, |r]), r € [n,n+1].

Since each F}, is continuously differentiable, we can adjust the constant C' > 0 in this
inequality to ensure that

F(r)<C, renn+1]

holds also f01; k and n satisfying k + |n| < k. Hence, property (1) holds for all
potentials in IF.

Now we turn to property (2). We first construct a full measure set F and then

show that the desired property holds on F.
Let M./ € QN (0,00), v/, € Q, and

(3.9) 2= (ku' 4+ ) en-
For o' > 0 to be specified later, we set
(3.10) ap = M'k™, b, =+"logk, ke N.

Counsider the event

moo{ oy UOEDZRCEAL ) g

(r)€ |-k ax)2 | — /|

For m,n € Z with even m—n, we set By, , = (m,n)+{(s1, s2) : |s1|+]|s2| < 1}. These
sets cover R?. The number of B, ,, with m = n and intersecting [—ay, ax]* nontrivially
is bounded by Cay. For (r,r') € B,,,, with m = n, we have (r,r’) € (m,n)+[—1, 1]%.
Hence, for such (m,n), by (2.3) and the invariance of F under (2.2), we have

3 LES EVIEE NN
(r,r

sup ;
7 YEBm n [ — 1|

cof gy BOEDACED ) oom
(r,r

) E[-1,1)2 r— 7|
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The rest of [—ay, ax]? can be covered by at most Ca? many B, with m # n. Note
that for (r,7") € B,,, with m # n, we must have |r — /| > 1. Hence, if m # n, we
get, by (2.2) and (2.3), that
o / /
F{ sup |fi(r + 2) — (' + 23)| > bk}
(

7" )YEBm.n |7n - 7”/|

1 1 .
= F{ sup | fi(r +2)] = §bk} + F{ sup [ fu(r’ + 2)] = §bk} < Ce 3%,

rém+[—1,1] r'en4[—1,1]
Applying the union bound, we obtain

F(E) < S F{(am ’ﬁ“+%ﬂ—hwwﬁ@|2m}

7)EBm.n |r—7r/|

m,n: B(m,n)N[—ag,ar]2#0

_ _n
< Cape ™ + Caze 2bk

To have ), . F(E)) < 0o, we only need to ensure

Z ale” 3% = M2 Z 231 < oo
k>1 k
It suffices to make sure that
1
577’7’ —2a' > 1,

which is possible by choosing +' sufficiently large. Then, the Borel-Cantelli lemma
implies that there is a full measure set Fyp o .~ such that for each F' € Fap oy
there is a constant x > 0 such that

wp  lr ) = 5674 )

r,r' €[—ag,ak] |7n - Tl'

<bg, k>k.

For k < k, we can find a large constant C' > 1 such that the left-hand side of the
above display is bounded by C'. Hence,

(3.11) sup ulr + 21) = Jilr' + 1) <C(l1+1b), keN.

ror'€[—ag,ar] ’7” - 71/|

Now, we set

(3.12) F=Fn (| Fuawe
M’ o/ eQn(0,00)
u',c'eQ
where F is the full measure set on which property (1) holds.

Since in the following we will need an approximation argument, let us summarize
the above for convenience: on F, for every M';o/ € Q N (0,00), v/, € Q and
2 = Z'(u, ) defined in (3.9), there is ' > 0 such that (3.11) holds for ay, by given
in (3.10).

Now let us now show that property (2) holds on F. Let z,(a,p), M, u,c be given
in the statement of (2). For simplicity, we write || - || = || - |lap. For all z,y € RY
satisfying ||z — z||, |ly — z|| < M, the definition of the norm in (2.6) gives that

|z — ku—¢|, |y — ku—c| < Mk, keN.
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Then, we fix some v/, ¢ € Q sufficiently close to u, ¢, and some M’ o/ € QN (0, 00)
sufficiently large to ensure that, for all such =z, y,
(3.13) lzk — 21)y |k — 2] < ag, k€N

for z;, and ay given in (3.9) and (3.10), respectively.
To estimate ||f(x) — f(y)||, using (3.13) and (3.11), we get

(3.14) [ fre(wr) = frlyr)| < C(L 4 bi)|ze — -
By property (1), we also have
| fe(xr) — fi(ye)| < C(1 +logk + log, |2y — 2] + log, |2;]
+log, [ye — 2| +logy |z]) < C(1+logk),

where (3.13) is used in the last inequality. We distinguish two cases: p < oo or
p = oo. In the first case, taking any natural number N > 1 , applying (3.14) to
k < N and (3.15) tor kK > N, we obtain

1) = I = 3 1fiew) = il Ph

(3.15)

keN
<O+ by)|ag — P + > C(1 + log k)Pk™e”
k<N E>N
SCA+by)le—yllP+C D korT

k>N
< Clog N)||lz — y||P + CNoH1H2,
where we fix some § € (0,ap—1). If p = oo, then applying (3.14) to £ < N and (3.15)
to k > N, we obtain
1f (@) = f)ll = sup | fe@i) — fiyn) K~
< sup C(1 + by)|zr — yrlk™ 4+ sup C(1 + log k) k™
k<N k>N
< C(+by)l|r —yl| + CN"*log N
< Clog Nz —y[| + CN~**,

for some ¢ € (0, ). Hence, property (2) holds on F.

In conclusion, the set F defined in (3.12) is measurable and has full measure as
a countable intersection of full measure sets, and the properties (1) and (2) hold

for each F € F. Hence F C Fo. By the completeness of F, we conclude that
Fo € F and F(Fy) = 1. Checking the invariance under the action of © and E is
straightforward. O

3.1.3. Properties of the noise.

Lemma 3.8. Let Wy = W (N ¢ (R; X*P)) where W s the set on which W,
satisfies the law of the iterated logarithm for every k € N, i.e, for every W &€ W,

. (Wi (@)
1 — =1, k e N.
ltriliip Vv 2tloglogt

Then Wy € W and W(Wy) = 1. In addition, Wy is invariant under the action of the
time shifts 0 = (6") defined in (2.10).

a,pell
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Proof. Let (o, p) € II. If p < oo, then applying the Minkowski integral inequality
and estimates of Gaussian moments, we can obtain, for g > 2,

g

Wl () = W), =W( X i) - Wt i)

keN

< (Z <W|Wk(t1) - Wk(to)|q)§k_ap>g < Clty —to|2.

keN

Due to ¢/2 > 1 and the completeness of X*? the Kolmogorov—Chentsov continuity
theorem implies that ¢ — W (t) is Holder-continuous in X*? W-a.s. If p = oo, we
choose ¢ > 0 so large that ¢ > 2 and ag > 1. Then, using bounds for Gaussian
moments, we have

W () - Wo)|[" = W(?Jéﬁ? Wety) - Wk(to)}qk—aq)

< 37 (WIIWi(tr) - Wilto)| )k~ < Oty — 1]
keN
We take the intersection of all these full measure sets indexed by rational «, rational p
and p = oo. This set is thus measure and contained in [, , ¢ (R; X*?). By the com-

pleteness of W, we conclude that [, , (R; X*?) € W and W ( N, € (R; X)) = 1.
On the other hand, the law of the iterated logarithm is a classical result implying
W e W and W(W) = 1. Checking the shift-invariance of W is straightforward, and
the proof is completed. O

3.2. Existence and uniqueness. Henceforth, we fix Fy from Lemma 3.7 and W
from Lemma 3.8. We approach the infinite-dimensional polymer dynamics using
Galerkin approximations.

Definition 3.9. For (z, 4, F, W) € RY x Z(RY) x F x W, a sequence (X™),cx
is called a sequence of Galerkin approximations of S(z, A, F, W) if, for all n € N,
XM ¢ Sz, A, F WM where
(316) A" = (LipemAb) e+ F™' = Lz i)y - W = (e W) oy -
Note that if X™ € S(x, A™, F™ W) then X ™ satisfies.
(3.17) AX (1) = (AX () + fo(XV (@) dt + odWi(t), k=1,...,n,
X,gn)(O) =xx, k=1,...,n,
X"t =2, teR, k>n

The last display indicates that X ™ is essentially an n-dimensional SDE. For every
F € Fy, each coordinate of f has slow growth given in Lemma 3.7 (1) and is locally
Lipschitz. Using this and the growth of sample paths given by the law of iterated
logarithm stated in Lemma 3.8, we can apply the Picard-Lindel6f theorem (a slight
modification of |Tes12, Theorem 2.5| is sufficient for our purpose) to obtain the exis-
tence and uniqueness of solutions to (3.17) for every (F,W) € Fy x Wy. Therefore,
the following holds.

Lemma 3.10. For each (x, A, F,W) € RN x Z(RY) x Fy x Wy, there is a unique
sequence of Galerkin approximations of S(x, A, F,W).
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Proposition 3.11 (Convergence of Galerkin approximations). Suppose that A, («, p),
and (o/,p') satisfy (3.3) and (3.4). Then, for each (z, F,W) € X*P x Fy x Wy, the
sequence of Galerkin approzimations of S(x, A, F,W) converges in € (R; X" to
some X € S(x, A, F,W; X,

Proof. For convenience, we write || - || = || - [|ap; X =X, || - || = || - ||orp and X' =
X# We want to prove that the sequence of Galerkin approximations (X)), ey of
S(x, A, F,W) is Cauchy in ¢ (R; X’) using Lemma 3.5 applied to (¢/,p’).

Step 1. The definition of norms in (2.6) implies

(3.18) el < [lyllk®,  y e X.
Then, we get
N L 1
mn P\ po (o)’ p’
lyl =1 > o <yl Yokl <y, yeX
keN keN

where in the last inequality we used (3.3). Therefore, X C X’ and ||2’|| < C. Since
the Galerkin approximations are essentially finite dimensional, we obtain

XM e Sz, A™W FW W) ng(R; X)NE(R; X),

for A M WM given in (3.16).
Step 2. Let us show that (W), oy is Cauchy in ¢ (R;X’). By Lemma 3.8, we
have W € ¢ (R; X). By (3.18), for each T' > 0, there is C' > 0 such that

sup |[Wi(s)k™| < C.

n, keN, se[-T,T)
Then, for s € [-T,T], we have

’ mvn o’ mvn
M)\ 1ir(n) N\ _ Wi(s) (a—a')p’
(W) —wos) = 3 |[EEE <0 Y ke
k=(mAn)+1 k=(mAn)+1

Hence, due to (3.3), the sequence (W ™), cy is Cauchy in €' (—T, T; X') for each T > 0
and thus Cauchy in ¢ (R; X’).

Step 3. Let T > 0. We show that || X™|¢_77.x) is bounded uniformly in n.
Lemma 3.7 (1) implies

(3.19) I < IfWI <o +lyl), yeX.

From the definition of the norm in (2.6), we can get

(3.20) sup IA™ | %) < Al 4,0x) < o0

The definition of W gives
sup W g @x) < W [l¢@x) < oo
ne

These along with (3.17) yield
I¢]
(3.21) X @) < ] +/0 C1+ X™(s)ll)ds + ol W (H)]-

Gronwall’s inequality gives

IXOllerirag < (CT + llall + oW Bl )™ <€, neN.
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For convenience, we rewrite the above as

(3.22) sup X leg-rrix) < C
ne

Step 4. Let us verify condition (3.6). The triangle inequality yields
HA(m)X(m)(S) X(n) H
< ||At™ (X<m>(s) — X)) |+ (A — AM) XM (s)]["

The first term on the right is bounded by C|| X (s) — X (™ (s)||" due to (3.20) with
X replaced by X’. Assuming n > m, the second term can be expanded as

A X ()]

n

(A — am)x )Y =

k=m+1 e
Using (3.22), A € 4,(X) and (3.18), we have
A, X ™)
sup k—(s) <C.
n,keN, se[-T.,T] ke

1
v

Setting 0y, = ( ZnV(T;nAn 1 (CE> oy )P , we have limy, ;00 Omn = 0 due to (3.3).

Then, the above two displays 1mply
H(A(m A(")) || Omm, mymn, se[=T,T].
Hence, we conclude that
| AT X (s) — AW X ()| < CIX™ () = XD ()] + G
for all m,n € N and s € [T, T}, verifying (3.6).
Step 5. We verify (3.7). By (3.22), there is M > 0 such that || X ™ ()| < M for all

n € Nandt € [-T,T]. Let y,y € X satisfy ||y|, ||y/]| < M. This along this (3.18)
yields

(3.23) el Iohl < Mk®, k€N,
The triangle inequality yields

(3.24) 1LF™ () = FD N < 1™ W) = FD N+ (1™ @) = F )

Due to p’ < oo, by the definition of £, (3.23) and Lemma 3.7 (1), the first term on
the right of (3.24) can be bounded by

1 1
mvn 'Y mvn , p’
( 2 |fk<yk>rpk”) s0< > (1+logk+log+|yk\)”k”>

k=(mAn)+1 k=(mAn)+1
1

mvVn 'y
]{7 o'p’+e

for some e satisfying € € (0,a'p'—1). Set d;,, ,, to be the last term in the above display,
and we have lim,, ,_yoo 6, ,, = 0.

For the second term on the right of (3.24), we can apply Lemma 3.7 (2) to see that
it is bounded by

1f(y) = fFWOII' < CINTY + [ly — ¢/[|' log N).
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Replacing y by X (™ (s) and y' by X™(s) in the above three displays yields (3.7).

Step 6. Combining the results from previous steps, we can apply Lemma 3.5 to see
that (X™), oy is Cauchy in € (R; X'). By the completeness, the limit denoted by X
exists in € (R; X'). In particular, Lemma 2.2 implies

(3.25) lim X\"(s) = X(s), keN, se|-T,T)

Due to A € 4,(X’) and the same lemma, we also have lim,, ., AxX ™ (s) = A, X(s)
for each k and s. Using the continuity of each fi, we can pass to the limit for each
k in (3.17) to see that X satisfies (3.2), namely, X € S(z, A, F,W). This completes
our proof. O

Lemma 3.12 (Existence). Suppose that (o, p), (¢/,p'), and A satisfy (3.3) and (3.4).
Then, for each (z, F,W) € X*P x Fy x Wy,
S(x, A, F,W; XUP) £ ().

In particular, the limit of the Galerkin approzimations of S(x, A, F, W) in € (R; X*'¥")
belongs to S(xz, A, F,W; X*P).

Proof. As before, we write || - || = || - [|ap, X = X" and X' = X*?". By Proposi-
tion 3.11, there is a solution X € S(x, A, F,W;X’) and there is a sequence Galerkin
approximations (X ™), oy satisfying

lim X™ = X in X’

n—o0

It remains to show that X € ¥(R; X).

Step 1. Let us show that X (¢) € X for all . Recall the estimate (3.22) and the
pointwise convergence (3.25). If p < oo, invoking Fatou’s lemma, we can see that,
for each T' > 0, there is C' > 0 such that

(3.26) sup | X ()] < C.

te[-T,T]
If p = oo, then (3.22) implies that, for each 7' > 0, there is C' > 0 such that
XM (1) < Ck*, neN, keN, te[-T,T).
By the pointwise limit (3.25), we have
1Xp()| < Ck*, keN, te[-T,T],
which also gives (3.26)

Step 2. We show ¢ — X(t) is continuous in X. Due to X € S(x, A, F,W) and
Definition 3.1, we know that X satisfies (3.2). Then, by A € £, (X), we have, for
to, t1 € [T, T) satisfying ty < t1,

X0 =Xl < [ (CIXEI+1AX)])ds
+ol[ W) — W to)]|

Along with (3.19) and (3.26), this display implies
5 (0) = X(t0)]| < Clts — tol + [ W (t1) — W (t0)]|.

From this and Lemma 3.8, we can deduce X € ¢ (—T,T;X) for any T' > 0. Therefore,
X € ¢(R; X). O
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Lemma 3.13 (Uniqueness). For each (o, p) € I, and each (x, A, F, W) € X%P x
Lo (X¥P) x Fo x Wy, the set S(x, A, F,W; X*P) contains at most one element.

Proof. Let X, Y € S(z, A, F,W;X*P). Then for any 7' > 0, there is M > 0 such that
[ XNl -rrxery, Y lerrxer <M.
Then, by Lemma 3.7 (2), there are constants K, v > 0 such that
1F(X(s) = FY ()llap < KN +[lz = yllaplog N), s € [-T,T].
This allows us to apply Lemma 3.6 by setting
at=x, Wr=W, A"=A F'=F neNU{c};
=0 =0, X"=X, neN; X>* =Y,
and conclude that X =Y. O
Corollary 3.14. Let (o, p), (¢/,p'), and A satisfy (3.3) and (3.4). For each (x, F,W) €

X*P x Fo x Wy, the set S(x, A, F,W;X*P) is a singleton and its unique element is
the limit of the Galerkin approzimations of S(x, A, F,W) in € (R; X",

3.3. Proof of Theorem 3.2. The existence and uniqueness results in the previous
subsection guarantees that the map ®(-,z, F,W) sending (z, F, W) to the unique
solution in S(z, A, F, W;X*P) is well-defined. Hence, (2) is verified. The cocycle
property (4) is valid due to the uniqueness of solutions and the invariance of W,
under 6, see Lemma 3.8. Corollary 3.14 and Lemma 2.2 imply that the sequence
of Galerkin approximations converges to the solution coordinatewise. The Galerkin
approximations are obviously progressively measurable. Therefore, passing to the
limit, we can verify the measurability property (1). Lastly, the lemma below implies
the continuous dependence property (3).

Lemma 3.15. Let (a,p) € II and suppose A € L£,(X*P), F € Fo,
X" e S A F W X)), neNU{oo},

lim 2" = x> in X*P, lim W" =W in €(R; X*P).

n—00 n—00
Then, it holds that lim,, ., X™ = X in € (R; X*P).
Proof of Lemma 3.15. In view of Lemma 3.6, it suffices to verify that for each 7" > 0,
there are K,v > 0 such that, for all N € N and s € [T, T, we have

1F(X7"(s)) = FXZ () lap < K (N7 + [|X"(5) = X*(5)||ap log N).

Using a Gronwall inequality argument similar to the one that we used to obtain (3.22),
we can find M > 0 such that

| X" lg(-rrxery <M, n&NU{oo}.

The desired result immediately follows from this and Lemma 3.7 (2). O

4. DYNAMICS OF INFINITE POLYMERS

We recall the discrete Laplacian A = (Ag-)gen given in (1.4) and the Dirichlet
boundary condition Xy(t) = 0. It is immediate that A € Z(RY). The next basic
result can be checked directly using the definition of norms given in (2.6).

Lemma 4.1. It holds that A € (), ¢ | Lo (X ).

0,00) X [1,00
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Remark 4.2. Due to Lemma 4.1, all results of Section 3 hold for solutions of the
following SDE which is a special case of (3.1) with A = A:
dX(t) = (AX(t) + f(X(¢)))dt + odW(t), teR,

(4.1) X(0) ==.

The random dynamical system (®%y,) generated by (4.1) is called the polymer

dynamics (we interpret elements of RY as polymers). The goal of the section is to
prove that this system is monotone and preserves slopes of polymers.

Recall that full measure sets Fy € F and Wy € W are described in Lemma 3.7 and
Lemma 3.8, respectively. We consider solutions to (4.1) in the space

(4.2) L =X"*
with norm || - || = || - [[1.00- The explicit formula for this norm is given in (2.6) for
a=1and p = oo.

For vy € R, we introduce the set

Sv_,vy) = {x eRN:v_< lim inf 2% < limsup% < v+}.

k—o0 k—o0

The set of polymers with the asymptotic slope v € R is given by

S(v) = S(v,v).
The space L is complete, and, for any choice of parameters v, vy, sets S(v_,v,) and
S(v) are closed in || - ||L, and hence also complete. In addition, S(v) (for any v) is

separable under || - ||

Proposition 4.3. Let real numbers v_ and v, satisfy v_ < vy. For each (x, F,W) €
S(v_,vy) x Fo x Wy, the set S(z, A, F,W;1L) contains exactly one element ®pyyx =
O(-,x, F, W), which satisfies

Phywr € S(v_,vy), t>0.
In particular, we have @y xlj.00) € € (0, 00; S(v_,v4)).
Here, the LU metric on (0, 00; S(v_, vy )) is defined similarly to (2.8), and S(v_, v )

is endowed with the metric induced by || - ||L.
A special case of Proposition 4.3 for v_ = v, is the forward invariance of slope:

Corollary 4.4. If v € S(v) for some v € R and (F,W) € Fy x Wy, then the unique
solution (®% y1)er satisfies Oy yx € S(v) for allt > 0.

4.1. Monotonicity. We introduce the following partial order. For z,y € RY, we
write

r <y, ifandonlyif z, <y, k€N,
and x > y provided y < z. We also write
r <y, ifandonlyif zp<uyg, k€N,
and x > y provided y < x.
Lemma 4.5 (Monotonicity). Suppose
X eS(x, A F,W; X¥P), Y e Sy, A, F,W; X%P),

with (o, p) € I, z,y € X, F € Fy and W € Wy. If x <y, then X(t) 2 Y (t) for
allt > 0.
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Proof of Lemma 4.5. 1t suffices to show that X (¢) < Y (¢) for all ¢ > 0 when z < y.
To extend this to the general case © < y, we can find a sequence (X™),ecy in X*? such
that lim,, o 2" = z in X*? and 2™ < y for all n € N and then use the continuity
established in Theorem 3.2 to take limits in X™(¢) <X Y'(¢), ¢ > 0.

Henceforth, we assume
(4.3) r<y.

Consider Galerkin approximations X ™ and Y™ of S(x, A, F,W) and S(y, A, F, W),
respectively, given in Definition 3.9. Corollary 3.14 1mphes that

lim X =X, lim Y =Y, in @R XY,

n—oo n—oo

for some (¢, p’) € II with p’ < co. Using Lemma 2.2, we obtain

im XM () = Xi(t), lim V() =Yi(t), teR, keN

n—oo n—oo

Hence, it suffices to prove
(4.4) Y > XM(), keN, t>0.
To this end, we set Z(t) = Y™ (t) — X™(t). Let

7 = inf {t >0: kiﬁlm Zi(t) < O}.

We want to show that 7 = co. Suppose 7 < oo. Then the continuity of individual
coordinates of Z implies that there is m such that

(4.5) Zm(T) =0.
We claim

(4.6) mZ(T) =

Indeed, suppose A,,Z(7) # 0. Since Z,,(7) = 0 and Zi(s) > 0 for all k and s < 7,
by the definition of A,,, we must have A, Z(T ) > 0. Note that, for all t; > tq > 0,

WD) Zult) = Znlto) = [ (BnZ(6) + £ulVnls)) = Fu(Xon()) .

to

Using the continuity of Z,, and the continuity of f,,,(Y;n(+)) — fim(Xm(+)) which is equal
to zero at s = 7, we obtain from (4.7) that Z,,(7)— Z,,(7—r) > 0 for sufficiently small
r > 0. However, the definition of 7 implies that Z,,(7 —r) > 0 and thus Z,,(7) > 0,
which contradicts (4.5). Therefore, we must have (4.6).

The definition of A,, and (4.5), (4.6) imply Z,,—1(7) = Z,4+1(7) = 0. Repeating
the argument in the above paragraphs, we get A,, 1Z(7) = A,,11Z(7). Iterating in
this fashion, we obtain Z;(7) = 0 for all £ = 1,2,...,n,n + 1, which is impossible
because (3.17) and (4.3) imply

Znir (1) = Y0 (1) = X (7) = Y1 — 2ppa > 0.

By contradiction we conclude that 7 = co. The definition of 7 ensures that Yk(n) (t) >
X,gn) (t) for k = 1,2,...,n and t > 0. Now, (4.4) follows from this, (4.3) and that
Y"(t) = ye, X () =z, for all k > n and all t. O



DYNAMIC POLYMERS: INVARIANT MEASURES AND ORDERING BY NOISE 25

4.2. Invariance of slopes. To prove Proposition 4.3, we will need solutions to the
(homogeneous discrete) heat equation

(4.8) T = Ax.

This equation can be viewed as a special case of (4.1) with zero potential F' = 0 and
zero noise W = 0.

Definition 4.6. If x € X*? for some («,p) € II, we denote by Sz : R — X*? the
unique element in S(x, A,0,0; X*?), i.e., the solution of the homogeneous discrete
heat equation (4.8).

Remark 4.7. By Remark 3.3 and Remark 4.2, S is well-defined and, due to (4.2),
belongs to €(R,L).

Recalling the definition of norms in (2.6), we introduce
(4.9) -1l =11+ I3 o-
We need the following result, which will be used again later.

Lemma 4.8. For each F' € Fy, T > 0, M > 0 there is a finite constant C' > 0 such
that

sup || ®fpaz — Sz, < C

t€[0,7)
holds for all x,z € L satisfying ||z||L < M and ||x — 2|« < M, and all W € W
satisfying supcpory W ()] < M.

Proof of Lemma 4.8. We denote by C' a finite positive constant depending only on
T and M; it may change from line to line. Let z, z, W satisfy the conditions of the
lemma. For brevity, we write X (t) = ®% o and Z(t) = S'z. By Corollary 3.14 ap-
plied to (a,p) = (2,2) (see (4.9)), there are (o, p’) € II and Galerkin approximations
(X™) and (Z™) such that

(4.10) lim X® =X, lim Z™ =2 in % R;X").

n—o0 n—oo

Due to (3.17), ||z — z||. < M, and the continuity of each coordinate of X ™ — Z(),
the function

t= [ X™ () - Z7 )]

is finite and continuous. Subtracting the equations for X™ and Z™ from one another
and using the boundedness of A (see Lemma 4.1) we obtain, for ¢t € R,
i

IX®() — ZO@) < o — 2l + /

0

(CIXs) = 2@+ 1 (X (s))]]. ) ds
HIW D).

The norms || X (.)|| satisfy an inequality similar to (3.21). Moreover, using the
definition of the norm in (2.6), we can see that ||W(t)||L < |[W(t)]« for all ¢. Gron-
wall’s inequality implies now that |X ,E")(s)| < Ck uniformly in n, k and s € [0,7].
This along with the definition of f™ in (3.16) and Lemma 3.7 (1) yields

sup [ f™(X ()] < C.

s€[0,T], neN
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Lastly, the definition of W™ in (3.16) implies
sup [[W ()], < M.

t€[0,T], neN
Combining these estimates and applying Gronwall’s inequality we obtain

sup || X™(t) = Z(1)]. < C.

t€[0,T], neN

Lemma 2.2 and (4.10) imply the coordinatewise convergence of X ™ (t) — Z(™ () at
each t € [-T,T]. Invoking Fatou’s lemma, we deduce the desired result from the
above display. ([l

It remains to prove Proposition 4.3.

Proof of Proposition 4.3. Theorem 3.2 gives the existence and uniqueness of X =
Opywr € Sz, A, F,W;L). We want to show that X () € S(v_,vy) for all# > 0. The
idea is to compare X with solutions of the homogeneous heat equation (4.8) and use
Lemma 4.5.

Due to z € S(v_,vy), for each € > 0, we can find m. € N satisfying

(4.11) a, € (k(v- —€),k(vy +¢€)), k>me.
We set

L, k > M,
4.12 =
(4.12) ki {k(%v_ + 2v), k< me.

This implies the existence of C, > 0 depending on € such that ||z —z||. < C.. Applying
Lemma 4.8, we obtain

(4.13) |X(t) —S'2|. < Cep, n,k €N,
where C.; depends on € and ¢.
We compare Sz with straight rays. Let y*,y~ € LL be given by
yr =k(vete), keN.
By (4.11) and (4.12), we have y~ < z < y*. Lemma 4.5 implies
Sty < S'z < Syt t>0.

Using Remark 4.7, we can verify Sty* = y* for all t € R (in other words, y* is a
stationary solution of the heat equation). Therefore, the above gives

(4.14) (S'2) € (k(v_ —€),k(vy +¢€)), keN, t>0.

To finish the proof, we combine (4.13) with (4.14) to see that, for every ¢t > 0 and
e >0,
X(t)
k

Hence, we have X(t) € S(v— —€,v4 +¢) for all t > 0 and all € > 0. Sending € — 0,
we conclude X (t) € S(v_,vy) for all ¢ > 0. O

€ (vo—e—Cok™1, vy +e+Cyk™1), ke
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5. INFINITE VOLUME POLYMER MEASURES

In this section, we introduce infinite volume polymer measures (IVPMs) follow-
ing [BL19] and obtain first results on their connection to the polymer dynamics stud-
ied in the previous sections. We also obtain several results concerning the extreme
decompositions of these measures complementing the results of [BL19].

Here we are mostly interested in IVPMs with a fixed endpoint which we place,
without loss of generality, at 0 € R.

For z € RY, we introduce projections r<, = (z1, T2, ..., %,) and x>, = (Tp, Tpi1, .- - ).

The following definition is the standard DLR (Dobrushin-Lanford-Ruelle) con-
dition stating that conditional distributions for an infinite volume Gibbs measure
conditioned on the configuration outside a finite volume are given by the classical
Boltzmann—Gibbs definition.

Definition 5.1. For each F' € F, € (0,00) we denote by Prg the collection of
probability measures p on (RY, B(RY)) satisfying the following property: for every
n € N, there is a probability measure v on R{n+hnt2n+3, -} guch that

(5.1) w(dx) = p(2pq1; dr<y)v(dTsnyg1),

where
efﬁEn (xn+1 ;Uﬁgn)

Zn (:En—&—l)

p(Tni1;da<,) = dren

Zn(‘rn-‘rl) :/ e_[BETL(ITL+1wgn)dx<n )
R™ -
1 n
(52) En(xn—‘rl; Iﬁn) = 5 (xk:-i—l - xk’)z + Z Fk’(xk’) :
k=0 k=1

The elements in Prg are IVPMs in the random environment F' at inverse temper-
ature 3. For v € R, we denote by Prg(v) the collection of measures in Prg which
are concentrated on S(v). We also set Prp(*) = UpyerPrp(v). In other words, under
each IVPM in Ppg(*), the asymptotic slope is well-defined and constant.

The existence and uniqueness result from |[BL19, Theorem 4.2 can be stated as
follows:

Theorem 5.2. Let 3 € (0,00) and v € R. Then there is a full measure set Fg(v) € F
such that Pp p(v) is a singleton {ppor} for every F € Fg,,.

From now on we fix an arbitrary 3 € (0, 00) and suppress the dependence of various
objects like Pr = Ppp, F(v) = Fg(v), or piyr = pipor on B. Sometimes it is also
convenient to omit the dependence on F'.

5.1. Invariance of IVPMs. For a measurable space (X, B), we denote by .#,(X, B)
the space of bounded B-measurable real-valued functions on X. Recall the definition
of B“? in (2.9). By Remark 4.2 and Theorem 3.2, for each F' € Fy and («, p) € II,
the polymer dynamics (%) defines a Markov semigroup (Pp)i>0 = (P*)i>0 on
¢ € Mp(X¥P BYP) given by

Plo(x) = qu(@},wa:), ¢ € My(X¥P B¥P), x e X¥P.

The goal of this subsection is to show the invariance of IVPMs with respect to (P*);>o.
This is stated in the proposition below, which corresponds to part I in Theorem 1.1.
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Proposition 5.3. Let F' € Fy. If for some (a,p) € 11, u € Pr satisfies
(53) p(Xe) = 1,

then the restriction of p to (X%P, B*P) is invariant under the Markov process defined
by the polymer dynamics. Equivalently,

/Ptd) 1(dz) /¢ p(dz), t>0, ¢ € M(X*P,BP).

Remark 5.4. For any v € R, we have S(v) C L. = X", Using the definition of B>
in (2.9) and the above proposition, we can see that if ;1 € Pp is supported on S(v),
then p viewed as a measure on (S(v),,) is invariant under the polymer dynamics.
Here B, is the o-algebra induced by B“* on S(v), given by B, = {ENS(v) : E €
B(RY)}. Now, by the separability of S(v) and arguments similar to those in the proof
of Lemma 2.3, we have that B, = B(S(v)), the latter being, in accordance with our
notation in Section 2.2, the Borel g-algebra generated by the metric on S(v) induced
by norm || - ||, and making S(v) a Polish space.

Proof of Proposition 5.3. We denote by <I>§L, rw®, n € N, the Galerkin approximation
(see Definition 3.9) of ®% o for x € X*P. Invoking Lemma 3.10, we can define a
sequence of approximation semigroups ((Pﬁ)tzo)n oy PY

Plo(z) = WD, pypa), t> 0, 6 € Mo(XOP, BP), z € XOF,
By (3.17) with A replaced by A, the projection (®}, .y )<, satisfies
(5-4) d((l);,F,W$)Sn = _ngnEn (xn+1; ((I)Z,F,WI)Sn>dt +odWx, (t)

where V,_, is the gradient taken with respect to z<,. The following lemma describes
the dissipative behavior of F,,.

Lemma 5.5. For each F € Fy, each n € N and each x,.1 € R, there are constants
C1,Cy > 0 such that

-y vyEn<xn+1; y) S C(1 - CQ‘y’2> RS R™.
Proof. Recalling the formula (5.2), we can rewrite VE, (x,11;) as
(5.5) ~VyEu(tni13y) = —Ay + b)) + (felur)),_, . Y €RY,

where b(x,41) = (0,0,...,0,2,4+1) and A is an nxn matrix whose diagonal entries are
2, super-diagonal and sub-diagonal entries are —1, and the rest are 0. For example,
when n = 4, we have

2 -1 0 0

-1 2 -1 0

A= 0o -1 2 -1

o 0 -1 2
We claim that A is positive definite. Setting # = "= and using classical trigonometric
identities, we can verify that A\,, = 2 — 2cos(m9) is an eigenvalue of A with the
eigenvector v, = (sin(m#), sin(2m9) ,sin(nmf)) for each m = 1,2,...,n. This

implies y - Ay > 2(1 — cos(;357))[yl*, for all y € R™. Plugging thlS mto (5 5) and
using Lemma 3.7 (1) to Control fr, we obtain the desired result. UJ
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Continuing the proof of Proposition 5.3, let us fix F' € Fy. It is classical (c.f.
[RT*96, Theorem 2.1]) that the condition stated in Lemma 5.5 is sufficient to guar-
antee that p(z,41,-) is an invariant measure for dynamics generated by (5.4). Since
(P} pwT)>ni1 = Tony1 for t >0 (see (3.17)), we obtain

/W¢ FWx ('Tn-i-la dx<n /¢ xn—i—la dxﬁn)» ¢ S '%b(Xa’p7 Ba7p)'

and due to (

(5.6) /ch wa p(dz) /¢du, ¢ € My(X¥P BYP).

Then, we want to take the limit on the left-hand side of (5.6). Let us pick any
(o/,p') satistying (3.3). Then, Corollary 3.14 implies that ®;, ;.- converges to @y
in € (R; X7 for every € X*P and every W € W,

Fixing an arbitrary ¢ > 0 and recalling (5.3), we obtain by Lemma 2.2 that ®}, 1. ;x
converges to CID}’Wx coordinatewise (i.e., in the topology on X*? induced by the
product topology on RY) for p-a.e. z and every W € W,. Hence, we can send
n — oo in (5.6) for any bounded function ¢ : X*“? — R continuous in that topology
to see that

[ Wo(@% ) uiao) = [ odu

Recalling the definition of B*? in (2.9), we can extend this identity to any ¢ €
M (X¥P B*P) which completes the proof of Proposition 5.3. O

5.2. Extreme IVPMs have asymptotic slopes. For © € Ppr, we say that p is
extreme or that p is an extreme point of Pp, if p is not equal to sv; + (1 — s)vy for
any s € (0,1) and any distinct vy, 5 € Pp.

The following result is a part of Theorem 1.2.

Proposition 5.6. There is a full measure set ¥* € F such that for every F' € F*, all
extreme points of Pr belong to Pp(x).

Before we prove this proposition, let us give a corollary. Proposition 5.6 and the
extreme decomposition (|Geo88, Theorem (7.26)]) applied to the Polish space RN
imply that every IVPM is a mixture of IVPMs concentrated on paths with well-
defined and constant asymptotic slope, for almost every realization of F"

Corollary 5.7. Let F' € F*. If u € Pp, then there is a probability measure 11, on

Pr(x) such that
= / v 11, (dv).
Pr(*)

To prove the proposition, we need a lemma on the straightness of the polymer
measure 4. For x € RY and k € N, we define

°"(k) = {(m,z,) : m > k}.
For (k,r) € Nx R and n > 0, we define
Co(k,r,n) ={(m,r") e NxR: |r'/m —r/k| <n}.
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Lemma 5.8. Let § € (0, }1) There is a full measure set F* C Fy and a constant
Q > 0 such that for every F' € F* and every p € Pr, we have u(B) = 1, where

B={zeR":3neN, Vk>n, 2°(k)C Co(k,zr,Qk™°)}.

Proof of Proposition 5.6. Fix F* in the above lemma and let p be an extreme point
of Pr for some F' € F*. By [Geo88, Theorem (7.7) (a)|, we know that u(A) € {0,1}

for every set A in the natural tail o-algebra on RY. Since x ~ liminfj_ . %’“ and

x + limsup, ., 5* are measurable with respect to the tail o-algebra, they must

be p-a.s. constant. Denote them by v_ and vy, respectively. We want to show
v_ = vy € R. Let B be the set given in Lemma 5.8 and we have u(B) = 1. For every

x € B, the definition of B yields the existence of n = n(z) such that

Tt T -5
Hence, (% )en is Cauchy in R, and thus vy =v_ € R. O

It remains to prove Lemma 5.8. The next result is a consequence of (5.1) applied to
[BL19, Theorem 9.1] which concerns finite volume polymer measures with arbitrary
length and arbitrary terminal measures.

Lemma 5.9. For each M € N and each v € (0,1-20), there are Fi" = ]an)(é, M, v) e
F forn €N, and Q = Q(5) > 0 such that

(1) for all v € (0,1 — 49), there is n1(M,~) € N such that
PEN) = 1—c™  nzm(M,9)

(2) on B\, there is ny(M,v) € N such that
pw(B(n,M,v)) >1—e™, n>ny(M,v),
where
B(n, M,v) = {:c c RV : 2°"(k) C Co(k, 2y, Qk™°), Yk > n with (k,x;) € CO(M)},

with Co(M) = {(k,r) e Nx R : |r| < Mk}.
Proof of Lemma 5.8. To apply Lemma 5.9, let us set n(M) = ny(M,~) V no(M,v).

Taking
F=) U R0 M
MeNn>n(M)
and noticing that
B> () U B® M)
MeNn>n(M)
we obtain the desired result. 0
Lastly, using Lemma 5.8, we can prove the following result on the transversal

fluctuations of polymer paths under IVPMs, which is a restatement of Theorem 1.3.

Theorem 5.10. For every &' > 3/4, there is a full measure set F* € F and a constant
Q > 0 such that for every F € F*, v € R, u € Pr(v), and u-a.e. polymer path x, we
have |z, — vk| < QkS for sufficiently large k (depending on x).

Proof. Let F* and B be given by Lemma 5.8 for 6 = 1 —¢. We have u(BNS(v)) = 1.
For each z € BN S(v), we have (5.7) for sufficiently large k and k" satisfying &’ > k.
Sending k' — oo, we complete the proof. O
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5.3. Ergodic IVPMs have asymptotic slopes. We recall the definition of L
in (4.2). For A € B and a probability measure p on (L, B%*), we say that A
is p-invariant under a Markov semigroup (P*) if P14 = 14, p-a.s. A (P')-invariant
probability measure p on (IL, B1>) is said to be ergodic if u(A) € {0,1} for every
p-invariant A. The following result complements Proposition 5.6 in Theorem 1.2.

Proposition 5.11. There is a full measure set F* € F such that the following holds:
if F € F* and p € Pr satisfying (L) = 1 is ergodic for the Markov semigroup gener-
ated by the polymer dynamics on (IL, B%*), then there is v € R such that u(S(v)) = 1.

Proof. Let F* be given by Lemma 5.8 for some §. Let F' € F* and let p € Pp
be ergodic. For real v_ < v,, Proposition 4.3 implies that S(v_,v,) is p-invariant
and thus p(S(v_,vy)) € {0,1}. Therefore, G = o{S(v_,v;) : v- < vy}, a o-
algebra on L, contains only sets of measure 0 and 1. The random variables v_ =
liminfy ;o 9, 04 = limsup,_, ., 5* are well defined on L, finite, and G-measurable.
Therefore, there is a set A with u(A) = 1 such that v and v_ are constants on A,
and it remains to show that v_ = v, € R. We have u(ANB) = 1, where B is given in
Lemma 5.8. For every x € AN B, the definition of B ensures that there is n = n(z)
such that (5.7) holds. This implies that (%*)ken is Cauchy in R. Since z is also in A,
we must have v, =v_ € R. ([

6. ORDERING BY NOISE

We recall the solution operator CID},W defined in (3.5) and the relations <, =, <, >
introduced in Section 4.1.

The following is our monotonization result which is the precise statement of part IV
in Theorem 1.1:

Theorem 6.1 (Ordering by noise). For almost every realization of F', there is a full
measure set W(F') € W with the following property: for every u,v € R satisfying
u> v,z € S(u) and y € S(v), there is a stopping time 7 = 7(x,y, F) > 0 with
respect to (Wi q)e=0 such that, for every W € W(F), we have 7 < 0o and

(6.1) P = Poyy, t>T.

The proof consists of three parts. We first prove the monotonization for solutions
of the homogeneous discrete heat equation (see Definition 4.6).

For u,a € R, we denote by r* + a the polymer chain given by (r* 4+ a)r = uk + a
for all £ € N. It can be viewed as a ray with slope u shifted by a. In particular,
we write r* = r* + 0. Recalling that we impose the Dirichlet boundary condition
Xo(t) = 0 on the polymer dynamics, we note that these rays are actually broken near
the origin, so (except when a = 0) they are not preserved by the homogeneous heat
flow S introduced in Definition 4.6.

Lemma 6.2. For a,b> 0, and x = r* — b, there is T € (0,00) such that STz = 0.

Then we use our assumption (2.4) on the presence of large regions where the
potential is almost flat together with this lemma to prove that for almost every F',
the monotonization happens with positive probability.

For z,y,z € RY, we write

y€lr,z] if z=xy=z
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Lemma 6.3. For cvery u,v € R satisfying u > v, every ¢ > 0 and every h €

(0,1(u—v)), there is T > 0 such that

W{(I)gwa: — @?V[,y, Vo € [[r“_h — e,y c, Yy € [[r”_h — e, c]]} >0

holds for each F € i, where Fy is the intersection of Fy given in Theorem 3.2 with
the full measure set on which (2.4) holds.

Remark 6.4. This lemma is trivially true with 7" = 0 for the case ¢ = 0. For ¢ > 0,
the initial conditions x and y may fail to satisfy x > y.

The last part is the following recurrence result.

Lemma 6.5. For every u,v € R satisfying u > v, there is a full measure set F(u,v) €
F such that the following holds. For every x € S(u), y € S(v), h > 0 and F € F(u,v)
there is a constant ¢ > 0 and a full measure set W(z,y, h, F') € W such that for every
W e W(z,y, h, F) there is a sequence of finite times t; — oo satisfying

CID;{Wx e —crth 4], jeN,
@jﬁva e —cr™ 4], jeN.

Proof of Theorem 6.1. Let Fy =T N (ﬂu/@/, wweq F(W, v’)), where the sets [, and
F(u',v") are taken from the above lemmas. This is a full measure set. Let us fix
F € Fy and construct the set W(F).

By the continuity of ¢ + ®% @ in (3) of Theorem 3.2 and the standard time
discretization argument (see the proof of [RW94, Theorem 8.3|), we can deduce that
the polymer dynamics defines a strong Markov process. The continuity also ensures
that 7(z,y, F'), the first nonnegative time for ®% & = &L -y to hold, is a stopping
time. Along with Lemma 6.3 and Lemma 6.5 by7setting b= 1, this ensures that for
every u' > v/, every 2/ € S(u') and y' € S(v’) there is a full measure set W(z', ¢/, F) €
W on which 7(2', ¢/, F') < oc.

Let

W(F)=Won () ) W(r“’+a',r“'+b’,F).

u'>v ab'eQ

u v'eQ
Now, for arbitrary real u > v, z € S(u) and y € S(v), we set 7 = 7(x,y, F'). We fix
some v/, v, a’,b' € Q, and set 2’ =r* +a’ and y' =r" +¥ to ensure u > u' > v > v,
x = " and y' = y. By Lemma 4.5, we have ®% .z = ®% 2’ and O% g/ = Oy for
allt > 0and W € Wy. On W(F'), we have 7(z,y, F) < 7(2',y/, F) < oo by the above
construction. Lastly, (6.1) is a consequence of the definition of 7 and Lemma 4.5. [

6.1. Proof of Lemma 6.2. We need the next lemma, which states that if the initial
condition is convex, then the solution stays convex.

Lemma 6.6. Suppose x € X*? for (a,p) € 1T (see (2.7)). If Ax = 0, then AS'x = 0
for allt > 0.

Proof. Fix any n € N, we consider the n-th Galerkin approximation given by
(6.2) u(t) = Agy(t), teR, ke{l,...,n},

ye(0) =ax, ke{l,...,n},
(6.3) yp(t) =z, teR, k>n+1
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By this definition, Azy(0) = Agx >0 for all k € {1,...,n}. Set
T:sup{tZO:Aky(s) >0, Vs <t,Vke {1,...,n}}.

We want to show 7 = oco. Now suppose 7 < co. Then, there is m € {1,...,k} and a
sequence of positive numbers (t;);en, which satisfies lim;_, t; = 0, such that

Apy(T+1t;) <0, jeN,

We comment that the existence of m and (¢;);en relies on the finite dimensionality of
Galerkin approximations. By continuity of ¢ — A,,y(t) and setting j — oo, we have

(6.4) Ayy(T) = 0.
Recall the definition of the discrete Laplacian in (1.4). The above two displays imply

Y1 (T4 3) = Yonrd (T) + Yot (T 4 15) = Y1 (7) < 2(Yin (7 +5) — yi(7)).
Sending j — 0o, we obtain
Um41(T) + Gm—1(T) < 20 (7).
If 1 <m < n, then, using (6.2) and (6.4), we have
Ap1y(1) + Apory(7) < 2A,y(7) = 0.

Since the two terms on the left are nonnegative due to the definition of 7, we must
have

Apry(T) = Ayqy(T) = 0.

Similarly, we can deduce Ayy(7) =0 if m =1, and A,,_1y(7) = 0 if m = n. Iterating
this, we obtain Agy(r) = 0 for all £ € {1,...,n}. Using this and (6.3), we can
compute yx(7) = k555 Tt is easy to see that y(7 +-) is a stationary solution of (6.2)
when only the first n coordinates are considered. Hence, Ayy(r +t) =0 for all ¢t > 0
and all & € {1,...,n}, which contradicts the assumption 7 < oco. We thus deduce
that Agy(t) >0 for allt > 0 and all k € {1,...,n}.

Corollary 3.14 implies that the sequence of Galerkin approximations (™ () con-
verges to S’z in € (R; X**') for some (o/,p’) € II. Then, Lemma 2.2 yields that
xén)(s) converges to z(s) in R for each s € [0,t] and & € N. In the previous para-
graph we know that A,z (s) > 0 for all n, all k < n and all s > 0. Passing to the

limit, we obtain the desired result. 0

Back to the proof of Lemma 6.2, consider z satisfying its conditions. It is easy
to see that Az > 0. By Lemma 6.6, this implies AS'z > 0 and thus %Stx = 0 for
all t > 0. In other words, S’z is nondecreasing in ¢. Let z = r*. Then z = S'z is
a stationary solution of the heat equation, and we also have x < z. Invoking the
monotonicity result of Lemma 4.5 applied to zero potential and zero noise, we have
Stz < z for all £ > 0. The monotone convergence theorem gives the existence of z*
such that (S'z); converges to 2} € R as t — oo for all k € N. Sending ¢ — oo in
(St 1z), = (S'z)r + fol AS"x ds for each k, one can see that Az* = 0. Hence it
can be computed iteratively that x; = kx7 for all £ € N.

Due to our assumptions on x, there is m such that
(6.5) x>0, k>m.

Since S'x is nondecreasing, the coordinatewise convergence of S'a to z* implies 2} > 0
for k > m. This gives 27 > 0 and thus z; > 0 for all k. Lastly, due to this convergence,
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there is T' > 0 such that (STz), > 0 for all k < m. Since (6.5) holds and the function
t — Stz is nondecreasing, we can conclude Stz = 0 for all ¢t > T'. This completes the
proof. O

6.2. Proof of Lemma 6.3. The idea is to use the property (2.4) first, finding a
sufficiently large region where the potential F' is almost flat. Then, we use the
noise W as a control to bring CD}Wx and @}va into that region and keep them
there over a period of time. Finally, we compare them with certain solutions of the
homogeneous discrete heat equation which is possible due to the smallness of the
influence of the potential in that region, and conclude by using Lemma 6.2.

The next lemma ensures that the controls we need as described above form a set
of positive probability.

Lemma 6.7. For every a € R and ty,ts satisfying to > t1 > 0, there is M > 0 such
that, for all € > 0,

(6.6) W <ﬁ Ak> > 0,

where

Ay = { sup [Wi(t)] < Mk%} N { sup [Wi(t) — a| < e%%}, ke N\ {1},

t€[0,t1] tE€(t,to]

Alz{ sup |W1(t)]§M}ﬂ{ sup \Wl(t)—(t—t1+1)a\§ez}.

te[0,t1] te(ts,ta]

Proof. 1t is sufficient to prove (6.6) for small e. Our choice of M must at least ensure
W(Ag) > 0 for all k. For this, taking into account the continuity of Wi (t) at t = ¢4,
it suffices to have

(a — k5, a + 2ks) N (= Mks, MEks) £ 0, ke N,
which is guaranteed by M > |a|. Let us fix such M.
Using the independence of W, we have W(N2, Ay) = [[r—; W(A). To show that
this product is positive, it suffices to prove

(e 9]

(6.7) Z —log W(A4;) < 0.

Note that for k large, there are 7, Cy > 0 such that
1 1
W(A}) < W{ sup |[Wi(t)| > Clké} < 9e—Cak?
te(0,t2]

Hence, for k large, we have

1 1
—log W(A;) =log (1 — W(Az))_1 < log(1 — 2e~9F") 71 < Cye=C2k?
and (6.7) follows. 0

Proof of Lemma 6.5. For brevity, we write X (t) = ®% 2 and Y(t) = ®%yy. By
Proposition 4.3, we have XY € S(z, A, F,WW;L) and by Remark 4.7, we know
SzeS(z,A,0,0;L) whenever z € L.

Step 1. We introduce basic deterministic objects and choose the size of the region

where the potential is almost flat. By Lemma 4.5 applied to zero random potential
and noise allowed by Remark 3.3, if x € [r*=" — ¢, r*™" + (], then Stz = S'(r'=" — ¢)
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for all + > 0. On the other hand, Lemma 6.6 implies that AS!(r*=" — ¢) = 0 for all
t > 0. Since S*(r*~" — ¢) satisfies the heat equation, we have $S'(r*=" —¢) = 0 and
thus St(r*=" — ¢) = r*=" — ¢ for all t > 0. Hence, we obtain

(6.8) Stz =rvh—¢ t>o0.
Similarly, for all y € [r*=" — ¢, r*™" 4 ¢], we also have
(6.9) Sty <t 4, t>0.

Let us choose 0 > 0 to satisfy u —h — 2§ > v+ h+ 2§ and consider € € (0, A1). For
L > 0, we set

(6.10) o) = pu=h=3 _ [ y) = pr+hs g
In view of (6.8) and (6.9), we can choose L large so that

(6.11) (Sta), — ekt >a) (Sty)s+eki <y, keN

holds for all t > 0, for all e < 1, all z € [r* " —c, rth 4], all y € [r=" — ¢, roth 4 (].
Additionally, we set

(6.12) g?) = puh=20 _ Y@ — 2
By Lemma 6.2 applied to (¢ — y®)), there is T > 0 such that

(6.13) STz — Ty = ST (42 — @y 0.
We move on to choosing some parameters. We fix n large enough to guarantee

(6.14) > (logk)?k™2 < ¢

k>n+1

We set [ to be
(6.15) L= (s + [yl + K<

Here the large constant K > 0 will be specified later. By the condition (2.4) with
0= %, there is a € R such that

W~

€

(6.16) f(s) < S, (hs)ef{l,2,....nyx[a—la+]]

n
Step 2. For a in (6.16), we define a by ay = a, k € N. We set
(6.17) ty = €.

We want to show that with this definition of ¢y, for sufficiently small €, with positive
probability, X (ty) and Y (¢y) are e-close to Sz + a:

(6.18) 1X (t) — Sz — al, < e,
(6.19) 1Y (to) — Sy — al|. < e.
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Here the norm is given in (4.9). We apply Lemma 6.7 with t; = ¢ty and ty = to+ 7T,
where T' is given by Lemma 6.2, to see that, with positive probability,

(6.20) sup [Wi(t)| < Mks, keN,
t€(0,to)

(6.21) sup |Wi(to + ) —a| < ks, ke N\ {1},
t€[0,T]

(6.22) sup [Wi(to +1t) — (t +1)a| < €.
t€[0,T]

The first coordinate is special because (Aa)y is nonzero only for & = 1. Hereafter,
we fix any realization W in Wy satisfying (6.20)—(6.22). In the following, C' stands
for a constant uniform in all such W. In particular, (6.20)—(6.22) imply

(6.23) sup |[W|lL < sup |[W]|. <C.
te[0,7] te[0,T)

By Lemma 4.8, we obtain
(6.24) sup || X(t) - S'z|. < C.

t€[0,to]

Subtracting a from both sides of the equation that X (ty) — Sz satisfies, we have
to to
IX(to) S~ all, < [ CIX(s) = Soallds [ IFCXE) s+ [Wita) ~ all.
0 0

Due to X(s) € €(R;L), by Lemma 3.7 (1), we can verify supyeo ) [lf(X(s))[« <
C. By this, (6.17) and (6.24), the two integrals on the right of the above display
are bounded by Cty = Ce?. Due to (6.21)—(6.22) applied at ¢ = 0, it can seen
that ||[W(ty) — all, < Ce?. Using these estimates in the above display we obtain
| X (tg) — SPx — al|, < Ce®. Hence, (6.18) holds for sufficiently small e. Similarly,
(6.19) is valid.

Step 3. We study the behavior of X (to + t) and Y (ty + ¢) for t € [0,7]. The
key results are (6.26), (6.27) and the corresponding ones for Y. The estimate (6.18)
implies

Xilto) > (S%z), +a— ek, keN.
In view of (6.11), this shows X (ty) = 2 + a. Let
XD (to +t) = Bhgioyy (M +a), >0,
ie, XW(tg+-) € S(xW, A, F,00W; L) satisfies
XWB(tg+t)=2W +a+ /t AX W (ty + s5)ds
(6.25) . 0
+ /0 FIXD(tg + 5))ds + W (tg + 1) — W (to).

Then, Lemma 4.5 implies that

(6.26) X(to+1t) = XW(tg+1), t>0.
Let us show that
(6.27) sup || XM (tg+1t) — Stz —al|, <e

te[0,7)
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We set a = —Aa, i.e., recalling the definition of A in (1.4), a; = a and a; = 0 for all
k > 2. We have

(6.28) AXD = A(XW —a) - a,

This, (6.25), and the fact that S'z(") solves the heat equation imply
t
Xty +1t) - Sz —a= / <A (XD (ty + s) — Sz — a)
0

FAX DOt + 3))>ds F W (tg+1t) — ta— W(ty).

Therefore,

t
| XDt +t) — Stz —a||, < / CI XDty + s) — S*2M — al|.ds
(6.29) . 0
+/ 1F (XD (to + ) |«ds + W (to + 1) — ta — W (to)]|..
0

Lemma 4.8 applied to XM (tg++) and Sz yields sup,c g 7y | XM (to+1)—S'a V||, < C,
which implies

sup || XP(ty+t) — Stz —a||, < C.
te[0,7

From (6.21)—(6.22), we see that

(6.30) sup |[W(to+1) — ta— W(to)ll., sup |[|W(to+t) — ta — W(to) [ < Ce2.
te[0,7) te[0,T]

To estimate the integral involving f, we want to use (6.16). For this, we need
(6.31) XDtg+t)ela—la+1, ke{l,2,....n}, tel0,T)

so let us estimate X (¢y +¢) —a. An estimate similar to (3.21) holds for XM (¢y + -)
with || - || replaced by || - ||L. Using (6.23) and Gronwall’s inequality, we have

(6.32) sup || XV (to + )|l < C.
te(0,7

This and Lemma 3.7 (1) yield
(6.33) sup || F(XW (to + 1)l < C.

t€[0,T]
By (6.28) and (6.25), we have

t
IXD(to + ) - ally < a®fl. + / CIIXD(ty + 5) — afluds
0

+/O £ (XD (tg + 5))||luds + |[W(te + 1) — ta — W (to)||L.

Using (6.33) and (6.30) along with Gronwall’s inequality, we obtain

(6.34) sup | XV (to + ) — alln, < (|JaW]|n + K)eXT
te[0,7

where the constant K is determined only by ||A||.4 @) and f, so it does not depend on
the shift parameter a. Thus we can use this K in (6.15). Now, from (6.15) and (6.34),
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we deduce (6.31). The latter, along with (6.14), (6.16), (6.32) and Lemma 3.7 (1),
implies that

1F (XDt +8)? < et +C Z (logk:)Qk:_% <Ce', s€l0,T).
k>n+1

Inserting this and (6.30) into (6.29) and applying Gronwall’s inequality, we arrive at

sup || XW(ty+1t) — Stz —a|, < Ce(1 + T)eCT.
te[0,7

Hence, (6.27) holds for sufficiently small e.

Step 4. We want to deduce that monotonization happens, namely, X (to +7T) >
Y (to+ T'). From (6.27), we have

(6.35) XP(to+1) > (S'2M)+a—eki, keN, tel0,T]
By (6.10), (6.12), we have ™) — 23 = r% and thus

Stz — St =St =3 ¢ > 0.
Initially, we have already required € < §, which gives

(StzM),, — (S'a @), > ek, kEN, t > 0.

This together with (6.26) and (6.35) implies

X(tg+1t) =S2® +a, tel0,T).
Symmetrically, the same arguments yield

Y(ty+1t) <S'y? +a, tel0,T)
Therefore, we have

X(to+1t) = Y(to+1) = S'a® —stzM  + 0,7,

and X(to+7T)—Y(to+T) > 0 follows from this and (6.13).

Note that by our construction in Step 1, the desired inequality (I)gwx >~ (IDEWy
holds with this choice of T" on the event of positive probability described in (6.20)—
(6.22) simultaneously for all z € [r*=" — ¢, r**" + ¢] and all y € [r*=" — ¢, rv+h 4 ],
which completes the proof of the lemma. O

6.3. Proof of Lemma 6.5. We recall the sets F(v) = Fp(v) introduced in Theo-
rem 5.2. We set

Z(u,v) = (u+ Q) U (v +Q),
F(uv)= () Fw).
weZ(u,v)

Then, we have F(F(u,v)) = 1. By Theorem 5.2, if F' € F(u,v), then for each
w € Z(u,v), there is a unique IVPM p,, = g, r concentrated on S(w). For z € RY,
we define

C=* ={y e R :y =z},
C* ={yeRV:y =<z}

Lemma 6.8. Suppose F € F(u,v), w,w" € Z(u,v) and x € S(w). If w' > w, then
o (CZF) > 0. If w' < w, then p,(C=*) > 0.

(6.36)
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Proof. By symmetry, we only need to prove the first part. We denote
Bsy = {y € RUhd sy >y k> b,
B.,={y € Ry >0 k< n}.
For every y € S(w'), there is n such that y>, € B>, (z). So let us find n such that
(6.37) pw{y : Ysn € Bsp(x)} > 0.
Using regular conditional probabilities and decomposing

,uw’(dy) = Huw! <n (dy<n‘ yzn),uw’,zn (dyzn)a

we can write

Nw’(ctx) = \/B Nw’,Zn(dyZn)ﬂw’,<n(B<n; ?Jzn)

The lemma now follows once we notice that (6.37) means that fi, >,(B>,) > 0 and
that iy <n(Ben;ysn) > 0 for all ys, since fiy <n(dy<n|y>n) is a finite-dimensional
Gibbs distribution equivalent to the Lebesgue measure. 0

Lemma 6.9. Suppose F € F(u,v), w,w" € Z(u,v) and x € S(w). If w' > w, then
there is an ergodic invariant measure v, concentrated on S(w') such that v, (C=*) >

0. If w' < w, then there is an ergodic invariant measure v, concentrated on S(w')
such that v, (C=%) > 0.

Proof. Since S(w’) is a Polish space, the ergodic decomposition y,» = [ v II(dv) holds.
Since the ergodic measures v are absolutely continuous with respect to ., and hence
concentrated on S(w’), the claim of the lemma follows from Lemma 6.8. O

Proof of Lemma 6.5. First take a number h' € (0,h) N Q and use Lemma 6.9 to find
ergodic invariant measures Vy_p, Vyihty Vot Vorr o0 S(u—"0"), S(u+h'), S(v—~hn'),
S(v + k') satisfying

(6.38) Ve (CZ7), Vi (CFF), vy (CZY), vy (CY) > 0,

Let us fix € > 0 and find a constant ¢ > 0 sufficiently large such that

(6.39) Vi (C77 "), v (CZ ) 0y (CF"79), 1wy (CF ) > 1 — e
For A € B(RY), r € R, § > 0, we denote

T—o0

T
(6.40) B(r,A,d) = {z e S(r): W{W ; limsup%/ La(Phyy 2)dt > 1—6} = 1},
0

By the ergodic theorem and (6.39), we have

(6.41) Vaw (B(u— ', =" ¢

(642) Vy+n

(
(6.43) Vo (B(v—H,C=" "~ ¢

(2
(7
(2
(

)
u+ h' C«wuc,e)) =1,
)
(6.44) Vosw ( B(v+ 1, C=r e e))

. . .. ! ’ ! ’ . .
Let us now take independent initial conditions z%~" z%*+" 2= 2v+"" distributed
according to vy _pr, Vyin's Vo—h'y Voih!-
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Due to (6.38) and (6.41)—(6.44), we have
Vy—ht X Vyghy X Vy—pr X Vv+h’(B) > 0,

where
(6.45) B = (€% x O x O x C=0) 1 (B(u— W, 07"~ ) x
X B(u + h/, ijru-!—h—s—c7 6) % B(U . h/70trv—h_c’€) x B(U + h/, Ojr“'h—&—c’ 6))

. _ ’ ot ’
In particular, B # (0, so we can take some (x% " zuth pv=h" zv+h"y ¢ B We have
p ) b b b b
u—h' u+h'
T <zrz=xz ,
v—h' v+h'
x 2y,
so that due to monotonicity of the flow,
t u—h' t t u-+h'
CIJF’Wx < <I>F7Wx < (IDF’Wx ,
t v—h' t t v+h'
(I)F,W‘r X Ppyy = (bF,Wx .

This means that if ®% 2" € Ccrr e, Pl yath € Crt e, oLt €
C="""e and @Y 2t € O then Oy w € [t — o, it 4 ] and Phyy €
[[rv—h —c, rv+h + C]].

Therefore, using the definition (6.40) in (6.45), we obtain

1 [T

W{ lim sup f/ ]l[[,u_h_cjrwhﬂ]](tb}ywx)]l[[,v_h_wwhﬂﬂ(CID%’Wy)dt >1-— 46} =1.
T—o0 0

Choosing arbitrary ¢ < 1/4 and denoting by W(u, v, h, F') the full measure set in the

above display, we complete the proof. O

7. ONE FORCE — ONE SOLUTION PRINCIPLE

The goal of this section is to prove parts II and IIT of Theorem 1.1. After auxiliary
statements on shear invariance, we first prove a weak form of 1F1S in Theorem 7.6.
The unique ergodicity claim of part II is part 6 of Theorem 7.6. The claim of ex-
istence and uniqueness of stationary nonanticipating global solution in part III of
Theorem 1.1 is part 5 of Theorem 7.6. The attractor property of the global solu-
tion in part IIT of Theorem 1.1 is Theorem 7.9. The mixing property in part IT of
Theorem 1.1 is Corollary 7.11.

7.1. Shear-invariance. Just like the Burgers equation dynamics studied in [BL19],
the polymer dynamics is skew-invariant with respect to the shear semigroup. For
brevity we speak of shear-invariance. To state this property, we first recall the defini-
tion (2.5) of the shear transformations group = = (Z"),cr acting on functions defined
on N x R such as potentials and their derivatives. We also need to define the action
of the same group on polymers themselves: for v € R and = € RY,

(%) =ap+ kv, keN.

Lemma 7.1. For all potentials ' € Fqy, for all noise realizations W € Wy, all
(v, p) € I all initial conditions x € X*P, all times t > 0, we have

t —=v,. _ =UvHt
Pzopw='e == Py .
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PROOF: The shear transformations do not affect the noise realizations, so to check
that X € S(z, A, F,W; L) implies ='X € S(x, A, =ZVF,W;L) it suffices to note that
the drift in right-hand side of (4.1) transforms appropriately:

ApZE'r = (51 + (K — Do) + (zp1 + (K + 1)v) — 2(z, + kv) = Agx, k€N,
and ZVF € [Fy with
E Ne(E"2)k) = felzi), keN
The lemma now follows from the uniqueness of solutions. O

This is an important property which, along with monotonicity, and distributional
invariance of potentials under shear transformations, helps us to study invariant dis-
tributions for polymer and in particular, establish 1F1S. The idea of the lack-of-space
argument for the following statement goes back at least to [HN97, Lemma 6|. It has
been used in uniqueness arguments in [BCK14, Bak16, BL19].

Lemma 7.2. Suppose (X,),er S a stochastic process on a probability space (2, A, P)
with a.s.-nondecreasing in v right-continuous realizations, and with stationary incre-
ments. Then, for every v, P{X(v+) # X(v—)} = 0.

PROOF: Denoting A, = {X(v+) # X(v—)}, noting that p = p, = P(A4,) does
not depend on v due to our stationarity assumption, and choosing any probability
density ¢g with respect to the Lebesgue measure on R, we obtain, changing the order
of integration:

p= [ a@pao = [ gwP(A)aw = [ goIPLido =P [ glo)1ado =0

R
since a monotone function has at most countably many discontinuity points. O

Our strategy to prove uniqueness of various objects is based on identifying intervals
of their possible values with upward jumps of appropriate random monotone functions
satisfying the conditions of Lemma 7.2 due to shear invariance thus showing that those
intervals collapse into single points.

7.2. Weak 1F1S. Our argument is based on sample measures also known as Markov
measures. This notion was first introduced in [LY88], see also [Arn98, Section 1.7
and Chapter 2| and [Cra91].

Suppose (P') is a Markov semigroup on a Polish metric space (X,d) with an
invariant distribution p. Suppose further that (P") generated by a continuous random
dynamical system (®%,) on a white-noise probability space (W, W, W) with a group
of measure-preserving automorphisms 6¢ via

Plg(z) = Wg(Pyx), ze€X, t>0, g M(X),

The white-noise property means that maps ®3", 2% . &' are independent
for all n and all disjoint (s1,t1], ..., (Sp, tn], where

Op = Py
Then there is a f-invariant set W of probability 1 such that the weak limit
(7.1) pwe = lim p(®})~!
exists for all W € W and all ¢ € R. Here, for a measure ;1 and a measurable function h,

ph~! denotes the pushforward of p under h: ph™'(A) = p(h=1(A)).
It is useful to single out ¢ = 0 and set py = pwo.
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The sample measures (pw;)y i er describe the distribution worked out by the
random dynamics given the history of the noise. They have the following properties:

(i) for all W € W and all t € R, pyy = porw;
(i) for all t € R, pwy is Wi-measurable and independent of W o).
(iii) for all ¢1,t5 € R satisfying t; < to,
(7.2) P (D) ™ = pwise;
(iv) For all t € R
p(-) = Wow(:).

We can apply this concept to the IVPM i, r constructed in Theorem 5.2 because
it is invariant under the polymer dynamics Markov semigroup and concentrated on
S(v) which is a Polish space (see Proposition 5.3 and Remark 5.4). In agreement
with (7.1), we will denote the associated sample measures by ji, g

The idea is to approach a form of 1F1S through the ordering by noise property
which helps to compare the sample measures concentrated on distinct S(v), in com-
bination with the shear invariance.

We begin with definitions related to supports of measures. For a Borel measure v
on R, we denote the leftmost point in its support by

supp_(v) =sup{r e R: v{r' : ' <r} =0} e RU{—o0},
and the rightmost point in its support by
supp, (v) = inf{r e R:v{r' : ' > r} =0} € RU {+o0}.
We define the coordinate operator 7, : RY — R by m,2 = . For a measure p on RY,
a point x € (R U {—o00})" is called the lower boundary for the support of y if
xp =supp_(vm; '), k€N,
and 2 € (R U {+o00})" is the upper boundary for the support of p if
z = suppy (vm, '), keEN.
We recall the definition 6.36.

Lemma 7.3. If iy and po are two probability measures on RY satisfying

(7.3) o< pe{(yy?) ry! 2yt =1,
then
1 (C=%) = pa(C=7) = 1,
where x € RY can be taken as either the lower boundary for the support of jia or the

upper boundary for the support of piy.

PrOOF: We take x to be the lower boundary for the support of py and z to be the
upper boundary for the support of p;. Then —oco < 2z, < xp < 400 for all k£ € N,
ie.,

(7.4) z 2w,

since the violation of this for some £ would imply that there is r satisfying x, < r < z,
and we would have pi{y :yp > 7} >0 and po{y : yp <r} >0, so

< pe{(y' y®) yt Ay = m o {(yhy?) Ty > >t > 0,
contradicting (7.3).
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By definitions of 2 and z there are 2/,z € RY such that x < 2’ and 2/ < 2.
Combining this with (7.4), we obtain that z € RY.

Suppose j(C=*) < 1. This means that for some k¥ € N, we have pus{y : yp <
x} > 0, a contradiction against the definition of z;. A similar argument applies to
p1(C=%) < py (C=*), completing the proof. O

Lemma 7.4. There is a full measure set F € F such that the following holds. For
each F' € F and each vi,v9 € R satisfying v < wvo, suppose that pq, o are two
probability measures on RY which are

—  concentrated on S(vy) and S(vg), respectively;
— dnwariant for the polymer dynamics Markov semigroup on S(v1) and S(vg),
respectively.

Then there is a full measure set W(uy, pio, ') € W and an RN-valued nonantici-
pating process (x(t, F,W));er such that, for allt € R and all W € W(uq, ua, F'), the
sample measures for py and po satisfy

(7.5) pn i (CZEEEWY = gy 4 (CZEEEW)) =

Moreover, x(t, F,W) can be taken to be either the lower boundary for the support of
Lo wy or the upper boundary for the support of 1 wy.

PROOF: Due to Theorem 6.1, we can take a set of full measure F such that for all F €

F and all (2}, 22) € S(v1) x S(v3), ordering happens on a full measure set W(F) € W.
By the invariance of p; and ps9, the sample measures in display (7.5) are well-defined

on a full measure set W(,ul, w2, F). We take W(uy, o, F') = W(F) MW (g, po, F).
Let us introduce the following measure of departure from the domination prop-
erty (7.5): for two measures v; and vy on RY, we define

q(vr, ) = v x wf(zt, 2?) : 2t £ 2*}.

In particular, if one can find sets A; and A, satisfying A; < Ay (i.e., 1 =X 2 for all
x1 € Ay, k9 € Ag) and v1(A;) = 12(As) = 1, then ¢(vy, 1) = 0.

Let us now introduce Q(t) = Wig(p1,ws, owe)]. The right-hand side does not
really depend on ¢ due to the stationarity, so Q(t) = Q(0) for all ¢. For all ¢ > 0, we
have

Q(t) =Wl we X powae{(z!, %) : 2t £ 2?}]
=W (1, wo(®hp) " X powio(@ry) (2!, 2?) s ! £ 2?}]
=W (g wo X pzwof (', 2%) : q’%w LA ‘I)me }]
=1 — W[ wo x Nz,w,o{(x )y T ) : ‘I)%,WJ? = (I)F,W$2}]
=1 — Wluwo X powo{(z',2?) : a* < 2?}]
— W(p1,wo X iz, Wo{(x1 $2) Lt Aa? @ Wx = @wa 1]
=Q(0) = Wl wo x powol(ah,a?) s at £ 2% Phyat < 02},
so for all ¢ > 0 we have
Wi wo X powo{(a’, 2?) : 2! £ 2% Ohyat < Ohya’}] =0,

which, due to the choice of F' guaranteeing ordering, and independence of W, and
Wio,ee) implies that, for W € W(uy, po, F), prwo X powo{(z',2?) : 2! £ 2?} =0,
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ie.,
q(p1,wo, powo) =0, W € W(py, pip, ).
This also implies that for all m € 7Z,

A wm, bowm) =0, W € W(uy, po, F).

Due to the monotonicity of the cocycle and the skew-invariance property (7.2), we
can conclude that

q(iwe, owe) =0, teR, W e W(uy, po, F).

Now we can apply Lemma 7.3 to construct z(¢, F, W), which completes the proof of
the lemma. O

We will need the following lemma on shear invariance.

Lemma 7.5. For every vy, vs € R, the following holds:

1. There is a set F'(vy,ve) C F(vy) NF(ve) such that F(F' (vy,ve)) = 1 and for every
Fe F/(Ul, Ug),

:uvg,E“Q’”lF = ﬂm,F(Evzivl)il'

2. There is a set B'(v1,v3) C B(vy,v2) such that F x W(B'(vy,v9)) = 1 and for every
(F,W) € B'(v1,v9) and all t € R,

Hoyy Zv2=v1 FW = fhoy, mwe (222 70) 7
PROOF: The first part follows from (i) the fact that shear transformations preserve
the Gibbs property of finite-volume polymer measures (this is Lemma 5.2 of [BL19])
and (ii) the uniqueness of IVPMs (our Theorem 5.2 or Theorem 4.2 of [BL19]). The
second part follows from the first one, the fact that infinite volume polymer measures
are invariant under the polymer dynamics (Proposition 5.3) and the shear-invariance
property of the dynamics (Lemma 7.1). O

The sets B'(vy, v2) do depend on slopes vy, vs. It is hard to make a statement valid
for all vy, vy at the same time, so we will need to use monotonicity and countable sets
of v.

Before stating a result on stationary global solutions, let us recall some terminology.
A process (x(t));cr is called stationary if its distribution does not change under time
shifts. It is called a global solution for (CID%’W) if there is a set A of probability 1 such
that

(7.6) O ya(t, W) = (s, W)

whenever ¢t < s and W € A. A stationary nonanticipating global solution (x(t)):er is
said to be unique in a space L if for any other stationary nonanticipating global
solution (y(t))er with values in L, there is a set A’ of probability 1 such that
z(t, W) =y(t,W) for all t € R and all W € A'.

Theorem 7.6. There is a random field x,(v,t) = z,(v,t, W), t € R, v € R,
n € N, defined on (Fg x Wy, F x W, F x W) and, for each v € R, a set C(v) € F x W
satisfying F x W(C'(v)) = 1 such that the following holds:

1. For all n € N, t € R, the process {x,(v,t)},er has right-continuous paths and
nonnegative stationary increments in v.
2. ForallveR, (F,IW) e C(v),teR, neN, visa continuity point of z,(v,t).
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3. Let us define x(v,t) = x(v,t, EW) = (x,(v,t, F,W))pen. Then, for all v € R,
(F,W) e C(v), t € R, we have
Mo, F Wt = 5x(u,t,F,W)-
For allveR, (F,W) e C(v), t € R, we have z(v,t) € S(v).
. For any fized v € R and F-a.e. potential F, (x(v,t))cr is a unique stationary
nonanticipating global solution of the polymer dynamics in S(v).

6. For any fired v € R and F-a.e. potential F', 1, p i a unique invariant measure for
the polymer Markov semigroup (P*) on S(v).

Part 6 is one of the claims in part II of Theorem 1.1. Part 5 is one of the claims in
part IIT

Remark 7.7. This theorem, together with the definition of the sample measures,
implies weak convergence of u FW(CI)}”tW)_l t0 Oz(vt,mw)- Since the initial condition in
this statement is not arbitrary (it is distributed according to y1r,) and the convergence
to z(v,t, F, W) is only distributional, this is a weaker form of 1F1S. We will upgrade
our theorem to the true 1F1S on each S(v) in the next subsection.

Remark 7.8. We conjecture that, with probability 1, the right-continuous and non-
decreasing in v process x(v, t, F, W) actually has no discontinuity points on the entire
real line (this is a strengthening of part 2 of the theorem).

PROOF: Let us fix t, n, and for any countable dense set V' C R define
(v, t, EW, V) = lim supp+(u1,/,t7p7w7r;1), veR.
Vau'lv

Due to Lemma 7.4, there is a set A(V') € F x W of probability 1 on which this func-
tion is well-defined, real, nondecreasing and right-continuous. On the zero-measure
complement of this set we can set, say, z,(v,t, F, W,V) = v. Due to Lemma 7.4,
for any two countable dense sets Vi,V C R, z,(v,t, F,W,V}) = x,(v,t, F, W, V)
for F x W-a.e. (F, W), so one can view z,(v,t, F, W) as uniquely defined up to zero-
measure modifications depending on a particular choice of V. Next, since (1, ¢ pw )ver
is shear-invariant (Lemma 7.5), we obtain that z,(v,t, F, W) is a process with sta-
tionary increments in v, which proves part 1 for a fixed ¢. It is also automatically
valid for countably many ¢ but we will need to extend this to uncountably many.

Now we can apply Lemma 7.2 on jumps of stationary monotone processes to con-
clude that for each fixed v € R, x,(v,t, F, W) is continuous at v with probability 1.
Together with Lemma 7.4, this implies that the support of p, pw,m, ! is one point
xp(v,t, F,W). The point z(v,t, F,W) = (z,(v,t, F,W)),en has to belong to S(v)
because i, pw, is supported by S(v). Considering all ¢t € Z simultaneously, we com-
bine countably many exceptional zero measure sets into a single one and see that
parts 1-4 hold true simultaneously for all those values of .

Since sample measures always satisfy (7.2), we obtain (7.6) for t € Z and s—t € N.
We can now use this and (7.2) to define z(v, s, F, W) for noninteger s. This defines
a global solution in agreement with parts 1-4 of the theorem. Part 3 now implies
that the process (x(v,t))er is stationary and nonanticipating, completing the proof
of existence in part 5 of the theorem.

Let us prove part 6. Let p be an invariant measure for for (P*) on S(v). Then its
sample measures pr,; are well-defined on a set of full measure. Let us fix some ¢,
e.g., set t = 0. Due to Lemma 7.4 applied to p and p, p for v' € Q, we also have that
with probability 1, for every vy, v, € Q such that v; < v < vq, the support of ppw,
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is squeezed between x(vy,t, F, W) and z(vy,t, F, W). Since the probability that v is
a discontinuity point of the monotone function v — x(v,t, F, W) is zero, we obtain
that with probability 1, ppw; is uniquely defined as the delta measure at
(v, t, F,W) = nglgﬁvx(vl, t, W) = @laquivx(w’t’ F,W).
i.e., pwt = Wy rwy. Therefore, p is also uniquely defined and must coincide with g, p.
To prove the remaining uniqueness claim in part 5 of the theorem, we assume that
there is another nonanticipating global stationary S(v)-valued solution z’(v,t, F, W).
Its distribution is invariant under (P*), so this distribution must coincide with i, p.
For the sample measures for ji, p, we have p1, pw; = dg(vs,7,w) on the one hand, and
o, Fwt = Oz/(ve,mwy ON the other hand, which implies our claim and completes the
proof. |

7.3. True 1F1S. The attractor property in part III in Theorem 1.1 is restated below
in a more precise way.

Theorem 7.9. Let v € R. Then, for F x W-a.e. (F,W), we have

lim |y — z(v, s, W)L =0, yeS©), seR,

t—
where x(-, -, -, ) is the family of global solutions constructed in Theorem 7.6.

Remark 7.10. One can view z(-, s, F, W) as a global solution in the space of func-
tions of v. Theorem 7.9 has an obvious extension for simultaneous convergence to
z(v, s, F, W) over countable sets of values v. Requiring that y = y(v) is a nondecreas-
ing function of v (i.e., y(v1) < y(va) for vy < vy), one can make a stronger claim of
convergence at every point of continuity of x(-, s, F, W). If in addition the continuity
conjecture in Remark 7.8 holds, then the convergence will hold at all points v € R
without exception.

PROOF: Due to the skew-invariance identity (7.6) and the continuity of the flow, it
suffices to consider only s = 0. Theorem 7.6 implies that on the set

(7.7) D)= () CW)
v’ ev+Q
of probability 1, for all v € v+Q, invariant measures ji,»  and their sample measures
oy mw are well-defined.
Let us fix v' € v 4+ Q satisfying v" < v and define

L,(v)=CNSW), yeS).
Let us now take any y € S(v) and denote a = 1, p(L,(v")). Lemma 6.8 implies that
a > 0.

By the definition (7.1) of sample measures, the definition (7.7) of D(v) and The-
orem 7.6, we obtain that on D(v), for each € > 0, there is t._ > 0 such that for all
>t

o (@) (O(2(,0, FW))) < a2,

where
(7.8) Oz) ={7 € RY: 2 —ke< 2, < 2z + ke, k €N}
denotes the open e-neighborhood of a point z in || - [|L. Therefore, for each t > ¢, _,

there is z(t) € L,(v') such that 2/(t) = @}tvg(z(t)) € O(z(v',0,F,W)). Using
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z(t) < y and the order-preserving property of the flow, we obtain that for all ¢t > ¢, _,
we have 2/(t) € O (z(v',0, F,W)) and @;ﬁ’gy = Z/(t). Due to (7.8), this implies
(7.9) Oy = E w0, F, W), t>t. .
A similar argument implies that there is ¢, > 0 such that
(7.10) Oy S EYa(,0, F, W), t >ty
Since € > 0 and v" € v 4+ Q are arbitrary, we obtain for all £ € N:

lim inf (@50 ), > lim (v, 0, F,W).

b U+

t—00 Sv'tv
limsup(®.50y)e < lim 2, (v, 0, F, W).
oo T v+Q3v"

Using the a.s-continuity of z(-,0, F, W) at v we conclude that with probability 1, for
each k € N

(7.11) tlggo(@;fvvgy)k = 23,(v,0, F, W).
It remains to upgrade this to convergence in || - ||. Let us fix an arbitrary 6 > 0

and set € = §/3 and v/, = v+ §/3. Since x(v/.,0, F,W) € S(v)), we can find n € N
such that for k > n,

(x(v",0, F, W) > k(v —e),
and

(z(vy, 0, F, W)y, < k(v + €).
So we have

(E72(v",0, F,W)), > k(v — 2¢) > k(v —9)

implying
——€ / _
g (2= 2(v"_,0, F,W)) — kv )
k>n k
and, similarly,
=z (v, 0, F W), — k
sup( I(U-i-a y 4y ))k v §(5
k>n k

Combining these estimates with (7.9) applied to v" = v, (7.10) applied to v" = v/,
and (7.11) applied to k < n, we obtain
lim sup ||¢);tmgy —xz(v,0, F, W)L < 24.

t—o00

Since 0 > 0 is arbitrary, this completes the proof. O

It remains to state a corollary on mixing which, together with part 6 in Theo-
rem 7.6, yields part II in Theorem 1.1.

A Markov semigroup (P') on a space X is called mixing with respect to a (P')-
invariant measure p if the associated transition probabilities P*(z, dy) converge weakly
to u(dy) as t — oo, i.e., limy o P'g(x) = pg for all continuous bounded functions g
and all x € X.

Corollary 7.11. Letv € R. For F-a.e. F, the Markov semigroup (P") is mizing with
respect 1o iy .
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PROOF: By Theorem 7.9 and the bounded convergence theorem, for each = € S(v),

P'g(z) = W[g(®fwe)] = W[g(®pwa)] — fo,rg,

and the corollary follows. O
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