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Abstract

The Lipschitz constant of the map between the input and output space represented
by a neural network is a natural metric for assessing the robustness of the model.
We present a new method to constrain the Lipschitz constant of dense deep learning
models that can also be generalized to other architectures. The method relies on
a simple weight normalization scheme during training that ensures the Lipschitz
constant of every layer is below an upper limit specified by the analyst. A simple
residual connection can then be used to make the model monotonic in any subset
of its inputs, which is useful in scenarios where domain knowledge dictates such
dependence. Examples can be found in algorithmic fairness requirements or, as
presented here, in the classification of the decays of subatomic particles produced at
the CERN Large Hadron Collider. Our normalization is minimally constraining and
allows the underlying architecture to maintain higher expressiveness compared to
other techniques which aim to either control the Lipschitz constant of the model or
ensure its monotonicity. We show how the algorithm was used to train a powerful,
robust, and interpretable discriminator for heavy-flavor decays in the LHCb real-
time data-processing system.

1 Introduction

The sensor arrays of the LHC experiments produce over 100 TB/s of data, more than a zettabyte per
year. After drastic data-reduction performed by custom-built read-out electronics, the annual data
volumes are still O(100) exabytes, which cannot be stored indefinitely. Therefore, each experiment
processes the data in real-time and decides whether each proton-proton collision event should
remain persistent or be discarded permanently, referred to as triggering in particle physics. Trigger
classification algorithms must be designed to minimize the impact of effects like experimental
instabilities that occur during data taking—and deficiencies in simulated training samples. (If we
knew all of the physics required to produce perfect training samples, there would be no point in
performing the experiment.) The need for increasingly complex discriminators for the LHCb trigger
system [1, 2] calls for the use of expressive models which are both robust and interpretable. Here we
present an architecture based on a novel weight normalization technique that achieves both of these
requirements.

Robustness A natural way of ensuring the robustness of a model is to constrain the Lipschitz
constant of the function it represents. To this end, we developed a new architecture whose Lipschitz
constant is constrained by design using a novel layer-wise normalization which allows the architecture
to be more expressive than the current state-of-the-art with more stable and faster training.

Interpretability An important inductive bias in particle detection at the LHC is the idea that
particular collision events are more interesting if they are outliers, e.g., possible evidence of a particle
produced with a longer-than-expected (given known physics) lifetime would definitely warrant further
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detailed study. The problem is that outliers are often caused by experimental artifacts or imperfections,
which are included and labeled as background in training; whereas the set of all possible interesting
outliers is not possible to construct a priori, thus not included in the training process. This problem
is immediately solved if outliers are better is implemented directly using an expressive monotonic
architecture. Some work was done in this regard [12, 15, 14] but most implementations are either
not expressive enough or provide no guarantees. We present Monotonic Lipschitz Networks which
overcome both of these problems by building an architecture that is monotonic in any subset of the
inputs by design, while keeping the constraints minimal such that it still offers significantly better
expressiveness compared to current methods.

2 Monotonic Lipschitz Networks

The goal is to develop a neural network architecture representing a scalar-valued function

f(x) : Rn
! R (1)

that is provably monotonic in any subset of inputs and whose gradient (with respect to its inputs) has
a constrained magnitude in any particular direction. In an experimental setting, this latter property is
a measure of robustness to small changes in experimental conditions or to small deficiencies in the
training samples.

Constraints with respect to a particular Lp metric will be denoted as Lipp. We start with a model g(x)
that is Lip1 with Lipschitz constant � if 8x,y 2 Rn (rescaling xi allows � directional dependence)

|g(x)� g(y)|  �kx� yk1 . (2)

The choice of 1-norm is crucial because it allows a well defined maximum directional derivative for
each input regardless of the gradient direction. This has the convenient side effect that we can tune
the robustness requirement for each input individually.

We can then proceed to make an architecture with built-in monotonicity by adding a term that is
linear (or has gradient �) in each direction in which we want to be monotonic:

f(x) = g(x) + �

X

i2I

xi, (3)

where I denotes the set of indices of the input features for which we would like to be monotonic.
This residual connection enforces monotonicity:

@f

@xi
=

@g

@xi
+ � � 0 8i 2 I (4)

Note that the construction presented here only works with Lip1 constraints as Lipp 6=1 functions
introduce dependencies between the partial derivatives. To the best of our knowledge, the only use
of residual connections in the literature when trying to learn monotonic functions is in the context
of invertible ResNets [7]. Instead, the state-of-the-art approach for learning monotonic functions
involves penalizing negative gradients in the loss, then certifying the final model is monotonic, rather
than enforcing it in the architecture (e.g. in [12].) To be able to represent all monotonic Lip1 functions
with 2� Lipschitz constant, the construction g(x) needs to be a universal approximator of Lip1

functions. In the next section, we will discuss possible architectures for this task.

3 Lip1 approximators

Lip1 constrained models Fully connected networks can be Lipschitz bounded by constraining the
matrix norm of all weights [9, 13]. Given the fully connected network with activation �

g(x) = W
m
�(Wm�1

�(...�(W 1x+ b
1)...) + b

m�1) + b
m
, (5)

where W
m is the weight matrix of layer m, g(x) satisfies Eq. (2) if

mY

i=0

kW
i
k1  � (6)
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and � has a Lipschitz constant less than or equal to 1. There are multiple ways to enforce Eq. (6).
Two possibilities that involve scaling by the operator norm of the weight matrix [9] are:

W
i
! W

0i = �
1/m W

i

max(1, kW ik1)
or W

i
! W

0i =
W

i

max(1,��1/m · kW ik1)
. (7)

In our studies thus far, the latter variant seems to train slightly better. However, in some cases it might
be useful to use the former to avoid the scale imbalance between the neural network’s output and
the residual connection used to induce monotonicity. In order to satisfy Eq. (6), it is not necessary
to divide the entire matrix by its 1-norm. It is sufficient to ensure that the absolute sum over each
column is constrained:

W
i
! W

0i = W
idiag

0

@ 1

max
⇣
1,
P

j |W
i
jk|

⌘

1

A . (8)

This novel normalization scheme tends to give even better training results in practice. While Eq. (8)
is not suitable as a general-purpose scheme, e.g. it would not work in convolutional networks, its
performance in training in our analysis motivates further study of this approach in future work.

In addition, the constraints in Eqs. (7) and (8) can be applied in different ways. For example, one
could normalize the weights directly before each call such that the induced gradients are propagated
through the network like in [13]. While one could come up with toy examples for which propagating
the gradients in this way hurts training, it appears that this approach is what usually is implemented
for spectral norm [13] in PyTorch and TensorFlow. Alternatively, the constraint could be applied by
projecting any infeasible parameter values back into the set of feasible matrices after each gradient
update as in Algorithm 2 of [9].

Preserving expressive power Some Lipschitz network architectures (e.g. [13]) tend to over con-
strain the model in the sense that these architectures cannot fit all functions �-Lip1 due to gradient
attenuation. For many problems this is a rather theoretical issue. However, it becomes a practical
problem for the monotonic architecture since it often works on the edges of its constraints, for
instance when partial derivatives close to zero are required. The authors of [10] showed that ReLU
networks are unable to fit the function f(x) = |x| if the layers are norm-constrained with � = 1. The
reason lies in fact that ReLU, and most other commonly used activations, do not have unit gradient
with respect to the inputs over their entire domain. While element-wise activations like ReLU cannot
have unit gradient over the whole domain without being exactly linear, the authors of [4] explore
activations that introduce nonlinearities by reordering elements of the input vector. They propose the
following activation function:

� = GroupSort, (9)

which sorts its inputs in chunks (groups) of a fixed size. This operation has gradient 1 with respect to
every input and gives architectures constrained with Eq. (6) increased expressive power.

Limitations We are working on improving the architecture as follows. First, common initialization
techniques are not optimal for weight normed networks [5]. Simple modifications to weight initial-
ization could improve convergence significantly. Second, it appears from empirical investigation
that the networks described in Eq. (6) with GroupSort activation could be universal approximators,
as we have yet to find a function that could not be approximated well enough with a deep enough
network. A proof for universality is still required and could be developed in the future. Neither of
these limitations has any impact on the example application discussed in the following section.

4 Experiment: The LHCb inclusive heavy-flavor Run 3 trigger

The architecture presented here has been developed with a specific purpose in mind: The classification
of the decays of heavy-flavor particles produced at the Large Hadron Collider, which are bound states
that contain a beauty or charm quark that live long enough to travel an observable distance O(1 cm)
before decaying. The data set used here is built from simulated proton-proton (pp) collisions in the
LHCb detector. Charged particles that survive long enough to traverse the entire detector before
decaying are reconstructed and combined pairwise into decay-vertex (DV) candidates.
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Figure 1: Simplified version of the LHCb inclusive heavy-flavor trigger problem using only 2 inputs,
which permits displaying the response everywhere in the feature space; shown here as a heat map
with more signal-like (background-like) regions colored blue (red). The dark solid line shows the
decision boundary predicted to give the required output bandwidth in Run 3.

The task concerns discriminating between DV candidates corresponding to the decays of heavy-
flavor particles versus all other sources of DVs. The signatures of a heavy-flavor DV are substantial
separation from the pp collision point, due to the relatively long heavy-flavor particle lifetimes,
and sizable transverse momenta, pT, of the component particles, due to the large heavy-flavor
particle masses. There are three main sources of background DVs. The first involves DVs formed
from particles that originated directly from the pp collision, but where the location of the DV is
measured to have non-zero displacement due to resolution effects. These DVs will typically have
small displacements and small pT. The second source of background DVs arises due to particles
produced in the pp collision interacting with the LHCb detector material, creating new particles at a
point in space far from the pp collision point. Such DVs will have even larger displacement than the
signal, but again have smaller pT. The third source involves at least one fake particle, i.e. a particle
inferred from detector information that did not actually exist in the event. Since the simplest path
through the detector (a straight line) corresponds to the highest possible momentum, DVs involving
fake particles can have large pT values.

In the first decision-making stage of the LHCb trigger, a pre-selection is applied to reject most
background DVs, followed by a classifier based on the following four DV features:

P
pT, the scalar

sum of the pT of the two particles that formed the DV; min[�2
IP], the smaller of the two increases

observed when attempting to instead include each component particle into the pp-collision vertex fit,
which is large when the DV is from the pp collision point; the quality of the DV vertex fit; and the
spatial distance between the DV and pp-collision locations, relative to their resolutions. The threshold
required on the classifier response is fixed by the maximum output bandwidth allowed from the first
trigger stage.

Unfortunately, extremely large values of both displacement and momentum are more common for
backgrounds than for heavy-flavor signals. For the former, this is easily visualized by considering a
simplified problem using only the two most-powerful inputs,

P
pT and �

2
IP. Figure 1 (left) shows

that an unconstrained neural network (NN) learns to reject DVs with increasing larger displacements,
corresponding to the lower right corner in the figure. Figure 2 (left) shows that this leads to a
dependence of the signal efficiency on the lifetime of the decaying heavy-flavor particle. Larger
lifetimes are disfavored since few heavy-flavor particles live more than O(10 ps).

The LHCb community is generally interested in studying highly displaced DVs for many physics
reasons. Therefore, we want to ensure that a larger displacement corresponds to a more signal-like
response. The same goes for DVs with higher

P
pT. Enforcing a monotonic response in both

features is thus a desirable property, especially because it also ensures the desired behaviour for data
points that are outside the boundaries of the training data. Multiple methods to enforce monotonic
behavior in BDTs already exist [6], and Figs. 1 (middle) and 2 (middle) show that this works here.
However, the jagged decision boundary can cause problems, e.g., when measuring the heavy-flavor
pT spectrum. Figure 1 (right) shows that our novel approach, outlined above, successfully produces a
smooth and monotonic response, and Fig. 2 (right) shows that this provides the monotonic lifetime
dependence we wanted in the efficiency.
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Figure 2: Efficiency of each model shown in Fig. 1 at the expected Run 3 working point versus the
proper lifetime of the decaying heavy-flavor particle selected. The monotonic models produce a
nearly uniform efficiency above a few ps at the expense of a few percent lifetime-integrated efficiency.
Such a trade off is desirable as explained in the text.

monotonic e�ciency � unconstrained NN e�ciency

beauty charm

monotonic BDT

monotonic Lipschitz NN

Figure 3: Performance as quantified by the difference in signal efficiency (true positive rate) relative
to the unconstrained NN at the expected Run 3 working point for the (left) 24 beauty and (right) 17
charm decays currently being used to benchmark this trigger. Each colored data point shows the
change in efficiency for a given decay, while the shaded bands represent the local density of points.
The white points show the median values for each set of points.

Not only does our architecture guarantee a monotonic response in whatever features the analyst
wants, it is guaranteed to be robust with respect to small changes to the inputs as governed by the
constrained Lipschitz constant. Because calibration and resolution effects play a role in obtaining
the features during detector operation, robustness is a necessary requirement for any classification
performed online. Downstream analyses of these data depend on their stability. Figure 3 shows that
the cost in terms of signal efficiency loss of enforcing monotonicity and robustness is small, even
under the unrealistic assumption that the training data were, in fact, perfect. Therefore, the actual cost
is likely negligible, while the benefits of the guarantees provided is hard to quantify but immediately
obvious to the LHCb collaboration. Our algorithm runs in the LHCb trigger software stack and is
under consideration to replace Refs. [8, 11] as the primary trigger-selection algorithm used by LHCb
in Run 3.

Experiment details The default LHCb model shown here is a 4-input, 3-layer (width 20) network
with GroupSort activation (here, all outputs are sorted), �=2, constrained using Eq. (8). Inference
times in the fully GPU-based LHCb trigger application [3] are 4 times faster than the default Run 3
trigger BDT, which is based on the model used during data taking in Run 2 [8, 11]. O(1000) runs
with different seeds were performed but the differences were negligible (O(0.1%)). Due to its
guaranteed robustness—and excellent expressiveness even for small networks—similar models are
being explored for other uses within the LHCb trigger system for Run 3. Code for the monotonic
network implementation can be found at https://github.com/niklasnolte/MonotOneNorm.
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5 Broader impact

Our implementation of Lipschitz constrained networks is minimally constraining compared to other
weight-normed models. This allows the underlying architecture to be more expressive and easier
to train while maintaining explicit robustness guarantees. Thanks to the expressive capacity of the
architecture, we were able to shrink the number of model parameters to meet the memory and latency
requirements of the LHCb trigger system which allows for faster event selection. This translates to
higher sensitivity to the elusive physics phenomena we aim to observe. This architecture could also
be used in various applications in which robustness is required such as safety-critical environments
and those which need protection against adversarial attacks. Monotonicity is a desirable property
in various applications where fairness and safety are a concern. There are many scenarios in which
models which are not monotonic are unacceptable. For example, in admissions decisions, it might
be undesirable for a student to be admitted over another who has a higher grade (ceteris paribus).
A potential misuse of this work would be the introduction of monotonicity in problems where it is
unethical to do so; however, we believe this would either need to be intentional (nefarious) or an
easily preventable blunder.
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