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1. Introduction

Interface problems are ubiquitous. Many real-world applications in fracture mechanics, fluid mechanics, and material
science involve multiple mediums and can be considered as three-dimensional (3D) interface problems. For mathematicians
and computational scientists, partial differential equations (PDEs) are often used to model these problems. Usually, these
governing equations have discontinuous coefficients that represent the different material properties.

To solve interface problems, in general, there are two classes of numerical methods. The first class of methods uses
interface-fitted meshes, i.e., the mesh must be tailored to fit the interface. Methods of this type include classical finite
element method (FEM) [11], discontinuous Galerkin method [4], and virtual element method [10], to name only a few. The
second class of numerical methods uses interface-unfitted meshes that are independent of the interface. Structured meshes
such as the Cartesian mesh are often used in these methods. An immediate benefit of these unfitted-mesh methods is the
avoidance of re-mesh when solving a dynamic problem with evolving interfaces. For example, this feature can be particularly
advantageous in simulating multi-phase fluid flow [32], crystal growth [7], solving geometric inverse problems [21] and so
on. We refer readers to [38] for various applications. Moreover, the mesh generation can be especially challenging in the
3D case since the geometry and topology can be rather complicated such as those in biomedical image [3] and geophysical
image [13].

In the past few decades, there are many numerical methods introduced for solving interface problems based on unfitted
meshes. In the finite difference framework, there are Peskin’s immersed boundary method [45], immersed interface method
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[36], matched interface and boundary method [52], to name only a few. In the framework of finite element methods (FEMs),
there are general FEM [6], Cut-FEM [8], multi-scale FEMs [12,33], extended FEM [14], partition of unity method [43], and
immersed FEM [37], etc.

The immersed FEM was first developed in [37] for solving one-dimensional (1D) elliptic interface problem, in which the
lowest order IFE function was developed and analyzed. The fundamental idea is to construct some special shape functions
capturing the jump behavior of the exact solution. Since then, IFE methods have been extended to higher-order approxima-
tion [2,9] in 1D, and two-dimensional (2D) interface problems [18,19,24,28,40,41], and 3D interface problems [35,48,26,20].
Besides the classical second-order elliptic equation, IFE methods have been applied in a wide variety of interface prob-
lems, such as the linear elasticity system [42,22], moving interface problems [17,30,39], interface inverse problems [21], and
stochastic interface models [51].

So far, most of IFE methods in literature deal with 2D interface problems. Very few tackles the real 3D interface prob-
lems. In [35], a linear IFE method was introduced on unfitted tetrahedral meshes, and was then used in [26] for simulating
plasma-lunar surface interactions. In [48], a trilinear element was introduced on cuboidal mesh for solving the electroen-
cephalography forward problem. However, there are no theoretical results for either of these methods. Recently, in [20], the
authors reconstructed trilinear IFE functions on cuboidal meshes based on the actual interface surface. The unisolvency of
the trilinear IFE functions was shown using the invertibility of a Sherman-Morrison matrix. A maximum angle condition
was employed in the construction procedure to guarantee the optimal approximation capabilities of the trilinear IFE spaces,
and rigorous proof was also given through detailed geometrical analysis. However, the error analysis of the IFE solution is
still open in the 3D case.

As most of the IFE spaces in the literature, the global IFE functions in [20] are discontinuous across interface faces,
which can cause certain nonconformity and loss of convergence order if the standard Galerkin scheme is used. We shall
demonstrate by numerical results that the standard Galerkin scheme used in the literature aforementioned for 3D IFE
cannot achieve optimal accuracy in general due to the discontinuity on interface faces. The partially penalized IFE (PPIFE)
scheme has been widely used to address this issue [40,22] in 2D situation, and the basic idea is to use interior penalties
to handle discontinuities only on interface edges/faces. The PPIFE method was first introduced in [40] for the 2D elliptic
interface problem in which the analysis relies on piecewise H3 regularity of the solution. Recently, through interpolation
error analysis on patches of interface elements, it was proved in [23] that the errors decay optimally in both energy norm
and L2 norm requiring only the piecewise H? regularity of the solution.

This paper has two major contributions. The first one is to conduct a rigorous error analysis for the PPIFE method
for 3D interface problems. The global degrees of freedom for the proposed IFE method are isomorphic to the standard
continuous piecewise trilinear finite element space defined on the same mesh which is independent of the interface location
and advantageous for moving interface problems. But due to the complexity of the geometrical configurations of interface
elements and the corresponding IFE functions, the analysis can be very challenging. For example, fundamental inequalities
such as trace inequality and inverse inequality must be re-established for three-dimensional IFE functions. Nevertheless, the
standard theoretical tools can barely be used due to the low regularity of the solution. In our analysis, we show the discrete
extension operator used to construct IFE functions is stable regardless of interface location, and this stability serves as the
foundation of the trace and inverse inequalities, which is also the key for the proposed PPIFE method to be stable for an
arbitrary interface. Another challenge is the inconsistency of the numerical scheme due to the discontinuity of the trilinear
IFE function across the interface surface. Thanks to the optimal error bound of the interpolation operator [20], we are able
to show that the inconsistency term will not affect the overall accuracy, namely, there is no need to add penalties on the
interface surface. The second contribution is the extensive investigation of the applicability of the proposed IFE method. In
particular, we demonstrate that it can be used to solve problems with various interface shapes and topologies. Moreover,
we also investigate the implementation of the method for some real-world interface models where only the original cloud-
point geometric data on the interface are available. In a realistic simulation, these raw data need to be used to generate a
computational interface surface which can be further utilized by the proposed IFE method.

The rest of the paper is organized as follows. In Section 2, we present the three-dimensional interface problem and recall
some geometrical properties of the 3D cuboidal meshes with interface surfaces. In Section 3, we present the trilinear IFE
spaces and the PPIFE method for solving 3D interface problems. In Section 4, we prove fundamental inequalities including
the trace and inverse inequalities of the trilinear IFE functions. In Section 5, we derive the a priori error estimates of PPIFE
solutions in both energy norm and L? norm. In Section 6, we present extensive numerical experiments not only to verify our
theoretical results but also to demonstrate how this IFE method can be applied to tackle real-world 3D interface problems.
A brief conclusion will be drawn in Section 7.

2. Interface models and preliminary results

Let © € R3 be an open bounded domain. Without loss of generality, we assume that €2 is separated into two subdomains
Q~ and Q71 by a closed €2 manifold I" € © known as the interface. These subdomains contain different materials identified
by a piecewise constant function §(x) which is discontinuous across the interface T, i.e.,

_ | BT inQ7,
px) = { Bt inQt,
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Fig. 1. Refine an interface element into eight congruent elements. Left: an interface element with an edge containing two intersection points (left). Right: a
further partition such that this element satisfies the hypothesis (H3).

where g% > 0 and x = (x, y, z). Throughout the analysis, we assume % > ~. We consider the following interface problem
of the elliptic type on Q:

—-V-(BVu)=f, inQ uUQT, (2.1a)
[ulp =0, onT, (2.1b)
[BVu-n]p=0, onT, (2.1¢)
u=g, onoads2, (2.1d)

where [v] := (v|g+)r — (V|g-)r, and n is the unit normal vector of I' from Q% to Q™. For simplicity, we denote u’ = u|gs,
s =4, in the rest of this article. Here we only consider the homogeneous jump condition, and the nonhomogeneous case
can be treated by some enriched functions through the framework recently developed by Babuska et al. in [1].

In this section, we first introduce some Sobolev spaces used throughout this article and recall some geometrical proper-
ties of the unfitted mesh for three-dimensional interface problems. Given an open subset £ C €, let H¥(2) be the standard
Hilbert spaces on €2 with the norm || - e and the semi-norm | - lp.q- In the case Q5 :=QNQ* #,s =+, we define the
splitting Hilbert spaces

PH () = (u e H* Q) : [u]png =0and [fVu-n].,q =0}, (2.2)
where the definition implicitly implies the involved traces on I' N 2 are well defined, with the associated norms and semi-
norms defined as follows

2 2 2
[ +1-

2 —
Ty 1Ty =1 e HK (@)

17 =1 12

HkQ) " Hk(Qt)

In the following, we assume that €2 c R3 is a cuboid domain, and 7} is a Cartesian cuboidal mesh of €2 where h denotes

the maximum length of all the cuboids. Denote F,, & and N}, as the collections of faces, edges, and nodes, respectively. We

call an element T € 7y, an interface element if not all of its vertices locate on the same side of the interface I"; otherwise, we

treat it as a non-interface element. Similarly, we can define the interface faces and interface edges by the relative location

of its vertices with the interface. Note that non-interface elements/faces/edges may still intersect with the interface due to

large curvature of the segment of the interface, see the illustration in Fig. 1. However, this issue can always be resolved

by refining the mesh. Let 7;1"/]-';;/8,2 and 7'/ F|E] be the collections of interface and non-interface elements/faces/edges,

respectively. Let k be the maximal curvature (principle curvature) of the interface surface I'. Moreover, for each interface
element T € ’7;11 we define its patch wr as

wr ={T' €Ty : T'NT #0). (2.3)

Many unfitted-mesh methods rely on the assumption that the mesh size is sufficiently small such that the interface
curve/surface is resolved enough [18,27]. In this section, we provide a delicate approach to quantify how well the interface
is resolved by a fixed mesh. In particular, our approach is to measure the flatness of the interface within each interface
element in terms of the maximal angle between the normal vectors of the interface surface and its planar approximation.
These fundamental geometric results will be used throughout this paper. First of all, we recall the so-called r-tubular
neighborhood of a smooth manifold from [15] which is a very useful concept in computational geometry [44].

Lemma 2.1 (r-tubular neighborhood). Given a smooth compact surface " in R3, for each point X € T, let Nx(r) be a segment with the
length 2r centered at X and perpendicular to T. Then, there exists a positive r > 0 such that Nx(r) "Ny (r) =@ forany X,Y € ", X #
Y. Then the r-tubular neighborhood of I is defined as the set Ur(r) = UxerNx (1).

3
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(b) Type II: 4 intersection points on (c) Type III: 4 intersection points on

a) Type I: 3 intersection points .
®) the adjacent edges the opposite edges

(d) Type IV: 5 intersection points (e) Type V: 6 intersection points

Fig. 2. Possible Interface Element Configuration.

Define rr to be the largest r such that Lemma 2.1 holds, namely it corresponds to the largest r-tabular neighborhood, and
this positive number rr is referred as the reach of the surface I' [44]. We further note that the reach rr is only determined
by the surface itself. Throughout this paper, we assume that the mesh size h is sufficiently small such that the following
hypotheses hold [20]:

(H1) h <rp/(3).
(H2) hkx <0.0288.

(H3) The interface I" cannot intersect an edge e € &, at more than one point.
(H4) The interface I' cannot intersect a face f € Fj at more than two edges.

These hypotheses basically ensure that the interface surface is sufficiently resolved by the unfitted mesh such that it is
flat enough inside each interface element. Similar assumptions have been used in many unfitted-mesh methods such as
[8,25,18,27,35]. In this work we make the bounds in (H1) and (H2) explicit and computable which can guide the mesh
generation in real computation. We refer readers to [20] for more details of calculation of those bounds.

Now we are ready to describe the classification of the interface elements. Based on hypotheses (H3) and (H4), we claim
that the interface surface can only intersect an element at six points the most. In fact, suppose that an element has seven
intersection points. According to (H3), these seven points must be on seven different edges. Since every edge is shared by
two adjacent faces in the element, there is a total of fourteen interface edges, counting each edge twice from its sharing
faces. A cuboid has six faces in total, which means there is at least one face containing at least three interface edges. This
is contradicted to (H4).

According to [20], when the interface is resolved sufficiently by an unfitted mesh, there are only five possible interface
element configurations as shown in Fig. 2. Taking into account the rotation, the five types of interface cuboids have the
following representatives:

Type I interface element: three intersection points on three edges

Type Il interface element: four intersection points on four parallel edges

Type Ill interface element: four intersection points on two pairs of adjacent edges
Type IV interface element: five intersection points on five edges

Type V interface element: six intersection points on six edges
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See Fig. 2 (a-e) for illustrations of all types of interface elements. This classification strategy can also be used in computation
to efficiently determine the geometry configuration of each interface element by counting the number of interface points
and the number of vertices on each side. The classification of interface elements is important in constructing IFE functions
and numerical quadrature which we shall discuss later on.

Now we describe how to construct an approximate plane, denoted by 77, for each interface element T € ’7;‘ with suffi-
cient geometric representation for the interface. This is done by constructing a triangle formed by three suitable intersection
points such that its maximal angle is always bounded by 135° regardless of the interface location [20]. As shown by Fig. 2,
we follow the choice in [20] to make this plane 77 contain the following triangles: AD1D,D3 for Type I, AD1DyD4 for
Type II, AD1D4D3 for Type Ill, AD1D,D3 for Type IV and AD1D3Ds for Type V. We emphasize that the choice may not
be unique, and any triangle is acceptable as long as the maximal angle condition is satisfied. We refer readers to [10,20]
for more details on the calculation of the maximal angles of these triangles. Note that the maximal angle condition is also
widely used in standard finite element analysis, which can be traced back to the early works of Babuska [5]. Under this
choice of the plane 7, we recall from [20] the following optimal geometric error estimate.

Theorem 2.2. Let Ty, be a Cartesian mesh whose mesh size is small enough such that (H1)-(H4) hold, then the following estimates hold
for every point X e TN T (or every point X € ' Nwr):

X — X1 || <12.0927kh?, (2.4a)
n(X)-n>1-266121«2h?, (2.4b)

where X is the projection of X onto tr, n(X) is the unit normal vector to I at X, and n is the normal vector to Tr.
Proof. See the proof of Theorem 2.2 of [20]. O
A direct consequence of Theorem 2.2 is the following lemma.

Lemma 2.3. Under the conditions of Theorem 2.2, there exists a constant C independent of interface location and mesh size h such that
meas(I"' N T) < ChZ.

Proof. Clearly, we have meas(ty) < Ch2. Then using (2.4b) we have

1
meas(T'NT) = /dS = /7_(15 <Ch?.
n(X)-n
NT TT

Finally, for simplicity’s sake, we shall employ a generic constant C in the rest of this article which is independent of interface
location, mesh size, and discontinuous coefficients * without explicitly mentioning in the presentation. In addition, the
notation =~ denotes equivalence where the hidden constant C has the same property. O

3. Trilinear IFE spaces and the IFE method

In this section, we describe the trilinear IFE functions and the PPIFE method. In general, IFE functions constructed by
piecewise polynomials cannot satisfy the jump conditions exactly for an arbitrary interface surface. Different approximations
of jump conditions have been proposed in the 2D case, see [18,19,29]. Most of the methods rely on the linear approximation
of the interface curve constructed by simply connecting the intersection points, and then the approximate jump conditions
are posed on this line. However, this approach becomes obscure in the 3D case since the intersection points, the number
varying from three to six, may not be coplanar. Some early works of IFE functions use the approximation plane passing
through the three points which have the shortest distance to the others for which we refer readers to [26,35] for details.
Besides, a level-set approximate approach was used in [48]. But to our best knowledge, these works on 3D IFE functions are
in lack of theoretical foundation. Recently, the authors in [20] proposed a new and provable construction approach by using
a special approximate plane satisfying the maximal angle condition described above.

Let Q1 = Span{1,x, y, z, xy, Xz, yz,xyz} be the trilinear polynomial space and let F be the centroid of the triangle de-
scribed above and shown in Fig. 2. According to [20], the local trilinear IFE space Sy (T) is formed by piecewise polynomials
¢r with ¢>$ = ¢r|r+ € Q1 which satisfy the approximate jump conditions to (2.1b) and (2.1¢):

b7 ey = OF I, d@7) =d(@7), (31a)
B~ V¢r (F)-n=p Vel (F)- n, (3.1b)

where d(p) is the vector of coefficients of terms xy, yz, xz and xyz in a polynomial p € Q. Then, on each interface element,
we recall the extension operator Cr from (3.4) in [20]:
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Cr: Q1 — Qq, suchthat¢; =peQqand ¢ =Cr(p) € Q (32)
together satisfy the approximate jump conditions (3.1). ’

Let L(X) = (X — F) - n be the level-set function of the plane 7. In particular, we have the following explicit expression for
the operator:

Cr(p)=p+ (ﬁ—; - 1) (Vp(F)-n)L, (3.3a)
1 B+ _
Cr (p=p+ <ﬂ_‘ - 1) (Vp(F)-m)L. (3.3b)

Then the proposed IFE space S;(T) can be written as

Sh(T) =1{¢rlr+ € Q1 :¢rlr- =p € Q1 and ¢rir+ =Cr(p)}, VT €7}, (34)

It is crucial in both analysis and computation which shape functions are used, namely which degrees of freedom are chosen.
Different shape functions may have different features in computation. In this article, we consider the Lagrange IFE shape
function ¢; t such that

$iT(A)) =36, i,j=1,..8, (3.5)
where A; are the vertices of the interface element T as shown in Fig. 2. Then the IFE space can be rewritten as

Sp(T) =Span{¢ir : i=1,...,8}. (3.6)
The global IFE space is defined as

Sh(2)={ve LZ(Q) : V|1 € SW(T) VT € Ty, and v is continuous at X € Ny}. (3.7)

It has been shown in [20] that these IFE spaces have optimal approximation capabilities to the functions satisfying the jump
conditions in the L? and H! norms. We shall discuss some new approximation capabilities in Section 5. Let Sg(Q) be the
subspace of Sy (£2) with zero trace on 9. Clearly, Sg(Q) is a subspace of the underlying space

V(@) ={vel*Q) : vt e H(T)VT € T,", and v|p+ € H{(T*) VT € T,

(3.8)
v is continuous at each X ¢ M, and e € 6}’:, v]sq = 0}.
Now the proposed PPIFE method is: find uy € Sp(2) such that up(X) = g(X) VX € M}, N9 and
an(un, vi) =L(v), Yy € SR(Q), (3.9)
where the bilinear form ay(-, -) is given by
ap(u, v) = Z /ﬁVu -VvdX — Z /{{ﬂVu -n} [v]dS
TeTh T FeF F
o (3.10)
€ Vv-n ds — ds,
+e Y [pvvmpdds+ ¥ 7 [l
Fef,’l F Fef,’1 F
with o0 =&%(87)2/8~ with 60 large enough but independent of h and g%, and the linear form L: S,(2) — R is
L(v)= / fvdX. (3.11)
Q

Here, [-]; and {-}; denote the jump and the average, respectively, of a function on a face F from two neighboring elements
Tl and T2 sharing the face F, i.e.,

1
[wlr= (W|T;)|F - (W|Tg)|Fs {whr = 5 ((W|T;)|F + (W|T§)|F)~

For simplicity, we omit the subscript F, if there is no confusion on where the jump or average is defined.
To show how the exact solution is related to this scheme, we prove the following identity.

6
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Lemma 3.1. Let u be the solution to (2.1). Then the following error equation holds

an(u, vp) — bp(u, vp) Z/thdX, Vvp € Sp(€2), (3.12)
Q
where
bp(u, vp) = Y /,BVu~n[[vh]]dS. (313)
TeTiTnr

Proof. We multiply (2.1a) by vj € Sp(2) and integrate over an interface element T. Apply the Green’s formula, then we
obtain

/—V~(ﬂVu)vth=fﬂVu~Vvth— /(ﬂanTf)vhdS— /(ﬁVu-nT+)vhdS
T T aT— T+

:/ﬂVu -VvpdX — /(/SVu-nT)vhdS — / (BVu -n) [vy]dS
T aT

Tnr

(3.14)

where ny+, ny—, and ny are the outward normal to T*, T—, and T, respectively. Note that the normal vector of interface
n =nr+ = —ng-. The last equality is due to the homogeneous flux jump condition (2.1c). The identities on non-interface
elements are trivial as there is no interface. Now, adding these identities for all elements and noticing that IFE functions are
continuous across all the non-interface faces and discontinuous across interface faces, we obtain

Z /ﬂVu‘Vvth— Z /{{ﬂVu~n}} [valdS — Z /ﬁVu-n[[vh]]dS=/fvth. (315)
Q

TeTh T FeF F TeTiTNr

Finally, we note that [u] =0 on each face F as u is the exact solution, which yields those two extra penalty terms involving
€ and o in the bilinear form (3.10), and thus (3.12) is obtained. O

Remark 3.2. The inconsistency term by (u, vp) in (3.13) is solely due to the planar geometrical approximation L of T NT.
Consequently, if the interface surface T N T is a plane, there is no inconsistency error, i.e., by (u, vy) =0.

Remark 3.3. We emphasize that (3.9) is not a discontinuous Galerkin (DG) scheme since the global IFE functions in (3.7) are
all continuous at the mesh nodes such that the global degrees of freedom are isomorphic to the standard continuous piece-
wise trilinear finite element space. The penalties in (3.10) are only added on the interface faces to handle the discontinuities
of IFE functions across the element boundaries. This isomorphism makes the IFE method advantageous when solving mov-
ing interface problems [39]. Meanwhile, the proposed scheme (3.9), as well as its derivation, is close to the interior penalty
DG scheme [46]. The € term in (3.10) is to enforce certain desirable structure for the scheme [46]. € = —1,0, 1 corresponds
to the symmetric PPIFE (SPPIFE), the incomplete PPIFE (IPPIFE), and the non-symmetric PPIFE (NPPIFE) method, respectively.
The o term in (3.10) is to enforce the coercivity. Note that these two terms vanish when u is the exact solution.

4. Trace and inverse inequalities

In this section, we proceed to establish the trace and inverse inequalities of the trilinear IFE functions. We note that these
inequalities are non-trivial since IFE functions as piecewise polynomials do not have sufficient regularity for classical results
to be applied. We need to consider all interface element configurations in Fig. 2 separately. However, we note that their
analysis is mathematically similar to each other; thus, without loss of generality, we only consider the Type Il interface
element as shown in Fig. 2(c) since it is a good representative of our arguments.

We begin with a norm equivalence for polynomials on interface elements. For each interface element T, we denote the
subelements cut by the intgrface llby T1 and T, where T contains the vertex A1 and T, contains the vertex Ag. Similarly,
we have the subelements T1 and T, cut by the approximating plane tr. Then we have the following results.

Lemma 4.1. On an interface element T, the following norm equivalence holds

N2y =1l ”LZ(T]) > l2ey, onQq, (41)

for the interface element types:
o Typelllin Fig. 2, if |A4D4| < 3|A4As| or [A2D1| < 3|A3A;| or |A6D2| < 3|AsAs| or |AgDs3| < 3|AsA7l;

7
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Fig. 3. Type III interface element inclusion.

e Type Vin Fig. 2.

In addition, the following norm equivalence holds

I ll2ery = I M2dyy = - llzery,  onQu, (4.2)

for the interface element types:

e Typeland Type Il in Fig. 2;
o Typelll inFig. 2if |A4D4| = 3|AaAs| or [A2D1| = 5|A2A1| or |AD2| = 51AsAs| or |AsD3| = 5|AsA7;
e Type IV and Type V in Fig. 2.

Proof. Without loss of generality, we consider the Type Il interface element in Fig. 2(c), and only prove (4.1). In this case
the approximate plane 77 passing through any three points of D1, D, D3 and D4 has the geometric approximation given
in Theorem 2.2; and thus by symmetricity, without loss of generality, we only need to consider the case |A4D4| < %|A4A3|.
First of all, the hypothesis (H2) and (2.4a) indicate that

dist(zr, ' NT) <12.0927(kh)h < 0.3386h. (4.3)

We then consider the pyramid A3E{EE3 denoted by Py with Eq1, E; and Es3 satisfying |A3E3|/|A3A7| = |AsE1|/|A3A | =
1/10 and |A3E;|/|A3A4| = 1/20 as shown in Fig. 3. We can directly calculate that the shortest distance from E;, E; and
E3 to the plane 77 is 4/1/6 - 0.9h = 0.3674h > 0.3386h. Hence, (4.3) shows that E{, E; and E3 are all in Ty, and thus
the pyramid A3E{E3E3 is always inside T; regardless of the interface location. Therefore, we can construct a new pyramid
A3E}E,E% denoted by P} such that it is homothetic to Py and always contains the cubic element T, as illustrated by Fig. 3.
By Lemma 2.2 in [49], we have for any v € Q1, there holds

IVilzery = CllvI2ey) < CllVIzep,) = ClVILE2T)- (4.4)
Clearly, the pyramid P; must be always inside the subelement T, then by similar derivation to (4.4), we still have
IVIi2(ry < ClIVIl2¢f,,- Using the simple geometry, we immediately have

IVii2ery) < ClvIlzery,  and [[VIi2F,) < Clviier-
Combining these estimates, we arrive at (4.1). O

Next we prove the following kind of trace inequality on a pyramid.
Lemma 4.2. Given a pyramid K with a convex polygonal base B, suppose B has N edges, then
1/2

Ip(Xo)ll < CNg“IKI"2|Ipll2k), ¥P€Q1, ¥Xo € B. (4.5)

8
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Fig. 4. Proof of Lemmas 4.3 and 4.4.

Proof. We connect X, and the vertices of B, and thus obtain Np triangles denoted by A;, i=1,---, Ng. Then we connect
Xo and the apex of the pyramid to obtain Np sub-pyramids denoted by K;, i =1,---, Ng. Without loss of generality, we
assume |K1| > |Kz| > --- > |Kng|. Then |K| = ZII\E] |Ki] < Np|K1]|. Thus, on K7, the standard trace inequality for polynomials
[50] yields

_ (1812 12,
Ip(Xo)| < ClA1I 2Pl 2(a,) < ClA1 12 (W Ipll2,) < CNG 2 IKIT21Ipl 2. D (4.6)

Let T be an interface element of the configuration shown in Fig. 2. Recall that the subelement T; containing the vertex
A1 and T, contains Ag. Then we have the following stability estimates for Cy.

Lemma 4.3. On each interface element T, there holds
CT (D)l kicry < ClPlyicry, §=0.1, VpeQu, (4.7a)
C7 (Diry < cl’Z—f Pluicr,. J=0.1. Ype Q. (4.7b)
for the interface element types:
e Typesland Il in Fig. 2;

o Typelllin Fig. 2, if |A4D4| > 3|A4As| or [A2D1| = 3|A3A;| or |A6D2| = 3|AsAs| or |AgD3| > 1|AsA7l;
e Types IV and Vin Fig. 2.

Proof. Also we only show the proof for the interface element of Type IIl in Fig. 2. First of all, we note that
ILlyicr,) < Ch'" | TyV2 <Ch®?71, j=0,1. (4.8)

Due to symmetry, we only need to consider the edge A4A3, namely assuming |A4D4| > %|A4A3| as shown in Fig. 4(a). We
consider the tetrahedron A4D1D3D4 denoted as P. Since |A4D4| > %|A4A3|. we know that |P| > h3/12. Therefore, according
to Lemma 4.2 and (4.8), we use (3.3a) to obtain

5
1Cr (D) ity < IPliicry) + max{ﬁ—+, 1HIVP Pl i, @9)

<IPluiay + Ch]7j||VP||L2(p) <I1Pluicry + ClPlHip)

where in the last inequality we have also used the inverse inequality for j =0 on P. Furthermore, recalling that T, is the
subelement cut by the plane passing through D1D4D3, and applying (4.2) to the last inequality in (4.9), we have

ICT (D) ity = IPlHicry) + CIPIgiE,) < 1Py + CIPIHi(Ty)» (410)
which gives (4.7a). For (4.7b), similar to (4.9) and (4.10), we use (3.3b) to obtain

9
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+ + +

, g p B
5 Pluicry =PIy +max | 5= JIVRENIL ) = Pluicry +C =Pl = Cg=lPlusry. (411

This finishes the proof. O

Lemma 4.4. On each interface element T, there holds
ICT (D) licry) <ClPlgicry. i=0,1, VpeQy, (412a)
_ B :
Cr D) kiery < CalPlwiary. J=0.1. VpeQu, (4.12b)
for the interface element types

o Typelllin Fig. 2, if |A4D4| < 3|A4As| or [A2D1] < 3|A2A1| or |AsD2| < |AsAs| or |AgD3| < §|AsA7l;
e Type Vin Fig. 2.

Proof. We still only consider the interface element of Type IIl and the edge A4As3, and without loss of generality we assume
|[A4D4| < %|A4A3|, i.e., |A3D4| > |A4A3|/2 as shown in Fig. 4(b). In this case, we consider the tetrahedron P = A3D{D4D3
and by a similar discussion, we also have |P| > h3/12. Therefore, similar to (4.9), we have

B
ICT (P hiryy = |Plhicry) + maX{IB—+, 1]||VP(F)|||L|HJ(T1) (413)

= |P|Hj(T]) + Ch]7j||Vp||L2(P) =< |p|Hf(T1) + C|P|Hj(p)

where in the last inequality we also use the inverse inequality for j =0 on P. Finally, similar to (4.10) but applying (4.1) to
bound the last term in (4.13), we have (4.12a). (4.12b) can be proved by a similar argument. O

The estimates above can be understood as the stability of the extension operator Cr for polynomials, and they serve as
the foundation of the stability of the PPIFE method, namely, the inverse and trace inequalities. Now we are ready to present
those inequalities for the proposed IFE functions.

Theorem 4.5 (Trace inequalities). On each interface element T and its face F, one of the following must hold for all ¢t € Sp(T)

IVér - nll2e) < ChV2|Vorll2r), (4.14a)
IBVr -1l 25y < Ch™ V2| BV 1l 2(1).- (4.14b)

Proof. We only present the detailed proof for the interface element of Type IIl in Fig. 2. Due to the symmetry, we can
assume the subelement containing A1 is T, i.e., T{ = T—, and then the subelement containing Ag is T, ie, Tp =T™.
Furthermore, without loss of generality, we only consider the interface face F = A1A;A3A4. Here we note that FS =F N TS,
s =&, are all curved-edge quadrilaterals. According to the definition (3.4), for each IFE function ¢r, there exists a polynomial
p € Qq such that ¢ =¢; =p on T~ and ¢r :qb;“ =Cr(p)on T+,

On one hand, we first consider the case |A4D4| > %|A4A3|. On T, we simply apply the standard trace inequality [50]
on the whole element T to obtain

1B¥VgT Nz ey = 1B VCT () - Ml 2grs) < 187 VCr(p) - mlagry
< Ch™ 21T Cr(p)li ) < Ch™ 2IB*Cr(p i+

where in the last inequality we have used (4.2). Similarly, applying the standard trace inequality [50] on the whole element
T with (4.12b), we have

(4.15)

IVér -nll2g-y = IVp -nllp2-y < IVp -0l 2y < Ch_l/2|P|H1(T)

—-1/2 -1 -1/2 ﬂ+ (416)
<Ch 2 (1e7 " CrDlin s + 1Pl < 2 (Z= i @l + bl ).
Combining (4.15) and (4.16), we have the desired result (4.14b).
On the other hand, if |A4D4| < %|A4A3|, we apply the argument (4.15) to V¢r -n on T~ with (4.1) to obtain
IVer -nll2p—y = VP -0l 26— < IVP 025y < Ch™2|plyi iy < ChTV2|plyi ). (417)

In addition, we apply the argument (4.16) to V¢r -n on TT with (4.7a) to obtain

10
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IVer - nll2p+) = I VCr (0) -l 2(p+) < IVCr(P) - Ml 2y < Ch™2I1Cr (D) g1 1)
<Ch™ V2 (ICr (D) g1 (1) + 1CT (D) 1 (7-y) < CH™ Y2 (ICT (D) 1 7y + 1PL it r-y) < CR Y2 (o7 [ 1)
Finally, combining (4.17) and (4.18), we have (4.14a) O

(418)

Remark 4.6. Roughly speaking, for each interface element T, if the size of the subelement corresponding to the larger
coefficient 8* shrinks to 0, then the trace inequality (4.14b) holds. On the other hand, if the subelement corresponding to
the smaller coefficient 8~ shrinks, then (4.14a) holds. These two inequalities can be unified as the following one

+
1BVér -nll g < Ch_l/zjﬁ—H\/BVfPHp(ry (4.19)

In addition, we note that the IFE functions on interface elements may not be continuous across the interface. Here
we present a special type of trace inequality for IFE functions which shows the difference between the two polynomial
components on interface can be bounded by the IFE function on the element with certain optimal order of h. This is
important to estimate the inconsistence error. For this purpose, let us first estimate L(X)=(X—F)-non I'NT.

Lemma 4.7. For each interface element T, there holds
LN 2 (rary < chl. (4.20)

Proof. For each X e I'N T, we denote the projection of X onto the approximate plane tr by X,. Using (2.4a), the fact
L(X) =0 for every X € 71, and Lemma 2.3 we have

1/2 1/2

ILll2 ey = f((X—F)-ﬁ)st = f«X—XL»ﬁ)st <CIX =X IrnTV2<ch’. o
NT NT
(4.21)

Now, let us define [p] as the difference between one polynomial p and its image Cr(p), namely [p]:=Cr(p) — p.
In particular, [¢7] = d); — ¢ . As it is a polynomial, [p] is well-defined everywhere over the whole element. When it is
restricted onto ' N T, it is the same as [-].

Theorem 4.8. For each interface element T, there holds

N

et 2(rar) < cﬂ—h”zn\/ﬁwrnm), Vér € Sp(T). (4.22)

Proof. We only consider the interface element of Type IIl shown in Fig. 2(c), and without loss of generality we assume
that the subelement T; containing Ay is T~, i.e., T1 = T~, and then the subelement T, containing Ag is T+, i.e, T, =T™.
According to the relation Cr between the two polynomial components of an IFE function (3.3), we note that there exists a
polynomial p € Q1 such that ¢? =Cr(p), ¢y =p and
(B~ _ (BT _
[¢r]= I —1)(Vp(F) -mL= e —1)(VCr(p)(F)-n)L. (4.23)
If |A4Dy4| > %|A4A3|, using the similar argument to (4.9) and (4.10) with Lemma 4.2 on the tetrahedron A4D{D4Dj3
as shown in Fig. 4(a), we have |VCr(p)(F) -n| < Ch*3/2||VCT(p)||Lz(T+). Then we use the second equality in (4.23) and
Lemma 4.7 to obtain

+
Ilor1ll2(rnr) < Cf;__|VCT(P)(F) “D[|[Lll2rrr)

< vEt

—h*2VCr (D)l 2oy < cﬂ—_h”ll\/ﬁwr 2Ty

(4.24)

If |[A4Dy4| < %|A4A3|, using the similar argument to (4.13) with Lemma 4.2 on the tetrahedron A3D1D4D3 as shown in
Fig. 4(b), we have

IVp(F) -0l < Ch=>2|Vpl 2.

11
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Then we apply the first equality in (4.23) and Lemma 4.7 to obtain

B~ VB~

_ VB~
Ilorl2(rar) < Cﬂ—+|Vp(F) N||ILl| 2 rr) < Cﬂ—+h3/2||\/ B=Vpl2a-) < Cﬂ—+h3/2||\//§V¢T Iy (425)

Combining (4.24) and (4.25) and noticing that g < ‘éj we have finished the proof. O

Theorem 4.9. For each interface element T, there holds

Iérll2rary < CRAINVOr] l2irary, Vér € Sn(T). (4.26)

Proof. For simplicity, we denote w = [¢7] and note that w = 0 on the approximate plane ty. For each X e I'N T, let X, be
the projection of X onto 7. Then the Taylor expansion yields

0=w(X1)=w(X)+dwX)|X = X1 |+FwX)X = XL > +ZwX)X = XL (4.27)
where ¢ is the directional vector from X, to X. Hence using (2.4a) and the fact that w is a linear polynomial, we have

w= agw =0. Then, (4.26) follows from taking integration over TNT. 0O

Theorem 4.10 (Inverse inequalities). For each interface element T, there holds
BY 4
199Tlacr) < C=h™ I9lary: Vér & Su(D). (4.28)

Proof. Following the convention above, we again only discuss the interface element of Type Il shown in Fig. 2(c). Without
loss of generality we assume that the subelement T; containing A; is T~ while the subelement T, containing Ag is
T™. Recall that there is a polynomial p € Q1, ¢7 =p and qb;r = Cr(p). The argument is actually similar to the one for
Theorem 4.5.

First, if |A4D4| > %|A4A3|, then for V¢t on TT, we apply the standard inverse inequality with (4.2) to obtain

IVerll2ry = IVCT (D2 r+) < IVCr()ll2ery < ChTHICTH (DI 2(ry < ChUICT (Pl 207+- (4.29)
For V¢r on T—, we apply the standard inverse inequality and (4.7b) to have

IVrllzr—y < 1VPlzery < Ch7 M IPlzery < Ch(Ipll2r-) + 1Pl 2+

i i o Bt (4.30)
=Ch (||P||L2(T—) +1ICr (CT(P))||L2(T+)) <Ch <||p||1_2(7—) + /3_*”CT (p)||L2(T+)> .

Combining (4.29) and (4.30), we have (4.28).
Second, if |[A4D4| < %|A4A3|, then for V¢t on T+, applying the argument in (4.30) but with (4.12a), we obtain

IVérll2ir) = ICT (D)l 2ry < IVCr (D)l ry < ChHHICT (D) 21

~ - (4.31)
<Ch™! (“CT(P)”LZ(Tj +1Cr (p)||L2(T+)) <cCh! (”p“LZ(T*) + ||CT(p)||L2(T+)) -
In addition, for V¢r on T, applying the argument in (4.29) but with (4.1), we have
IVerliza-) = IVPliza-) < IVPla < Ch7MIpll2ay < ChHIPl2e-). (432)

Combining (4.31) and (4.32), we finish the proof. O
5. Error estimates of IFE solutions

In this section, we proceed to estimate the errors of the PPIFE scheme (3.9). For this purpose, we define the energy
norm:

1
2. 2 —1/2 2 1/2 2
IVIZ = D0 IVBVVIGg + 30 ol 2 VDG + D2 —Ih2 4BV by . (51)
TeTy FeF FeF
It is easy to see that || - || is a semi-norm. We begin by showing that the functional above is indeed a norm on the space
Vh(€2).
Lemma 5.1. || - || is a norm of V(L2).

12
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Proof. Since ||v]|%2 =0, we directly have ||Vv| =0, and thus v is a constant on each element. Due to the continuity at mesh
nodes and zero trace on 9%2, we know that v must be zero on the whole domain. O

Now we show that the bilinear form ay (-, -) is both continuous and coercive under the energy norm || - [|.
Theorem 5.2. There exists a constant C such that
ap(v, w) <Clivilliwll, Vv, w € V(). (5.2)
Proof. It directly follows from the Holder’s inequality. O
Theorem 5.3. Assume that o is large enough, then there holds

1
an(v,v) > vamz, Vv € Sp(Q). (5.3)

Proof. We first note that

an(v.v) =Y IVBVVI gy + €= 1) D / {(BVV-n}[v]ds + ) %n[{v]]niz(F)dS (5.4)

TeTh FeF F FeF}

Then we only need to bound the second term in (5.4). On each interface face F, we denote its two neighbor elements by
T} and TZ. Then we apply (4.19) to obtain

1 Bt _
IHBVY bz <5 ) ||ﬂVv|T;--n||Lz(F>sC—Nﬂ__ > hTPINVEV VI - (55)
j=1,2 j=12

Using Holder’s inequality and Young's inequality, we have

€= [ 5wy miivlas| <2 (W21EVY b liage) (121Dl
F

+
<| 20 BV, (h—‘/ZC%n Iv] ||Lzm> (5.6)

=12 -

+)2
+6 <62 LAY ||i2(F)> :

1 2
==X ||\/EVv||L2(T£

)
j=1,2

B~h

Summing (5.6) over all the interface faces, we have

1 ) 2 (BB~ 2
-1 /l{ﬂW-n}l [VIdS| <5 > IVBVVIG ) +6C 3 IVl (5.7)

FeFlF T€Th Fer]
Similarly, using (4.19) again, we have

+)2
Y IV g <3 ) CZ(/;—_)”\/BVV”zz(T)- (5.8)

FeF} TeTh
Taking o = 12C2(€33L,)2 and putting (5.7) and (5.8) into (5.4), we have

1 1 +32
ap(v,v) = )" (1 -5 Z) Y VBV, + (o - 662(’2—_)) WU VD

TeTh TeTh FeF

_ 1
+ 2 @7 IRV bl = ZIVIE. O
FeF}

13
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Let u} € H(Z)(Q) be the Sobolev extension of us = u|qs from Q5 to 2, s = £. According to the boundedness of Sobolev
extensions Theorem 7.25 in [16] and Poincaré inequality, there holds

Ut @) + g ln2) < CE(U g1 s + U2 (0s)),  S==, (5.10)
for some constant Cg only depending on Q*. Now we recall the nodal interpolation 7y, for IFE functions from [20]:
Th : H2(QTUQT) = Sp(Q), Tnu(X) =u(X), VX € Nj. (5.11)

According to Theorem 4.3 from [20], if u satisfies the jump conditions, Z,u — u has the optimal convergence rate with
respect to the mesh size h on each patch wr defined in (2.3) of an interface element T, namely,

B+
|t — Thtt] gk o, <th2 N (uf i) + g ). k=0.1,2. (5.12)
j=1,2

We can further use this result to estimate the interpolation errors in terms of the energy norm.

Lemma 5.4. Assume that the mesh 7Ty, is fine enough, then we have

(B)?

= Zaul = € =575

———h Z (|u+|1-11(9+) + U i )) (513)

Proof. First of all, (5.12) and the standard estimate of the Lagrange interpolation for finite element functions give

/3+)3/2
hZ(|”E|H1(wT)+ U H2 () (5.14)

IWBY W — Ty 27y <
ﬁ s==+

For the second term in (5.1), for each F € .F,i, we denote T} and Tﬁ as the two neighbor elements. Using the trace inequality
and (5.12), we have

_ Bt
Vo llh™2 [u — Tyu] |2 ) < CER > (M= Thull gy + 1w — Tautlgarr)

r=1,2
(ﬁ )2 (5.15)
= (/3 )3/2h Z Z(lufml(wﬂ)+|uE|H2(wTr))
r=1,2s=+%
For the third term in (5.1), by similar derivation we have
! 2 {Bvu -1 } B L (5.16)
ﬁll BV(u —Zpu) -0} |l2(py < (,3 B2 Z Z(|UE|H1(a)Tr)+|uE|H2(wTr)) .

r=1,2s==%

Summing the estimates above over all the elements and interface faces, using the finite overlapping of the patches wr,
T €7,, and applying the boundedness (5.10), we have the desired result. O

Now we are ready to present the error estimates of IFE solutions in terms of the energy norm and L?> norm. We note
that the key difficulty for these two estimates is the treatment of the non-consistence of the IFE scheme.

Theorem 5.5. Assume that the mesh Ty, is fine enough, and assume that o is large enough such that Theorem 5.3 holds, then there
holds

BH?

it = ugll = Ch =

Z (|ﬂ_u_|Hj(Qf) + |,3+u+|1-1j(g+)) . (517)

j=1,2

Proof. Let us first estimate the bound of by (u, vp,) for each vy € S(€2). Using Theorem 4.8 and the trace inequality (Lemma
3.2 in [49]), we have

14
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Ibn(u, vl < Y 187 VU™ -nllizrany I [va] 2
TeTi

i

TET'

V2187 ug gy + R B uE [z ary)RP 2 IV BV VAl 21y (5.18)

vB*
<C ﬁ h(|ﬂ uE|H1(Q)+|'B uE|H2(Q))”|vh”|
Now we consider the Lagrange interpolation operator Z,, and by Lemma 3.1 we write

ap(up — Zpu, vp) = ap(u — Zpu, vy) — bp(u, vp). (5.19)

Taking v, = up — Zpu € Sp(2) and applying coercivity in Theorem 5.3, the boundedness in Theorem 5.2 as well as (5.18),

we arrive at
VBT

lup — Zpull® < Cllup — Zyullllu — Zyull + CX— e h(187ug Iy q) + 187 ug g2 lun — Zpull. (5.20)
By the optimal approximation of Zu given in Lemma 5.4, (5.20) yields
Gk VBt o
llun = Tyull < C =575 > (uglhi + uE lhig) +CX— 5= hUB U ko) + 187 UE i) (5.21)

j=1,2

Clearly, the triangle inequality together with (5.21) and (5.10) yields the desired result. O

Remark 5.6. The regularity of elliptic interface problems [12,34] gives that

> (1B U i) + 1B U  Ihien) < Cregll Fll2(0- (5.22)
j=1,2

where the constant Ceg only depends on the Q*. Thus, Theorem 5.5 yields

<Ch——=— (B 5.23
llu —upll < (B3 I fll2e)- (5.23)
Theorem 5.7. Under the conditions of Theorem 5.5 and the elliptic regularity (5.22), there holds
BH?
It = unll20) < CP* 2= 1 fll2(0)- (5.24)

B>

Proof. We use the duality argument. Define an auxiliary function z € PH?(2) to be the solution of interface problem (2.1)
with the right hand side f replaced by u — uy, € L?(2). Again, we consider the Lagrange interpolation operator Z; for IFE
functions (5.11). Testing this auxiliary equation with u — uy and using the similar derivation to Lemma 3.1, we have

llu = unllfa g, = n (2, U — tn) = bn(z, u — p)

(5.25)
= ap(z — Inz, u — up) + by (u, Zyz) — b (z, u — up)
where in the second equality we have used the identity (3.12) again. Lemma 5.4 for z and (5.23) show that
ap(z —Ipz,u —up) < Cliz — Zpzllllu — upll
cBH? _ cBH? 5.26
<C i 2 0B iy 1872 o) ey = € (gmygh® I = wnlliz iz (5:26)

j=1,2
For the second term on the right side of (5.25), using Theorem 4.9, we obtain
Ibn(u, Tw2)| < Ch* Y 1B~ Vu™ -l | [VZZ] lizarary < CH2IB™Vu™ - nll2 e I [VZZ] 2 )
TeT] (5.27)
< Ch1B~Vu™ -nllp (1 [V @z = D] 2y + 1 V2] g2 ry)-

Let zf be the Sobolev extensions of z*+ = z|q+ from Q¥ to . By the trace inequality Lemma 3.2 in [49] and (5.12) on each
interface element, we have

15
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IV@hz =2 iz < Y D ChVP(Thzg — Zi iy + 21 Thz — 23 bz cry)

TeT) =%
Eﬁ P (5.28)
=G )2h“2 > B 2 i) + 1872 i) <C (ﬁ_)zhl/ZHU—Uh”LZ(Q)

j=1,2

where in the second inequality we have used the boundedness for Sobolev extensions. In addition, by the trace inequality
from ' to %, we have

I[VZ] ||L2(F) = Cﬂ_ Z (|l3Jr Jr|HJ(Q )+ 1Bz~ |HJ(Q+)) = C
j=1,2

B lu —unlli2)- (5.29)

Putting (5.28) and (5.29) into (5.27) and applying the trace inequality to Vu™ - n from I' to 7, we get

b (u,Zyz)| < C W (1B~ ug ) + 1B UE ln2@) It — upll2q)- (5.30)

B
(B7)?
For the third term in (5.25), we note that u is continuous which implies by(z, u — uy) = —by(z, up). Then, its estimation is
similar to (5.27) but with Theorem 4.8:

VB o
by (z. uh)|scrz3/2ﬁ—, Y IB7VZ -l VBVl 2

TeTi

<Ch3/2 V (

(5.31)

B2 I + 1872 lzay) Y (IVBYVWn =Wl + IVBVull2qr))-
Teﬁi

The estimate of ||/BV(up — Wl 2y simply follows from Theorem 5.5 with the error bound h )5/2 [ fll2()- As for the
term ||JBVu||Lz(T), we note that it only appears on the interface elements and UTGT’:T CSs = {X € Q:dist(X, ') <§} with

8 = +/3h where dist(X, ") denotes the distance between X and I'. Then, applying the §-strip argument, see Lemma 3.1 in
[31], we have

1 1
> IVBVUl 2y < CVBIY BVl gy < ChY2— 1BV ull 1 ) < Ch'2— | fll;2()- (5.32)

V5 V5

Putting (5.32) into (5.31) and using the elliptic regularity for z, we obtain the bound for by(z, uy) which is Ch?
Substituting it with (5.26) and (5.30) into (5.25), we have (5.24). O

(BH3?
(B2

Remark 5.8. We are able to specify how the error bound depends on the material property parameters 8% at each step
throughout the analysis. But it is important to note that the dependence on g% in the final estimates in Theorem 5.5, (5.23)
and Theorem 5.7 is due to the limitation of our analysis approach, since we do not observe such a severe effect from g* in
computation. How to achieve the optimal error bound with respect to A% is an interesting topic in our future research.

6. Numerical experiments

In this section, we report some numerical experiments to demonstrate the performance of our IFE method. In the first
four examples, we present artificial interface problems where we know the analytical function of the interface surface and
the exact solution. In particular, we compare the numerical performance of the proposed PPIFE scheme and the classical IFE
scheme in Example 1 and Example 2. The classical IFE scheme is to find uy € S, (2) such that

> | BVuy- Vvhdx_/fvhdx Vv € Sp(S), (6.1)
TeTh T

where no penalty is added. In Example 3, we consider a more complicated interface shape and the effect of the maximum
angle conditions in the computation. In Example 4, we study an example with a singular interface. In Example 5, we present
a real-world interface model of which the interface has a dabbling-duck shape but only the cloud-point data are available.

Example 1 (Plane interface: recovering exact solutions). In the first example, we compare the performance of the PPIFE and
the classic IFE methods when the exact solutions are contained in the IFE spaces. Let & = (—1,1)> and consider a planar
interface I' ={(x, y,2) € Q: y(x,y, z) =0} where
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Table 1
PPIFE errors and the convergence rates for linear solution.
N PPIFE IFE
e ¢h e e ¢h e
10 5.50E-15 2.29E-15 1.74E-14 7.23E-3 3.07E-3 4.95E-2
20 1.92E-15 6.37E-16 8.93E-15 2.75E-3 1.03E-3 2.47E-2
30 5.33E-15 3.87E-15 1.75E-14 1.87E-3 4.93E-4 2.24E-2
40 3.11E-15 2.04E-15 1.73E-14 1.81E-3 5.65E-4 2.37E-2
Errors in Infinity norm Errors in L2 norm Errors in H' norm
—e—PPIFE error —o—PPIFE error o~ PPIFE error
——Classical IFE error| —e— Classical IFE error| ——Classical IFE error
— reference line Ch? — reference line Ch? ——reference line Ch

2

W

E)
N=1h

) E)
N=1/h

Fig. 5. Convergence in L*°, L2, and H' norms of PPIFE and IFE solutions for Example 2.
y(x,¥,2) = ! (x4+z—m/10)
Let the exact solution be
1
ﬁ—,y(x, y.2) inQ :={kxy,2€eQ:y(xYy,2) <0},
ux, y,2=1" (6.2)
GrY®y.2) in Qf i ={(x,y,2€Q:y (X, y,2) > 0}.

Our computation is carried out on a family of uniform Cartesian meshes consisting of N3 cuboids. We report errors in
the discrete L>, L2, and H'-norms, denoted by e, eg, and e}I, respectively. The errors for both PPIFE and IFE methods are
reported in Table 1. We note that the PPIFE method actually recovers the exact solutions with no approximation errors (only
round-off errors are observed). This suggests that PPIFE is a consistent numerical algorithm; namely, if the exact solution
is a piecewise linear function separated by a planar interface, then the PPIFE method will reproduce the exact solution. In
contrast, the classical IFE method without penalty cannot generate exact solution due to the inconsistency caused by the
discontinuities of IFE functions across interface faces.

Example 2 (Sphere interface). In the second example, we let & = (—1,1)3 and let the interface be a sphere I' = {(x, ¥, 2) :
y(x,y,z) =0} where y(x, y,z) =x* + y*> + z> — r?. The exact solution is constructed as

— COS
ux,y,z)= (

Xy y?or

(X2 +y*+27%)
2r2
2

) inQ ={(x,y,2eQ:yx,y,2) <0}, (63)

inQT:={(xy,2eQ:yxy,2) > 0.

g

22
of uniform Cartesian meshes consisting of N3 cuboids. We start from a coarse mesh with N = 20 and stretch to a very fine
mesh with N =160 by an increment of 10 more partitions in each direction for each finer mesh. We report errors in the
discrete L®, L2, and H'-norms for both PPIFE and classical IFE methods. See Fig. 5 for a comparison of the performances in

all three norms. Using linear regression, the errors of PPIFE solution obey

The parameters are chosen to be r=7m/4 and ~ =1, and g+ A2 2.5465. Our computation is carried out on a family

e ~9.898h% %% €0~ 9.093h%0%, el - 9.017h09%,

Our numerical results show that the PPIFE method converges optimally in both L? and H! norms, which confirms our
theoretical error bounds (5.17) and (5.24). We also observe that the convergence rate in L° norm is also optimal for the
PPIFE method, although we don’t know how to theoretically prove it yet. The PPIFE method clearly outperforms the classical
IFE method since their errors in L> norm are much smaller than IFE method, and their convergence rates in L2 or H! norm
do not deteriorate as the mesh size becomes small. This is consistent with the observation for the 2D case [40]. For a more
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Fig. 6. A comparison of the PPIFE (left) and the classical IFE (right) errors on the interface surfaces for Example 2, (mesh size N = 100). (For interpretation
of the colors in the figure(s), the reader is referred to the web version of this article.)
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Fig. 7. A comparison of the PPIFE (left) and the classic IFE (right) errors on slices of the domain at y = —0.7, —0.35, 0, 0.35, and 0.7 for Example 2, (mesh
size N =100).

visible comparison, we plot the errors of PPIFE and IFE methods on the interface surface itself in Fig. 6. Moreover, we plot
the errors on five slices of the domain with y = —0.7, —0.35, 0, 0.35, and 0.7 in Fig. 7. From both of these figures, we can
clearly see that the PPIFE errors around interface are significantly smaller and are comparable to the errors away from the
interface. In contrary, the classical IFE solutions have much larger errors around the interface.

Example 3 (More completed topology: an orthocircle interface). In this example, we consider an interface problem with more
complicated topology. We let = (—1.2,1.2)3, and let the interface be I' = {(x, y,2) € Q: ¥ (%, ¥, z) = 0} where

Yy, 2 =12 +y? =12+ 22+ 22 = 1) + Y202+ 22 = )2+ %21 - 0.0752[1 +3(x% + y2 + 22)].

The shape of the interface is plotted in the left plot of Fig. 8. This interface problem was reported in [10]. Let the exact
solution be

l;—_y(x,y,z) inQ ={(x,y,2eQ:yx,y,2) <0},
ﬂ%y(x,y,z) inQ* ={(x,y,2)eQ:yx,¥y,2) > 0}.

The coefficients are chosen to have a larger contrast as 8~ =1 and g+ = 100. The errors of the PPIFE method in all three
norms are reported in Fig. 9. Again, we can see that overall convergence rates in L? and H! norms are close to optimal,
which confirms our theoretical results. Using linear regression, the errors obey

ux,y,z) = (6.4)

ep° ~ 136511340, e~ 584801877 el ~7.276h1101.

For comparison, we also report the solutions without imposing the maximum angle condition in Section 2. See the blue
curves in Fig. 9. Although we can still see the convergence in all three norms, the magnitudes of errors are larger than the
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Fig. 8. A plot of the orthocircle interface (left). The error surfaces of PPIFE solutions with (middle) and without (right) imposing the maximal angle condition
(mesh size N =160).

Errors in Infinity norm Errors in L? norm Errors in H' norm
102
102
107"
8 g s
) G 19 5]
10°
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—e—error w/o max angle —e—error w/o max angle —e— error w/o max angle
— reference line Ch? — reference line Ch? —reference line Ch
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N=1/h N=1/h N=1/h

Fig. 9. Convergence of Example 3.

those enforced by the maximum angle condition, see the red curves in Fig. 9. We also compare the error surfaces of these
two solutions on the interface. See the middle and right plots in Fig. 8. It can be observed that errors are larger on the
interface when the maximal angle condition is not satisfied. These large errors are indicated by the red spots in the right
plot in Fig. 8 which are also where the maximal conditions are violated.

Moreover, since the only extra work of the IFE method is to replace the standard shape functions by some special shape
functions on interface elements, we report the percentage of interface elements over all elements, defined by |771i| /| 7nl, for
all three examples. The number of interface elements is expected to be ©(N?), and the number of all elements is O(N3),
so the percentage should be a linear function of the mesh size h =1/N. In Fig. 10, we can observe this linear relationship
clearly. Also, as the shape of interface elements becomes more complex from Example 1 to Example 3, the proportionality
constant gets larger. However, even for complicated interface shapes, such as the orthocircle in Example 3, there are only
less than 3% interface elements on our finest mesh (N = 160, around 4 million cuboids). As a result, the majority of the
computation (over 97% of the total elements) can be done using the standard FEM package.

Example 4 (An interface with a corner). In this example, we explore a heart-shaped interface with a corner as shown in Fig. 11.
The analytical level-set function of this heart-shaped interface is given by

Y, y,2) =X +9y?/4+ 22 — 1) —x*2> — 9y?73/80.
The exact solution is given by

sin(x2 + y2 +22) inQ ={xy,20eQ:ykx,y,z) <0},

ulx,y,z) =
cos(X> +y*+2%)  inQt={(x,y,20€Q:yR*,y,2) >0}

(6.5)

Note that this function only satisfies the nonhomogeneous jump condition for which the analysis of IFE methods will be
given in a forthcoming article. We emphasize that the interface has a corner where the surface is not smooth. So in order
to construct IFE functions, the meshes are generated in a manner that the corner only locates at faces not in the interior
element. We also note that the constructed exact solutions are smooth in this example. The errors on the heart-shaped
surface are shown in the middle plot of Fig. 11 indicating that they are not large around the corner. The convergence
behavior of numerical solutions is shown on the right plot of Fig. 11 from which we can observe the optimal convergence
clearly for L? and H' norms.
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Fig. 10. Percentage of interface elements for Examples 1-3.
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Fig. 11. A plot of the heart-shaped interface (left). The error surfaces of PPIFE solutions (middle). The convergence curves of L2 and H! errors of PPIFE
solutions (right).

Table 2
Numerical solution errors and the convergence rates.
ey Order e} Order
16 5.6418E-3 NA 5.4544E-1 NA

32 2.0913E-3 143 2.5933E-1 1.07
64 5.1039E-4 2.03 1.2048E-1 111
128 9.5244E-5 2.42 5.5962E-2 111

Example 5 (A real-world interface: dabbling duck). In this example, we apply our algorithm to a real-world geometric object,
the surface of a dabbling duck shown in Fig. 12. The original data of this interface consists of many cloud points on the
surface, as shown in the left plot of Fig. 12. We refer readers to [47] for the availability of the data. We perform the
computation on the modeling domain © = (0.2,1) x (0.2,1) x (0.1,0.9) which is large enough to contain all the data
points. The fundamental step in the computation is to generate a smooth surface based on the raw data points. Since only
the lowest order accuracy is considered in this article, here we generate a signed-distance function by directly computing
the distance from nodes in a given mesh to those data points. Then the zero level-set of the signed-distance function is
used as the computational interface in this example.

We consider the equation (2.1) with the data f =0 in ©, u =sin(37x)sin(37 y)sin(37z) on dQ and B~ =1, BT =10.
The Cartesian mesh with N3 cuboids is generated on  with the mesh size N = 16, 32, 64, 128,256. We note that it is
difficult to construct a function satisfying the homogeneous jump condition exactly on this complicated real-world interface,
so here we shall use the numerical solution computed on the finest mesh N = 256 as the reference solution to compute the
errors. The numerical errors and their convergence order are presented in Table 2 where we can observe that the numerical
solution errors almost have the expected optimal convergence order in L? and H' norms. It agrees with the theoretical
analysis even for this interface generated from the real-world data.

In addition, we plot the error of IFE solution on N = 128 at the slices at y = 0.35, 0.4, 0.45, 0.5, 0.55, and 0.6 in Fig. 13.
We note that the majority of the errors are concentrated on the interface, and the errors are significantly smaller away from
the interface. This phenomenon is also observed in the previous examples for which the analytical solutions are available.
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Fig. 12. A duck-shape interface: cloud points (left) and reconstructed smooth interface (right).

Fig. 13. The slices of errors between N =128 and N =256 on y =0.35, 0.4, 0.45,0.5,0.55, 0.6.

We believe this is due to the advantage of the highly structured mesh, such as the Cartesian mesh, that the IFE method can
use to solve interface problems. Furthermore, we note that the duck-shaped interface may have large curvature, especially
around the beak and tail. Our computation shows that the maximum curvatures among all cloud points can achieve over
2500. Consequently, the hypothesis (H2) may require a very small mesh size. Certainly, even the finest mesh size 1283 can
not achieve the requirement of the hypothesis (H2), but the overall performance of the PPIFE method is still satisfactory.
However, we also note that these portions of interface with large curvatures have apparently relatively larger errors. To
further investigate how the shape of the interface can affect the errors, we plot the relative errors on the interface in
Fig. 14. As indicated by these figures, the errors are concentrated on the portion of the interface including the peak, neck
(the lower-right plot in Fig. 14), tail (the lower-left plot in Fig. 14) and the surrounding of the base (the upper-right plot in
Fig. 14)). The large curvatures can not be avoided in real-world geometric bodies. How to further enhance the performance
of IFE methods on the large-bending surface may require local mesh refinement, i.e.,, some adaptive mesh strategy for the
IFE method [28]. This could be an interesting topic in our future research.

7. Conclusions

In this article, we have developed a partially penalized IFE (PPIFE) method for solving elliptic interface problems in three-
dimensional space on unfitted meshes. The IFE space is isomorphic to the standard continuous piecewise trilinear finite
element space defined on the same mesh, which is independent of the interface location. The penalties are only added on
interface faces to handle the discontinuities of IFE functions. We show the PPIFE solutions have optimal convergence rates in
both the L2 and H! norm regardless of interface location. Numerical experiments are performed to validate the theoretical
estimates for both artificial interface and real-world interface models.
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Fig. 14. Relative solution errors of N = 128 on interface.
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