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ABSTRACT

Muscle, bone, and fat segmentation of CT thigh slice is essential for body composition research. Voxel-wise image
segmentation enables quantification of tissue properties including area, intensity and texture. Deep learning approaches
have had substantial success in medical image segmentation, but they typically require substantial data. Due to high cost
of manual annotation, training deep learning models with limited human labelled data is desirable but also a challenging
problem. Inspired by transfer learning, we proposed a two-stage deep learning pipeline to address this issue in thigh
segmentation. We study 2836 slices from Baltimore Longitudinal Study of Aging (BLSA) and 121 slices from Genetic
and Epigenetic Signatures of Translational Aging Laboratory Testing (GESTALT). First, we generated pseudo-labels
based on approximate hand-crafted approaches using CT intensity and anatomical morphology. Then, those pseudo labels
are fed into deep neural networks to train models from scratch. Finally, the first stage model is loaded as initialization and
fine-tuned with a more limited set of expert human labels. We evaluate the performance of this framework on 56 thigh CT
scans and obtained average Dice of 0.979,0.969,0.953,0.980 and 0.800 for five tissues: muscle, cortical bone, internal
bone, subcutaneous fat and intermuscular fat respectively. We evaluated generalizability by manually reviewing external
3504 BLSA single thighs from 1752 thigh slices. The result is consistent and passed human review with 150 failed thigh
images, which demonstrates that the proposed method has strong generalizability.

Keywords: thigh slice, intensity segmentation, pseudo label, fine-tune;

1. INTRODUCTION

Estimating volumes and masses of total body components is important for the research, cancer, joint replacement and
exercise physiology[1]. Full body CT scans can be used to calculate whole body composition directly. However, full body
CT scan is also hard to acquire in medical context. Mourtzakis et al. proposed body components measured on abdomen or
thigh slices are highly correlated with mass of whole-body tissues [2]. Thus, accurate segmentation of thigh slice can
quantify tissue area properties to estimate body composition without requiring additional irradiation or examinations. The
aim of this paper is to segment muscle, fat and bones shown in Figure 1 from 2D thigh CT slices.

Some techniques have been proposed in the literature to address thigh segmentation on CT images. Senseney et al.
proposed an automatic region growing method using morphology operation and threshold to extract bone, fat and muscle
in CT images[3]. Tan et al. proposed to use a variational Bayesian Gaussian mixture model to cluster regions of interest
including fat, marrow, muscle, bone and air on 3D CT scans[4]. Felinto et al. proposed to use Gaussian mixture modeling
to cluster similar tissues and achieve pixel classification based on their relative position and finally achieving segmentation
of intermuscular fat and muscles[5]. All those methods are traditional model-based methods depending on parameter
choice. Recently, deep learning methods have obtained impressive performance in medical image segmentation without
fine-tuning parameters when compared with traditional model-based method.

Even though deep learning methods have produced very good performance in segmentation mask, the cost of impressive
performance is sufficient human annotation[6]. In medical imaging, human annotation needs professional knowledge and
is very time-consuming and expensive. Many researchers use data augmentation including rotation, intensity shift, and
scaling to artificially enhance the size and diversity of the training data without collecting and labelling new data[7].
Generative adversarial networks[8] also have been utilized to synthesize new labelled data for segmentation. Leveraging

Medical Imaging 2022: Image Processing, edited by Olivier Colliot,
Ivana 18gum, Proc. of SPIE Vol. 12032, 120321K - © 2022 SPIE
1605-7422 - doi: 10.1117/12.2611664

Proc. of SPIE Vol. 12032 120321K-1

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 02 Jun 2022
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



the power of unannotated data is another solution instead of directly applying data augmentation on labelling data. Chen
et al. proposed to use self-supervised learning with image context restoration to achieve brain tumor segmentation with a
limited dataset[9]. Instead of self-supervised learning, transfer learning is another way to train with limited label data. First,
model is trained from scratch on a large-scale dataset with similar task. Then the model is fine-tuned with human annotated
data. Tajbakhsh et al. showed that a fine-tuned network could outperform networks that were trained from scratch and
show better robustness[10]. In this paper, we proposed a two stage deep learning framework. We use an approximate hand-
crafted method to generate pseudo labels and train the model in the first stage. Then, the model from first stage is regarded
as starting point and fine-tuned with human labelled data to achieve thigh segmentation.

B Cortical bone
Inner bone
Intermuscular fat
Subcutaneous fat
Muscle

Figure 1. The left image represents low-dose single CT slice of middle thigh. The right represents the targeted tissue
segmentation with corresponding legend that we need to extract from left slice. Each tissue has different spatial scale of the
area. The intermuscular fat is the smallest component with the highest resolution texture features.

2. MATERIAL AND METHODS

The aim of this study is to achieve thigh segmentation on low-dose CT slice with deep learning. To do this, we split a CT
thigh slice into two single thigh images. Then, we perform an approximate hand-crafted pipeline to segment targeted tissue
from thigh image and regard results as pseudo labels fed into deep neural network from scratch. Finally, the model is
loaded as initialization and fine-tuned with limited human annotated data.

2.1 Preprocessing

The field of view of CT thigh slice includes the left thigh, right thigh, table, and phantom. First, we use threshold of -500
Hounsfield unit (HU) to binarize the input thigh slice. We use a square kernel 25 x 25 to erode binary image and create
three independent eroded masks. Then, we choose the left thigh and right thigh according to area size (the area of table
mask should be smaller compared with thigh mask) and center position (the center of left thigh mask and right thigh mask
should be at approximate horizontal axis). After picking the eroded mask of two thighs, we dilate the chosen mask with
same kernel size. Based on those two masks, we find the maximal bounding box for each thigh and crop original CT slice
from 512 x 512 to 256 x 256 without changing pixel resolution of the whole CT slice. We keep the intensity range from
original CT slice. Finally, we manually review all the thighs and exclude cropped thigh image including other tissue. We
apply this preprocessing procedure to all CT slices.

2.2 Coarse segmentation

Each CT slice has specific intensity units for each tissue. We use a CT window of [-190, -30] HU for fat, [30,80] HU for
muscle, and [1000,00] HU for bones[11]. We proposed the following pipeline to extract five targeted tissues in coarse way
by using CT intensity and morphology. After preprocessing, we have cropped thigh images instead of two thigh CT slices.
We perform following procedures to create pseudo labels. (1)We create a binary image with a threshold 1000 HU to create
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cortical bone mask. (2) Internal bone is surrounded by cortical bone. Based on this property, we inverse result (1) and find
internal bone. (3) We use threshold of 0 HU to binarize thigh image and create a muscle mask. (4) We fill the holes and
remove bones using results from (1) and (2). (5)We subtract the muscle mask from result (4) to create intermuscular fat
mask based on the assumption that intermuscular fat is within muscle. (6) We binarize the input image with threshold -500
HU. (7) We subtract result (4) from result (6) to create subcutaneous fat mask. The complete procedure, which creates a
pseudo label mask is shown Figure 2.Five coarse approximate segmentation masks are fused before fed into deep neural

network.
Cortical bone Internal bone Subcutaneous fat
(1) 2
—
Binary by
Subtract muscle and
7
threshold 1000 intermuscular fat )
(6)
Binary by
threshold -500
Binary by
threshold 0 Subtract
muscle

Muscle Intermuscular fat

Figure 2. The pipeline of intensity classifier is based on morphology and specific CT intensity unit. The whole pipeline
includes three branches. The first one (showed in blue line) extracts cortical bone and internal bone based on threshold 1000
HU. The second one (showed in red line) extracts muscle and intermuscular fat based on threshold 0 HU. The third one
(showed in black line) segments subcutaneous fat based on obtained muscle and threshold -500 HU.

2.3 Two stage training

Unet++[12] is an encoder-decoder network where the encoder and decoder are connected through a series of nested, dense
skip connections. The nested skip connections can help to bridge the semantic gap between the feature maps of the encoder
and decoder, which is helpful to segment fine-grain details of targeted tissue like intermuscular fat in our case. Thus, we
use Unet++ as our backbone to inference segmentation result. Transfer learning refers to reusing a model developed for a
task as the starting point for a model on a second task, which alleviates the challenge of limited training data. In first stage,
we use approximate pseudo labels generated from Figure 2 pipeline to train Unet++ from scratch and choose best model
according to performance on validation dataset. Then, the optimal model is loaded as initialization. We feed human expert
labeled data to fine-tune model from first stage until the model converges. The whole pipeline is shown in Figure 3.

The Unet[13] has obtained impressive results for performing medical image segmentation, which is widely used and can
be considered as alternative architecture.
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Figure 3. The proposed hierarchical coarse-to-fine thigh segmentation including two stages: 1) Feeding pseudo labels
generated by classifier into deep learning model and train the model from scratch. 2) Using the optimized model from
previous stage as initialization, we fine tune model with limited expert labels. The coarse— and refined- model are end-to-

end optimized separately.

2.4 Data distribution

We use 2836 de-identified CT thigh slices from the BLSA dataset and 121 de-identified thigh slices from GESTALT
dataset. All data were under Institute Review Board approval. The pixel resolution of BLSA and Gestalt is 0.976mm x
0.976mm and corresponding image size is 512 x 512. In the preprocessing and quality assurance stages, 7 images are
discarded since they include other structures (e.g. the table). Note that for some thigh slices, only left thigh is manually
labelled instead of both thighs. We divide labelled thigh slices into training, validation and testing cohort for second stage.

No subject had images in both the training, and validation or testing sets.

Table 1 The number of slices, thighs and labelled thighs for cohort in two stages

Study Name Cohort Slices All thighs Labelled thighs
BLSA First stage training 1006 1003 L and 1002 R 0
BLSA & Gestalt Second stage training 117 117 Land 8 R 125
BLSA & Gestalt Second stage validation 26 26 Land 5 R 31
BLSA & Gestalt Second stage testing 56 49Land 7R 56
BLSA External testing 1752 1752 L and 1752 R 0
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2.5 Implementation details

Our experiments are implemented in Python 3.7 with PyTorch 1.7. The max-training-epoch is set to 200. The batch size is
8. We apply soft window of [-150, 100] HU to normalize each input image. In the first stage, the initial learning rate for
U-net is 0.002 and 0.0002 for U-net++. In the fine-tune stage, the initial learning rate for both U-net and U-net ++ is 0.0001.
The learning rate decayed to O linearly until end of training epoch in both training from scratch stage and fine-tune stage.
The optimizer used in the training is stochastic gradient descent (SGD)

2.6 Metrics

To evaluate the accuracy of our proposed method, we compare the segmentation results against the ground truth provided
by expert labels. To quantify the agreement between segmentation and truth, we use the Dice Similarity Coefficient (DSC)
as the main evaluation measurement for inferenced result by comparing each binary tissue against the ground truth voxel-
by-voxel:

_2IRNT

DSC=———
[R| +1T]

M

where R represents the segmentation result generated by the deep learning model and T represents the corresponding
ground-truth.

3. RESULTS

Figure 4 compares DSC of the muscle, cortical bone, inner bone, subcutaneous fat and intermuscular fat between Unet in
stage 2 and Unet++ in stage 1 and stage 2 respectively. The boxplots presented are evaluated across 56 single thighs
Overall, the performance of Unet++ in stage 2 is significantly better compared with Unet in stage 2 across all five targeted
tissues marked with “*’ (Wilcoxon signed-rank test). Compared with U-Net, the Unet++ makes largest improvement in
median DSC for cortical bone from 0.951 to 0.971. Unet++ increase median DSC from 0.786 to 0.799 for sparse and small

intermuscular fat.
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Figure 4 The fig shows the performance comparison among using Unet in stage 1, Unet in stage 2, Unet++ in stage 1 and

Unet++ in stage 2 in box plots of five targeted tissue. The * indicates statistically significant (p <0.01 from Wilcoxon
signed-rank test)
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Figure 5 compares the qualitative result inferenced by Unet in stage 1, Unet in stage 2, Unet++ in stage 1 and Unet++ in
stage 2. Compared with Unet in stage 2, the Unet++ in stage 2 yields superior performance and segments more details of
intermuscular fat.

Finally, we applied our pipeline on 3504 thigh images. We manually reviewed all those thigh slices to see the result of
performance since we do not have ground-truth for those slices. If bad segmentations were located and regarded CT artifact
as targeted tissue, the result is coded with no pass. The representation of no pass result is shown in Figure 6. The 150 single
thigh images did not pass human review.

Unet in stage 1 Unet++ in stage 1  Unetinstage2  Unet++instage2  Ground truth

DSC: 0.365 DSC: 0.294 DSC:0.802 DSC: 0.880

o oo

DSC: 0.274 DSC:0.688 DSC: 0.859 DSC: 0.918

DSC: 0.503 DSC: 0.446 DSC:0.778 DSC: 0.844

subject]

subject2

subject3

Figure 5. The plot shows qualitative representation of the thigh slice segmentation result with using Unet in stage 1, Unet in
stage 2, Unet++ in stage 1, Unet++ in stage 2 and the ground truth. The three subjects are chosen based on large difference
of DSC of intermuscular fat between Unet in stage 2 and Unet++ in stage 2. The yellow rectangle represents large
difference across from those four methods and ground truth. The text below each image is intermuscular fat DSC.
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No Pass No Pass

Figure 6. The representative examples during human review. The first one is coded as no pass since intermuscular fat is in
outside of the muscle. The second one is also regarded as no pass because the artifact is segmented as bones or
intermuscular fat.

Unet++ in stage 2 Ground truth

Figure 7. The above two images are outliers according to DSC from subcutaneous fat in Figure 4 (shown in red circle), The
position marked by yellow rectangle is hard for model to classify subcutaneous fat from intermuscular fat.

4. CONCLUSION AND DISCUSSION

Herein, we utilize a transfer learning strategy to achieve accurate and robust thigh tissue segmentation. The proposed
framework can achieve accurate segmentation on thigh CT slice with limited human labels. Compared with Unet, Unet++
can recover more details, and effective in sparse and small tissue segmentation. However, as shown in Figure 7, one
limitation of the proposed framework is that it is difficult for the fine-tune model to recognize intermuscular fat from
subcutaneous fat around muscle boundary. We think lacking of 3D medical context might be the source of this problem.
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