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Abstract—We study a movement detection scheme for video
streaming data using time series analysis. We employ simple
scalar quantities such as (i) the Frobenius norm trajectory of a
forward difference matrix and (ii) the Auto-correlation function
to analyze the time series and detect movements in the video
sequences. To remove the background interruptions, such as the
change of lights, we study the performance of two filters, (1)
SVD filter and (2) SVD combined with the Butterworth filter, to
repress data disruptions. From the example, we identify the best
filter and the best statistical quantity to detect movement in the
disrupted data. By using the background subtraction filters as
well as the Frobenius norm trajectory of data, we can distinguish
the movements and light disruptions at various time points in
the video sequences. The combo filter is found to be the best as it
completely removes the light interruption while maintaining the
movements data unaffected and smooths other static artifacts.

keywords— illumination filter, SVD, Butterworth, norm trajec-
tory, movement detection, time series analysis

I. INTRODUCTION

Singular value decomposition (SVD) has numerous ap-
plications in image processing, including compression, face
recognition, motion detection, etc ( [1], [2]). Time series
analysis is another useful statistical tool for variety of time
evolving applications ranging from health sciences, weather
forecasts to video streams, when time dependent data is ubig-
uitous [3]. For translational purposes, information related to
sudden changes which have occurred in the video is sometimes
preferable to general trends or detailed information related
to movement [4]. Moreover, it is important that the applied
method can differentiate between background interruptions
such as illumination changes and explicit movement in the
observable scene, as the inability to remove the illumination
effects increases the likelihood of false movement detection. It
is also favorable to design simple, computationally inexpensive
statistical quantities to measure sudden movement changes, as
video sequence data are often large by nature.

In this study, we explore a movement detection scheme
for video streaming data using time series analysis. In such
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cases, we investigate the performance of two filters, (1) SVD
filter only and (2) SVD combined with the Butterworth of
low pass filter, to repress data disruptions. We also study
and compare two popular scalar statistical quantities, (i) the
Auto-correlation function (ACF) and (ii) the Frobenius norm
trajectory of a forward difference matrix, to measure and detect
information changes at any particular time point. We find
that using the combo filter as well as the simple Frobenious
norm trajectory, the background illumination interruption is
completely removed and the signals of object’s movements are
unaffected while other source of static artifacts is smoothed.
In addition, by using the norm trajectory, which is a simple
scalar quantity that can be computed very efficiently, we can
detect changes of movements easily.

This paper is organized as follows. In section II, we study
the time series matrix representation of video sequences data,
and review the two popular statistical quantities, (i) Auto-
correlation function (ACF) and (ii) the Frobenius norm tra-
jectory of a forward difference matrix, to measure and detect
sudden information changes at any particular time point. In
section III, we review the two common filtering approaches
to remove the interruption due to the sudden change of
illuminations: (1) SVD filter only and (2) SVD combined
with the Butterworth of low pass filter. In section IV, we test
a benchmark example. We find that by combining SVD and
Bultterworth low pass background subtraction, we can create
a clearer distinction of movements and sudden changes in
lighting intensity. In section V, we summarize this work and
briefly discuss the future scope.

II. TIME SERIES ANALYSIS

Time series analysis is a useful tool for variety of
time evolving applications ranging from health sciences and
weather forecasts to video streams, when time dependent data
is ubiquitous [3]. In many cases, the data is decomposed into
a sequence of components with respect to time, each having a
meaningful interpretation, and can be used to uncover trends,
slowly varying component(s), in addition to periodicity, move-
ment, activity and anomaly detection [5]. In the application
of video data processing, one could be more interested in
information related to sudden changes which have occurred
in the video [4]. Moreover, it is important that the applied
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method can differentiate between illumination disruptions and
explicit movement changes in the observable scene, as the
inability to remove the illumination interruption increases the
likelihood of false movement detection.

In this section, we first introduce the notations to represent
the video streaming data in the matrix form in subsection II-A,
we then introduce the statistical quantities to perform time
series analysis for movement detection in subsection II-B.

A. Matrix Representation of Video Streaming Data

We consider the representation of a video streaming data in
the format of time series matrix A in a discrete-time setting
with ¢ € Z as the time index of a sequential image matrix
Ay, each with dimensions M x N captured by a static
camera. To do so, we first convert A(t) into its column vector
representation ff(t), as shown in (1).
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Next, we can collect all these column vectors /T(t) to get
the representation of entire video, described by A in (2) and
visualized by the top figure in Figure 2:

A=Ay Aer . Al @

(MXN)XT "
Suppose that a portion of the entries E(t) € T describes a
particular feature which is time variant. Without having prior
knowledge of the attributes associated with the feature of
interest in A, the question becomes how we detect this feature
or infer characteristics of this feature that varies with respect
to time. Naturally, the first step of approaching this problem
is to remove any ‘static’ information in the times series, a
process commonly referred to as background subtraction.

B. Statistics of Movement Detection

Two popular statistical quantities are employed to study and
compare the movement detection in the streaming data.

o Derivative Norm Trajectories
We compute the forward difference to evaluate the change
in the time series A at some time ¢ and its previous frame
att—1 by (3)

dAt) = Ay — Ay, t=1,...,T. 3)

Because d/f(t) for each time ¢ is a column vector, we can
compute its norm trajectory S(t) for this forward differ-
ence at each time ¢. Notice that, we can also compute
the forward difference of a fixed period by considering
several time grids as a whole. In both cases, we employ
the Frobenius norm for computational efficiency

S(t) = Vadrai = |aAw)| = |adw)| . @

o Auto-Correlation of Time Series Data
Autocorrelation function (ACF) of data shows the degree
of similarity between a given time series and a lagged
version of itself over successive time interval [6]. To
compute ACF, we transpose the time series A/ nyxT
into KTX(MXJV). Now each row in ng@/[xN) contains
a single time series, and the entries of Ap, (arxn) can
be visualized as follows

AT><(M><N) =
111,1, ceey Avl,(MxN) :  Time series 1
;12,1, ceey AZ(MX;V) : Time series 2
ceey e cee
AVTJ, e ET7(MxN) : Time series T’

We assume that all T' time series are nearly stationary
with mean value A and the autocorrelation with lag h is
computed by [6]:

L = Z?:h—&-l(Ai - A)(Atfh - A)
>4 (A — A)?

Theoretically, ACF measures the similarity between a
current frame at time ¢ and the past frame(s) at time
t — h. In our study, it estimates the short-time change
of object’s movements through a successive sequence
of data. Meanwhile, ACF cannot fully distinguish the
background light intensity or sudden changes happening
in the video streaming. No matter the given data is
unprocessed or filtered, the ACF at various lag i cannot
separate the changes of illumination or movement, which
is shown in Figure 1.
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Fig. 1. ACF of unprocessed and processed data at various chosen lag h (h
= 1,5,10) for the given time series (frames) data A .

III. BACKGROUND ILLUMINATION FILTERING

In this section, we review the common filtering tools to
remove the interruptions due to the sudden change of illumi-
nations: (1) SVD filter only and (2) SVD combined with the
Butterworth of low pass filter.
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o Singular Value Decomposition Filter
Singular value decomposition (SVD) is a robust matrix
decomposition method which can be performed on any
arbitrary shape of matrix [1], [2]. Common SVD com-
pression schemes generally entail block based implemen-
tations, which often yield better compression performance
and reduce processing time [7].
Background subtraction is a basic problem for movement
detection in videos and is also the first step of high-
level computer vision applications [8]. If we know that
A is likely to be of low-rank, this infers that we can
preform a background removal operation on the time
series matrix A, to obtain a sparser representation without
loss of the primary signal of interest. Figure 2 compares
three versions of the time series matrices, A, Al ,A2, .
Where A on the top figure is the original time series
matrix containing an unprocessed video streaming data
of T' frames (I" = 561). This video shows an object’s
movements throughout the total time 7' (frames) but being
interrupted by sudden changes of light intensity occurring
at different time. The middle figure AL, contains the
same video sequence but the block based SVD back-
ground subtraction is applied with rank-1 subtraction, and
the bottom figure A5, is obtained by using the block
SVD background subtraction with rank-5 subtraction. In
general, A% is defined in (6):

Ak — A — Ay, for k <min{T, M x N}, (6)

where :4\;; is the rank-k block based SVD approximation
of the original time series matrix A.
o Butterworth of Low Pass Filter

SVD filter eliminates noise (light intensity) without dis-
torting the shape of signal (that is the movements of
object) [9]. However, its filter at optimal rank-£ truncation
is not smooth enough and may cause other artifacts,
which is demonstrated clearly by the unprocessed norm
trajectories (black) in the Figure 4. To have a better
filtering tool that removes illumination smoothly while
disaffecting the movements, the Butterworth of low pass
filter combined with SVD is employed to resolve this
issue. The magnitude response of a low pass Butterworth
filter is given by [10]:

1

(7

where j = \/—1, w is the angular frequency, w, is the cut-
off value and IV equal to the number of reactive elements
in a passive filter. Since Butterworth of low pass filter has
a maximally flat response, there is no ripple in the pass
band [10]. In this study, we use the Butterworth filter with
order = 1 to minimize the delay and choose w. = 5 Hz
to filter unwanted noise such as unsteady camera holding,
but mostly the noise of illumination. By combining the
SVD and Butterworth low pass filter simultaneously, the
light intensity can be totally removed while maintaining

the pattern of norm trajectories for the movements. We
will discuss this with more details in section IV and in
Figure 4 with the benchmark example.

IV. BENCHMARK EXAMPLES

In this section, we consider a benchmark example which
is composed of an unprocessed video streaming data of T’
frames (7" = 561). This video displays an object’s movements,
as visualized in the top figure of Figure 2. We summarize the
feature of data in subsection IV-A, and discuss the results pro-
cessed by each filter in subsection IV-B and IV-C, respectively.
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Fig. 2. Comparison of Original Time series matrix with no SVD filter (top),
Time series matrix after using SVD filter at rank-1 (middle) and Time series
matrix after using SVD filter at rank-5 (bottom) .

A. Features of the Unprocessed Data

This video is interrupted by sudden changes of room light
intensity (background illumination) occurring at different time
frame ¢. As displayed in the top figure of Figure 2, the room
light suddenly turns on (highlighted by the yellow bar) at
the frame number ¢ = 10 and ¢ = 430, and the room light
suddenly turns off (highlighted by the dark green bar) at the
frame number ¢ = 340 and ¢ = 500. The object keeps moving
during the entire video and its trajectory is captured by the
dark green curve.

Next, we apply the SVD filter to the original data and
visualize the resulting representing matrices in the middle and
bottom figures of Figure 2.

To find the optimal rank-k for SVD, we manually try
k € {1,...,10}. With rank-1 employed, the light-off signal
is totally removed, but the light-on still exits. Hence, this
lowest rank is not desired as the light interruption is not fully
removed. Consequently, we test other values and finally find
the optimal value being k¥ = 5. From the middle and bottom
figures of Figure 2 , we see that by preforming background
subtraction on the original times series matrix, we can obtain a
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sparser representation without loss of the information describ-
ing the object’s movements. The other higher ranks are not
necessary as they are more computationally expensive and they
will disrupt the movement signals. In general, the criteria for
choosing optimal rank is to ensure the remove of light intensity
while keep movements unaffected. Besides, computation cost
is another important factor to be considered when processing
data with SVD.

Moreover, we use a block based SVD instead of a global
SVD on the given data A. Using a block based approach en-
ables a higher removal rate of redundant data in comparison to
global SVD. For instance, on the frames interval ¢ € [0, 180],
where the foreground object is nearly stationary, the block
SVD background subtraction is able to remove redundant data
from the time series, whereas global SVD does not.

B. ACF Trajectory for Detecting Movements

We now apply the time series analysis to detect the move-
ment signals. Following the definition in (5), we first compute
the Auto-correlation function (ACF) trajectories of the data
with lag h = 1, 5, 10, respectively.

From the top figure of Figure 3, we see that after applying
the rank-5 SVD filter, the changes of background illumination
still dominates the peak values of the ACF trajectories over
the pattern of movements at ¢ = 10, 340, 430, 500, no matter
what lag h is used, though the appropriate choice of using
rank-5 is confirmed by visualizing the matrix representation
of filtered data. We also compute the ACF trajectories of
data filtered by rank-5 SVD together with the Butterworth
low pass filter in the bottom figure of Figure 3, the light
interruption now completely disappears but the pattern of
movement signals is homogenized and blurred at the same
time. From these observations, we can conclude that it is not
favorable to use ACF as a statistical quantity to detect the
movement in the time series analysis of video data.
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Fig. 3. ACF of filtered data at various chosen lag h (h = 1,5,10) for the
given time series (frames) data A.

C. Norm Trajectory for Detecting Movements

This time, we follow the definition in (4) and compute the
norm trajectories of forward difference of the filtered data. For

the SVD plus the Butterworth low pass filter, we employ the
Butterworth filter (7) with order = 1 to minimize the delay and
choose w. = 5 Hz to filter unwanted noises such as unsteady
camera holding, but mostly the noise of illumination.

The results of norm trajectories are summarized in Figure 4.
Both norm trajectories for filtered data, (1) SVD rank-5 only
(magenta) and (2) SVD rank-5 combined with Butterworth
low pass filter (blue), remove the peak values due to the light
interruption while preserving the pattern of movements very
well. Regarding the movements signals, the difference among
the unprocessed and filtered data is negligible. In addition, it is
clear that the norm trajectory of this combo filter works better
than that of the single use of SVD filter. By combining these
two filters simultaneously, light intensity is not only totally
removed, but also the pattern of movement is unchanged and
other static artifacts are smoothed. This advantage will be
more significant when we deal with high dimension data of
the original time series.
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Fig. 4. Norm trajectory of the unprocessed time series data (black); norm

trajectory of the filtered data with rank-5 SVD filter only (magenta); norm

trajectory of the filtered data with rank-5 SVD combined with the Butterworth

of low pass filter (blue) .

V. CONCLUSION AND FUTURE SCOPE

SVD is a simple but important tool in data compressing and
processing. It can be used as a filter to eliminate unwanted
noise (such as the background light illumination). In this
study, we explore a movement detection scheme for video
streaming data with time series analysis. In such cases, we
study and compare the performance of two filters, (1) SVD
rank-k only and (2) SVD combined with the Butterworth of
low pass filter, to repress data disruptions. We also compare
two popular statistical quantities, (i) Auto-correlation function
(ACF) and (ii) the norm trajectory of a forward difference
matrix, to measure and detect information sudden changes at
any particular time point. We find that using the combo filter,
the background illumination interruption is totally removed
and the signals of object’s movements are unaffected while
other source of static artifacts is also smoothed. In addition,
by using the Frobenius norm trajectory, which is a very
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simple scalar quantity, we can best track the pattern and detect
movement changes easily.

A fast decomposition of a time series which results in a
scalar component of instantaneous changes within the data can
find useful in many real time imaging applications. Periodicity
and change detection could be used in surveillance, sig-
nal processing, and industrial applications involving imaging
inspection and analysis. Our future work aims to learn a
mapping enabling concurrent localization and segmentation
of selected features from the ground space. Besides, we will
also work on theoretical criteria to find the optimal value of
threshold in filtering background noises and interruption. We
will investigate more sophisticated cases when time series of
movements become inhomogeneous at various time along with
different sources of interruptions in the video data.
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