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1. Introduction

This paper is devoted to the problem of constructing ma-
trix valued interval observers for fundamental matrices of time-
varying linear systems with unknown coefficient matrices, and
to demonstrating the usefulness of these constructions for feed-
back stabilization under sampling and for observer design. Time-
varying systems can be difficult to study because in general, no
explicit formulas for fundamental solutions (i.e., state transition
matrices) can be obtained and because they can be difficult to
estimate when the vector fields defining the systems are un-
certain. An added difficulty arises when one must find globally
asymptotically stabilizing feedback controls when only sampled
state measurements are available. While sampling problems can
be expressed as delay compensation problems (such as those
of [1,2]) with time-varying sawtooth shaped delay functions, de-
lay compensation methods generally require exact knowledge, or
close approximations, of vector fields defining the given system,
or can lead to bounds on the allowable delays (and so also
bounds on the allowable sampling rates) that may be too small
for applications. See [3-6], and [7] for motivation for analyzing
the effects of sampling in control systems.

To help us address these challenges, this paper presents a
new construction of functions that are expressed in terms of
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fundamental solutions and which upper and lower bound the
entries of the state transition matrix of a linear system whose
bounded vector field is uncertain, where the inequalities are com-
ponentwise. Since the fundamental solutions in the bounds are
those of time-varying systems with known vector fields (which
can in turn be computed using a dynamical extension), this helps
overcome the challenge of estimating the effects of uncertain
vector fields. We apply this result to construct robust stabilizing
controls for linear systems that have discrete measurements. Our
control formula is the one in [8, Chapter 2, Section 2.9], which is
based on the controllability Gramian and which is applied in [8]
to systems whose state is available for continuous measurement.
By contrast, here we apply the approach from [8] to systems
whose state variables are only available for measurement at
discrete instants. This makes it possible for us to cover situations
in which the sup norm of an uncertainty in the dynamics or the
sample rates are arbitrarily large, which we believe is a novel
and significant contribution. Our proofs are based on comparison
systems which share common features with interval observers
(as defined, e.g., in [9,10], and [11]), but our approach is outside
the scope of earlier interval observer methods that did not take
sampling and unknown vector fields into account.

Our main strategy entails novel applications of properties of
positive systems and Metzler matrices. Although positive systems
have been used in aerospace engineering, mathematical biology,
and other fields, we believe that our work is the first one to
use them for sample data feedback stabilization when there are
uncertain vector fields, and where the inter-sample intervals or
sup norms of the uncertainty can be arbitrarily large. This paper
improves on our preliminary conference version [12] by allow-
ing time-varying coefficients and additional uncertainties in the
vector fields defining the system that were not considered in [12]
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(in the B coefficient that multiplies the controls) and by applying
our fundamental solution estimation approach to discrete time
systems and to design new observers [13], using novel appli-
cations of the Gramian matrix. This contrasts with [12], which
was confined to cases where the known part of the coefficient
matrix was constant and which did not include observer designs
or discrete time systems or the uncertainty §z below.

After providing the required definitions and notation, we pro-
vide our main feedback stabilization theorem in Section 3. In
Section 4, we state our new estimation theorems, which are
of independent interest because they help address challenges
of estimating fundamental matrices for uncertain dynamics, and
which we use to prove our main stabilization theorem in Sec-
tion 5. In Section 6, we provide a discrete time analog of our
stabilization theorem, whose proof uses discrete time versions of
our theorems on estimating fundamental solutions for uncertain
dynamics. In Section 7, we use our approach to provide new ob-
server designs. We illustrate potential advantages of our approach
in Section 8, and we close in Section 9 with a summary of our
contributions and our suggestions for future research.

2. Definitions and notation

We use the following definitions and notation throughout this
paper, where the dimensions of our systems are arbitrary unless
we indicate otherwise. The notation will be simplified when no
confusion could arise given the context, and all matrices in this
paper are assumed to have only real entries. A square matrix is
called Metzler provided all of its off-diagonal entries are nonneg-
ative. A matrix is called nonnegative provided all of its entries are
nonnegative. A square matrix is called Schur stable provided all
of its eigenvalues have norm strictly less than one. For vectors
Vi = (Ul’] Ulqn)T and V, = (Uz,] ....Uz’n)T, we write Vi<V,
provided for all i € {1,...,n}, v1; < va;; and V; < V, provided
foralli € {1,...,n}, v1; < v,;. We use analogous notation
for matrices. Let || - || denote the standard Euclidean 2-norm of
vectors and matrices. We also use the notation |M|., = [||mjjloo]
when M = [m;] is a bounded matrix valued function, where ||f ||«
for a function f is the usual sup norm, and which we denote by
M| when M is a constant matrix, so [M| = [|my]].

We set Gt = [max{g;,0}] and G- = G' — G. Notice for
later use that if M; and M, are matrices of the same size and
M; < Ma, then the ordering properties M;” < M, and M, < M;
and satisfied; the preceding two properties follow by separately
considering the possible signs of the (i, j) entries of M;", My, M},
and M, for all pairs (i,j). Let I be the identity matrix of any
dimension, and 0 denote the matrix of any dimensions whose
entries are all zero. Two square matrices M, and M, of the same
size are called similar provided there is an invertible matrix P so
that M; = P~'M,P. For any continuous function F : [0, +00) —
R™" the fundamental (or state transition) matrix solution @ = is
defined to be the unique matrix valued function satisfying

BZ(t,tg) = F(O)Px(t, to), Pr(to, to) =1 (1)

for all real ty and t. We use basic properties of input-to-state
stability (or ISS, which we also use to mean input-to-state stable),
e.g.,, from [14], and we set Z>o = {0, 1, 2, ...}.

3. Stabilization theorem

We study systems of the form
X(t) = (M(t) = 8:(£)X(t) + (B(t) + 85(0))U(t) + 8a(t), (2)

with X valued in R", the control U valued in R?, M : [0, +00) —
R™™ and B : [0, +00) — R™P being continuous matrix valued
functions, and & : [0, +00) — R™", §p : [0, +00) — R™P, and
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5 . [0, +00) — R" being piecewise continuous locally bounded
functions. The output measurement Y is defined by Y(t) = X(t;)
for all t € [t;, tit1), where £, = 0 and the t;’s are times when
new state measurements become available, and we define o :
[0, +00) — [0, +00) by o(t) = t; for all t € [t;, ti11). We assume
the following conditions (but see Remark 2 for non-Metzler cases
and a discussion of the class of time-varying systems that can be
transformed into the form (2)):

Assumption 1. There are known constant matrices § > 0 and
8g > 0 such that for all t > 0, we have
0 < 81(t) <& and |8(t)| < 8. (3)

Also, the matrix M(t) is Metzler for each t > 0, M and B both
have some period py > 0, and there are known positive constants
n and v such that n < t;;; — t; < v for all i > 0 and such that
with the choice

S={r,s)eR?>:re[0,pl,n<s—r <v}, (4)

the system z(t) =
all (o, 7)es. O

M(t)z(t) + B(t)u(t) is controllable on [o, 7] for

We then use the functions and matrices
Ppr15(r5)+Py_5(r.s)

g(rvs) 2 ¢M(rv s)a
&(r,s) = M7 S(r) = B(r)BT(r), (5)
and x(r,s)= [ dy(r, O)S()®y(r, £)de.

Then our controllability assumption from Assumption 1 is equiv-
alent to the existence of the inverse x ~(r,s) for all (r,s) € &,
e.g., by [15, Theorem 5]. Then, for all (r, s) € S, and with

Lr.s)= 6
(s — r)elMlaHBs—15, BT|_ M =0 =1(r, 5)], (6)

the following matrices are well defined:

Flrs) = 7 [S(s,e)( (004, Ox7\(r.5)”

(5. 0) (S(OPy(r, ) '(r,5)) ] de
+ E(s. 1)+ Js(r. ) -
E(r5) = [ [0, 0) (SR, 0x (1 5)”
—E(s, 0) (SO (r. O)x (r,s))+] de

+ &(s, 1) —Js(r,5)

Using the preceding definitions, and the entrywise supremum no-
tation sup,cs G(v) = [sup,cs G;j(v)] for matrix valued functions
G(v) = [Gj(v)], our stabilization theorem is:

Theorem 1. Let (2) satisfy Assumption 1, and choose pg, v, 1,
and S to satisfy the requirements from Assumption 1. Then (2), in
closed-loop with the control defined by

U(t) = =BT (0)®y(ti, t)x " (tis tip1)X(8:) (8)
forall € [t;, tiy1) and i > 0, is ISS with respect to 8,(t) if
—+
I' = max }‘C_(r,s) é(’ s) (9)
(rs)es [ Fo(r,s) }' (r,s)

is Schur stable. O

Before presenting our fundamental matrix estimation theo-
rems (and then our proof of Theorem 1, in Section 5), we provide
comments on the novelty and value of Theorem 1.

Remark 1. A key aspect of Theorem 1 is that one can check
whether I" is Schur stable because the matrices (7) are expressed
in terms of known functions, while the state transition matrix of
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M — §4(t) cannot be found because §; is an unknown uncertainty.
The periodicity in Assumption 1 makes it possible to express the
maximum in the I formula over the compact set S (where the
maximum exists by the continuity of the entries of the matrix in
(9) as functions of (r, s) € S), and then the eigenvalues of I" can
be computed numerically to check the Schur stability condition,
e.g., using the command Eigenvalues in Mathematica. More-
over, in the important special case where M and B are constant,
@) is a matrix exponential, so in that case we can express
FX(r,s) and FZ(r,s) as functions of s — r. Then the maximum
of the matrix in (9) can be computed over the interval [, v]. This
includes the special case where the sample times are t; = iv for
alli € Zo, in which case we can take = v. Although fundamental
solutions for the known matrices M and M 4 § are used in
the formula for the control and in (9), they can be computed
from solving matrix valued differential equations, e.g., using the
method from [16]. In fact, as noted in [16], we can compute
@y(t,s) for any piecewise continuous locally bounded square
matrix valued function A by writing ®@,(t, s) = a4(t)Ba(s) where
oy and B4 are the unique solutions of the matrix differential
equations

aa(t) = A(t)aa(t) and Ba(s) = —Ba(s)A(s) (10)
that satisfy a4(0) = B4(0) = I. When 8,(t) is the zero function,
our proof of Theorem 1 will imply that the origin of the closed-
loop system from Theorem 1 is a globally exponentially stable
equilibrium on R". For methods to compute F. and . when M
and B are constant, see [17, p. 34]. O

Remark 2. For any system of the form

X(t) = Mo(t)x(t) + B(t)U(t) (11)

that is controllable on [o, 7] for all (o, t) € S with state space
R™ with bounded continuous matrix valued coefficients My(t) and
B(t) have the same period, we can find a matrix Ay € R™"
such that for any continuous time-varying matrix valued function
Ap(t) that satisfies |Apy(t)] < Ay for all t > 0, the system

X(t) = (Mo(t) + Am(6)X () + B(t)U(t) (12)

is also controllable on these intervals. This follows from the
continuity of fundamental solutions for systems as functions of
the entries of the matrix defining the system and standard char-
acterizations of controllability, e.g., from [15, Chapter 3]. In the
preceding situation, we can write My(t) + Ap(t) = M(t) — 81(t),
where M(t) = My(t) + (An(t))T and 8:(t) = (Aum(t))". If, in
addition, My(t) is Metzler for all t > 0, then this defines a
class of time-varying systems (2) that satisfy the requirements of
Assumption 1 with § = Ay, because 0 < (Ay(t))” < (A (t))" +
(Ap(t))™ = |An(t)] < Ay for all t > 0. See, e.g., [15, Theorem 5]
for easily checked sufficient conditions for controllability of (11),
based on using the invertibility of the Gramian.

Moreover, we can often use a preliminary change of coor-
dinates to ensure that the vector field in the drift term has
the required Metzler property. For instance, for any controllable
pair (Ag, By) of constant matrices for which all eigenvalues of Ay
are real, we can transform a linear system of the form x(t) =
Aox(t) + BoUp(t) into a new system z(t) = Moz(t) + BU(t) that is
controllable and for which My is Metzler. This is done by choosing
My = PaAoPa“, B = P,By, and z = P,x, where P, is chosen so that
Mp is the Jordan canonical form of A, which makes My Metzler.
See also Section 7.2 where systems satisfying the requirements of
Assumption 1 are useful for observer design.

By using Theorem 3 from Section 4.2, we can generalize The-
orem 1 to cases where the matrices M(t) are not Metzler, but
where they are similar to Metzler matrices, by first using a change
of coordinates to transform (2). The control (8) is the control
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from [8, Chapter 2, Section 2.9]. One can find matrices 3, such
that I' is Schur stable when

0 <38 <3, and |85 < 8., (13)

because & and & are continuous and equal zero when § = 0. This
facilitates verifying the assumptions of Theorem 1. O

4. Estimation of fundamental matrices

This section provides our theorems on estimating fundamental
matrices. In Section 5, we show how these estimation theorems
can be used to prove our Theorem 1, and we use them for
observer designs in Section 7.

4.1. Metzler case

First, we address the problem of estimating fundamental so-
lutions, when there is a known Metzler valued term in the vector
field defining the dynamics; see Section 4.2 for a method for re-
laxing this Metzler requirement to cases where the corresponding
matrix only needs to be similar to a Metzler matrix at each time
t. Throughout this subsection, we assume that the given function
A satisfies:

Assumption 2. The function A : [0, +00) — R™" is piecewise
continuous, and there is a known constant nonnegative matrix
A eR™ suchthat 0 < A(t) < A holds forallt > 0. O

In Appendix A.2, we prove:
Theorem 2. Let M : [0, 4+00) — R™" be a matrix valued function

such that M(t) is Metzler for all t > 0, and A be a function satisfying
Assumption 2. Choose the functions

@, H(rs)+® —(r,8)
M-A 3 MH+A and

(r.s)—®
2

D, 5(r,s) =

® = (14)
D (1, 8) = Ppu(r,s) + -

mATS)

Then the inequalities

D 4t to) < Dpq—alt, to) < @ o (t, to) (15)
hold for allt > tg and ty > 0. O

Remark 3. We believe that the preceding result is new, even
in the special case where M is constant, in which case the
fundamental solutions in the formulas (14) have the form

@ pua(r, s) = eMEDT=S), (16)
For cases where M is time-varying, the Metzler requirements
from Theorem 2 are satisfied if M has the form M(t) = Mg +
dm(t), when the constant Metzler matrix Mg has positive off-
diagonal entries, and when the sup norm of 8, is small enough.
Another significant special case is when A and M are both con-

stant, i.e., A(t) = A, for all t > 0, in which case @ _4(t, tg) =
eM=Ac)t—t)) [

Remark 4. A different approach to estimating fundamental solu-
tions of uncertain matrices is as follows. For any square matrices
A and B having the same dimension, the inequality

H eA+B _ e.AH < ”B”esupgé[oeu I A+LB]| (-17)

is satisfied; this follows by applying the Mean Value Theorem to
the function f(¢) = e“*% on [0, 1]. Taking A = A, it follows
from (17) that in the special case where M is constant and A is
a constant matrix A., we have

|Prs—alt, to) — P aq(t, to)ll

<(t-— to)”AC||e(t*to)SUDze[71,1] [M+LAC]| (18)
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when t > ty > 0. By contrast, in the special case where M and

A are constant matrices, (15) gives

ot —to) < P a—alt, to) — Pult, to) < 0(t —to) (19)
where

a(0) = e(M—Ac)l_eMZ_ge(MJrAc)Z_eMZ and 20
g(i) _ e(M—Ac)z7eM£ereM£7e(M+Ac)l

which gives (18), because of (17). The main advantage of using
Theorem 2 in this time invariant case (instead of using the esti-
mates that can be obtained directly from (17)) is that it produces
estimates for each entry of ®,,_4(t, ty); see Section 8 for an
example that illustrates this advantage of using our approach
from Theorem 2. O

4.2. More general case

Although Theorem 2 only applies when M(t) is Metzler for
each t, we can relax this Metzler requirement to cover a broader
family of matrices that are similar to Metzler matrices at each
time t. The price to pay for this generalization is that the upper
and lower bounding functions have more complicated forms.
In the special case where M is constant, this generalization is
motivated in part by the fact that Jordan canonical forms of
matrices with real eigenvalues are Metzler. Using the theorem
from this subsection, we can also relax the Metzler condition
from Assumption 1 so that we only require M to be similar to
a Metzler matrix at each time t > 0. In Appendix A.3, we prove
the following:

Theorem 3. Let A : [0,+0c0) — R™" be a matrix valued
function that admits an invertible matrix P € R™" and a matrix
valued function F : [0, 4+00) — R™" such that F(t) is Metzler for
each t > 0 and such that PA(t)P~! = F(t) for each t > 0. Let
the piecewise continuous function p : [0, +o00) — R™" and the
matrices p € R™" and p € R™" be such that

p<pt)<P (21)
for all t = 0. Choose the functions

De(r,s) = “’2] (Pum—z(r,s) + Puye(r, s)) PT
— (P71 (@u(r,s)+ F(r,s) P*
— (PN (Dy(r, s)+ F(r,s)) P~
(

G L (@u—z(r,s) + Puye(r,s)) P~ (22)
D.(r,s) = (P ]) (cb r,s)+ F(r,s) Pt
( —e(r,8) + Pyye(r, s)) PH
( _&(r,s)+ Puye(r,s)) P~
+(P‘1) (Pu(r,s)+ F(r,s) P~
where
F(r,s) = el Ouie) (23)
and
e = +
([P7—P ol = [Pro—PR](P)) (24)
—[Ptp—P 5P +[PTH—P p](P!
and
M©) = F©O) + ([P*7 - Pp] (1)
(25)

+ [Pp—Ptp] (P*1)*)+
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for all t > 0. Then the inequalities
D,(t, tg) < Payp(t, to) < De(t, to) (26)
hold for all t >ty and to > 0. O

5. Proof of Theorem 1

This section uses Theorem 2 to prove Theorem 1. The proof
consists of three main parts. In the first part, we derive the
dynamics for the discrete time variables x, = X(t), which is a
sample data system that corresponds to the closed loop system
from Theorem 1. In the second part, we prove an ISS estimate
for this discrete time system that is based on our Schur stability
assumption on (9) from the theorem. In the last part, we use the
ISS property for the discrete time system to obtain the required
ISS property for the system from the conclusion of Theorem 1.

First Step: Deriving the Discrete Time System. Let i > 0 be an
integer. By applying the method of variation of parameters to the
system (2) on the interval [t;, t] (e.g., [15, Formula (C.26)]), with
t € [t;, ti+1], we get

X(t) = Py—s (t, t)X(t:)
+ [i Pus, (6, OBF(O)U(E)AL (27)
+ Jo Pus, (8, 08:(0)dE,

where B(£) = B(£) + 85(£).

Then the semigroup property of fundamental solutions gives
Dy (t, t;)DPy(ti, £) = dy(t, £) and therefore also
X(6) = [} Pus (£, )8(€)d
+ {oute, 0 [x(w) + [ Puts, OB U]}
+[Puy—s, (t, t;) — Pum(t, t)1X(L;)

+ [i[Pus, (t, £) — Pul(t, OIB()U(E)AL.
Also, the feedback (8) gives
X(©) = [; Pus, (£, 82(6)dE + D¢, &) + H(t, )

+ [d)M—(S](t? tl) - d)M(tv tl)]X(tl)
+ [y [Pu(t, €) — Pys, (£, 0)IS;dEX (1)

= [_ fff ®p(t, £)SidE + Pp(t, t; ]X(ti)

+ fy Pu—s, (€, 052(0)dE + D(t, 1;)
+ H(t, t),

where D(t, t;) is the quantity in curly braces in (28),
Si =S(0) (@u(o (), )" 7, (30)

H(t, t;) =
— [y @o(t, O)3s(OBT (O)Py (6, £)dex; "X (8),

(28)

29
) (29)
(

(31)

and

Pp(a, b) = Py, (a, b) — Pu(a, b), (32)
and where x; = x(t;, tiz1). Moreover, our control (8) gives
D(ti+1, 4i) =

Butir, 6) [ X(6) + [ Pu(t, OBOU(EXe

+ i ut, (U

= — [ Pultipr, OS(O)Py (6, Odex;X()

where SB(E) = 85(£)BT(£).
Specializing (29) to the case where t = t;,; therefore gives

X(l’pﬂ) = W(l)tX(l',)
+ ft'_’“ Dpy_s, (i1, £)52(£)de,

(33)

(34)
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where
W(i) = ®p(tigr, t;) — [+ @p(tiy, £)S]de

— [ By, (B, DSHOB (0 (0), A,
where the last term in (35) was obtained by adding (31) and (33).
Eq. (34) defines the desired closed loop discrete time system.

Second Step: Stability Analysis for Discrete Time System (34).
Theorem 2 ensures that for all a > b, we have

(35)

g(a7 b) = (DD(a! b) =< g(av b)! (36)

where & and & are defined in (5). We deduce that, for any integer
i > 0, we have

E(tiar. £) (SO @u(o(€), €)T x7") "

< @o(tisn, O) (SO Pu(o(0), ) 1) (37)
< (i1, O (SN Puto(0), ) 1, )
and

&(tip1, 0) (SO @m(a(£), ) %7 ")
< @p(ti1, €) (S(O(Pu(o(0). ) % ') (38)
< E(tis1, O) (S Pu(a(0), ) %)

for all ¢ € (t;, ti+1). By multiplying (38) through by —1 and then
adding the result to (37), we get

Bt OO ~ Bt XS (39)
< Bp(ti1, O] < E(tier, OS]) — £t €XS])"

forall ¢ € (¢, tiy1), where we used the fact that Sg = (S§)+ —(Sg)‘.
Also, by noting that

g (t.5)] < eIl and [, 5)]| < e/l (40)

hold for any bounded piecewise continuous matrix valued func-
tionQ : [0, +00) > R™™and alls > 0and t > 0 (e.g., because of
the Peano-Baker formula from [15, Appendix C]), we obtain the
bound

|®Pr—s, (Li1, O)55(O)PY (0 (€), O)x |

i 411
Ee(W”oo+|51‘oo)(fi+1*fi)83|BT|Ooe|MT|oc(fi+1*ti)|Xi_l| (41)
for all £ € [t;, tiy1]. We deduce from (36) that
Fti, tiy1) < W(i) < Felti, tiy1)s (42)

where (41) was used to bound the last term in (35) and to obtain
the expression for the function J; that we used in (6) and our
formulas (7) for . and F.

In order to prove our ISS property for (34), we first use our
bounds (42) to study the system

Z(tiyr) = W(DZ(t;) (43)
that corresponds to the 8, = 0 case in (34). By rewriting (43)
as Z(tiq) = (W()" — W(i)™)Z(t;), we conclude that for any
solution Z(t;) of (43), the function Z(t;) = [(Z(t;))", (=Z(t;)T1"
is a solution of
Etig1) = W' E(6) + W) ¥(6) (44)
Y(ti1) = W) ¢(6) + W3ETy(t).
Moreover, (44) is a positive system (which can be checked by

induction, using the fact that W(i)* and W(i)~ are nonnegative
matrices for each index i).

Next, let [(¢,(t)", (¥p(t:))T17 and [(¢a(t:)"
note the solutions of (44) with initial conditions

Glt0) _ (2(t0)*
(wi(to)) = (Z(ro)) (45)

, (Ya(E)T1T de-
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and

Zn(to) Z(to)~
= 46
<wn(to> Zto)* (46)
respectively. By the positivity of the system (44), these two solu-
tions are nonnegative valued. Then, noticing that

ey _ [Z(to)" = Z(to)”
E(t) = - .

— <§p(t0)> _ (fn(%)) ,
Yp(to) Ya(to)

we deduce from the uniqueness of solutions property for the
discrete time system (44) that

men [ Sp(6) Y alti)
5 = (d(n)) (wm) (48)
for all i > 0.
Next consider the system
{g(t,-m = Tt ti)E(6) + Fe (6 b)Y () (49)
Yltivn) = Fo (G )T () + F (8, )P (6),

T denote

and let [(¢,(t)", (W,(t)T1" and [(C,(t)7, (¥,(t)) "]
the solutions of (49) satisfying

(c,xm) _ (2 ) ind

lfp(fo) Z(to)~ (50)
(g(m)) _ (Z(ro) )
V¥a(to) Z(to)*"

respectively. By (42) and the order preserving properties from
Section 2, we have

W)™ < FH (6, tipq) and W(i)~ < L (8, tivr), (51)
so by the comparison principle, we have
zp(ri)) (mm)
0 d
= (‘”P(fi) V() (52)

fn(ti) C (tl)
0= (%(G)) = (E,(t,-))

for all i > 0; this follows by noting that the initial conditions in
the right sides of (45)-(46) agree with those of the right sides
of (52), and that (51) implies that the states with the bars are
growing faster. As an immediate consequence,

i [ &nlto) Salti) -
P () =~ () == 59
(Q(ﬂ)) < i (ip(fo))
Vp(t)) — Yp(to)
for all i > 0, where I' is the Schur stable matrix from (9),
and where we used (48), (52), and the periodicity assumption in
Assumption 1 (which gives Fe(r + kpo, s + kpo) = Fc(r,s) and

F.(r+kpo,s+kpo) = F.(r,s) for all integers k > 0and allr > 0
and s >r). Consequently

i (£(to)” Z(t;) i (Z(to)*
- (Z(fgﬁ) = (—Z(t,-)) =r <z(tg)*>’ (54)

by our choice of =Z. Thus,

o (337)

IA

Z(t;)

[ 0] (ggggf) .

(55)

IA
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By our assumption that I" is Schur stable, this implies exponential
stability of (43), hence the desired ISS property of (34), by the
boundedness of §; (which can be shown, e.g., by showing that the
strict Lyapunov function for (43) that can be constructed from [ 18,
Theorem 5.13] is an ISS Lyapunov function for (34)).

Third Step: ISS Conclusion of Theorem 1. We can find a constant
¢ > 0 such that all solutions of the closed loop system from the
statement of Theorem 1 satisfy

IX(OI < ¢ (IX(a ()] + sup{lI&2(£)]| : 0 < € < t}) (56)

for all t > 0. We can express ¢ in terms of the bounds 5,
8g, and v from Assumption 1, as follows. Using the fact that
@y (a(t), O)]| < elMl~ for all t > 0 (e.g., using properties
of transition matrices from [15, Appendix C]), we can use the
structure of the system (2) to get

IX(OI < IM = 81llo I IX(OIl + IIS%(t)II
+11B + 88llco | Bllcc!™l>¥ sup || x ' (r, )|l [X(o ()]
(r,s)es
for all t > 0. Then we can apply the Fundamental Theorem of
Calculus to the solution X on the interval [o(t), t] to get

IX(OIl =

IM = 81l [y IXCOIAE -+ v sup 1320+ ( 1+
€[0,t

V[IB + 8glloo|Bll o™l sup ||X71(T,S)|I> IX(a(ENII-

(r,s)eS
Then applying Gronwall’s inequality to the preceding inequality
on the interval [o(t), t] and recalling our bounds § and &z on §;
and Jp from (3) allows us to choose

¢ = eIMlloo+13lloo v ax { v, ( 1+

V([IBlloo + 11381100 ) IBlloce!™ " sup |l x~'(r, s)| )} .

(r,s)eS
We can combine (56) with the ISS conclusion from the second
step to obtain the ISS property of the closed loop system from
the theorem. This proves Theorem 1.

Remark 5. The last part of the preceding proof shows how bigger
values of § and 8 can lead to bigger ¢ values, and therefore to
larger bounds on the right side of the final ISS estimate. Since
the formula for ¢ also depends on the upper bound v on the
sample intervals, this can also provide guidance on how to choose
sample times that lead to a suitable upper bound v on the sample
periods, by choosing v so that ¢ lies in a suitable range to ensure
satisfactory performance in terms of a small enough upper bound
on the right side of the bound for the state.

6. Discrete time analogs
6.1. Stability theorem

Using discrete time analogs of Theorems 1 and 2, it is possible
to prove asymptotic stability conditions for systems of the form

Xiy1 = (M — A)X; (57)
with M > 0, and with the matrices A; admitting a matrix A>0
such that 0 < A; < A for all i. Although

M—A<M-A <M (58)

holds for all i, the inequalities (58) cannot be used to study the
stability of (57) when some entries of M — A are negative. On
the other hand, we have the following theorem, whose proof in
Appendix A.4 uses discrete time analogs of our continuous time
theorems from the preceding sections:

Systems & Control Letters 164 (2022) 105212

Theorem 4. Let

_ (M+Z)’;—(M—Z)’ and

y
, ey 59)
_ (M—AY—(M+AY (
S =M+ =5
for all i > 0. Assume that
lim S;=0 and lim S;=0. (60)

j—+oo Jj—+oo

Then the system (57) is globally asymptotically stable to the origin
onR". O

6.2. Illustration
To illustrate the preceding theorem let
o 1 815 0
— 2 J— o
M= |:; } and A; = |: 0 52,1‘] (61)

and assume that there is a constant § > 0 such that 0 < Ski < s
for k = 1,2 and all i > 0. Then Lemma A.1 from Appendix A.1
with n = 1 gives

o

1.5
M+Zd=p1[270 0 1p (62)
0 §—3
where A = I,
1 1
P=|:_1 1], and (63)
— 1_5 0
M—-—A=p1|2 _ 4
P [ 0 —8—% P (64)
Hence, with the choices
s (349 g (-4
§ = 25— and R = >, (65)
the functions from (59) are
- [F =y 0
Si=p |7 ! e 66
J [ 0 i} + (—1Y5; (66)
and
, —1yif — & 0
s=mept VBTN 0
0 (—1)’8j — I (67)
L@+ =E - 0
=P Y 1y st _ =n | P
0 (=2) + (=178 — iy

by Lemma A.1 from Appendix A.1 with o = 0 and 8 = 1/2.
Hence, if § < 1/2, then (60) will hold, which will ensure global
asymptotic stability of the system.

7. Observer designs

We next illustrate the usefulness of our continuous time tran-
sition matrix estimation and Gramian approaches, in the context
of new observer designs. First we provide a finite time observer,
based on our Gramian approach but not using our estimation
methods. This finite time observer has the advantage of being
a fixed time one, meaning, the convergence of the observer to
the true state value occurs at a time that is independent of the
initial state. Then we provide a new asymptotic observer for
more general systems, using a convergence proof that is based
on both transition matrix estimation and the Gramian. The proof
of the convergence property for this asymptotic observer makes
essential use of the arguments from the proof of Theorem 1
and the result from Theorem 2. Therefore, through its uses of
the Gramian in our first observer design (which is an essential
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ingredient from Theorem 1) and the results from Theorems 1-2,
this section is strongly connected to, and helps illustrate the value
of, the earlier sections.

For simplicity, we assume in this section that the coefficient
matrices are constant and that the sample intervals ;1 — t; are
of a constant positive length v, but analogous arguments produce
results for unevenly spaced sample times t; as in the previous
sections and for time-varying coefficient matrices, by replacing
matrix exponentials by transition matrices in the relevant places.
In both of our observer designs, we will use the matrix valued
functions

G(S) = ( N esT‘CTCe“M)_l (68)

for suitable functions S, where the existence of the inverse will
follow from the observability of (S, C) for matrices S that we
specify later (again by [15, Theorem 5, p.109]).

7.1. Finite time observer

We consider the system

X(t) = Ax(t) + f(y(t), u(t))
y(t) = Cx(t)

where x is valued in R", f is locally Lipschitz, u is valued in RP,
and y is valued in RY. We assume that this system is forward
complete, and we introduce a sequence t; = iv with v > 0 being
a given constant. See, e.g., [19,20], and [21] (which did not use
Gramian approaches and also did not use estimators for transition
matrices) for the importance of systems with nonlinearities of
the form we have in (69) for modeling the vibration of elastic
membranes, pendulums, and single-link robotic manipulators.
Our objective is to construct a finite time observer for this system,
under this standard assumption:

(69)

Assumption 3. The pair (A, C) is observable. O

We also use the matrix valued function R : R — R™4 defined
by

R(E) = eMG(A) T (70)

for all £ € R, where G was defined in (68).
Let us propose the observer that is defined by

R(t) = AR(E) + FOV(L), u(t))
FR(t — ) [y(£) — CACDR(E) — C2(1)] (71)

2(t) = A2(t) + fO(E), w(t)), 2(6;) =0

for all t € [t;,tiyq) and i > 0, where the solutions of the X
dynamics are defined by solving the first equation of (71) on
[to, t1) = [0, v) with the initial state X(0) = 0, then solving it
on [ty, t;) with the initial state X(t;) = X(t; ), and then repeating
this process on subsequent intervals [t;, t;1) for i > 2. We prove:

Theorem 5. Let Assumption 3 hold. Then for each solution x(t) of
(69), the corresponding solution X(t) of the observer (71) is such that
Xt)y=x(t)forallt >v. O

Proof. By applying variation of parameters to the dynamics in
(69), we deduce that

(£) = CAtx(t) 4 C [y M If(y(e), u(e))de. (72)
Since 2(t;) = 0, it follows that y(t) = Ce!=tx(t;) + CZ(t), so

X(t) = AR() + F(y(E), u(t)) (73)
+R(t — t;)CeX W x(t;) — X(t:)].
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Here and in the sequel, all equalities and inequalities are for all
t € [t,tiyq) and i > 0O, unless otherwise indicated. Let x(t) =
x(t) — X(t). Then

X(t) = AX(t) — R(t — t;)CA—K(t;). (74)
By integrating this system, we deduce that

X(t) =

[eA“-ff) — [ AOR(E ti)CeA“‘fi)dZ] x(t). (75)
Thus, in particular, the equality

X(tiy1) =

[ — Ji*" MR — e e | 7o) (76)

holds. Consequently,
X(tipr) = e [I — [, e MR(e)Cede] X(t;)

— W [1 _ fov e_AeeMG(A)eATlCTCeMdE] X(t), )

where the last inequality is a consequence of the definition (70)
of R. We deduce that

ot [1 — G(A)eAT‘chCeMdz] ()
=0

&(ti+l) (78)

Thus, in particular, X(v) = 0. From (74), we deduce that X(t) = 0
for all t > v. This concludes the proof. O

7.2. Observer for time-varying systems

We next consider the more general class of systems

E(t) = [A— ADIED) + FY(D), (D)) 79)
V(1) = C&(t)

where £ is valued in R", u is valued in RP, and Y is valued in RY.
We assume that f is locally Lipschitz, that this system is forward
complete, and that Assumption 3 is satisfied, where A, A, and f
are assumed to be known.

Before presenting our observer design, we introduce the fol-
lowing dynamic extension whose purpose is to remove the term

fOY(t), u(t)) in (79):

£.(6) = [A— A()I&(0) + F(Y(£), u(t) (80)
+LIY(£) = C&(1)].

The term L[Y(t) — C&,(t)] is here only to introduce a degree of
freedom. Then, with the choice, x(t) = &,(t) — &(t), we obtain

x(t) = [M — A(6)x(t)
y(t) = Cx(t)

with M = A — LC. In terms of our notation (68), we assume the
following, where the existence of the inverse in (83) follows from
the observability of (A, C) as before:

(81)

Assumption 4. The pair (A, C) is observable, the origin of (81) is
globally uniformly asymptotically stable, and M is Metzler. Also,
there is a matrix A such that

0<A(t)<A (82)

for all t > 0. Finally, with the choices

_ oM—2)s +e(M+Z)S_zeMs
2
oM=Z)s _ (M4 7% (83)

(s) = > , H(£) = eMtG(M)eM ¢CT,
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Gdr) = Br) = fy [ v — 0 (HOM)
—Blv — 0 (H(O)CE) "] de

T (84)
G.(r) = pr) - fy [Blv — ) (HOCM)*
—B(v — &) (H(O)Ce™) | d,
the matrix
Ge(w)t g (v)”
N [gc(vr écw] (85)

is Schur stable. O

Our condition on (81) in Assumption 4 holds if A is sufficiently
small and M is Hurwitz and Metzler. In this case, bounds A on
the allowable functions A(t) can be found using quadratic Lya-
punov functions. For instance, we can solve the Riccati equation
P.M + MTP, = —I for a positive definite matrix P,, and then
the time derivative of the quadratic Lyapunov function v(x) =
x"P,x along solutions of x(t) = [M — A(t)lx(t) satisfies v <
—IX(E)]1?> — 2xT(£)PL A(t)x(t), and then can choose A so that all
of its entries are strictly less than 1/(2n||P,||), because that will
ensure that [P, || || A(t)|| < 3 when A satisfies (82). Here the n in
the denominator of the upper bound on the entries of A arises
from the need to convert a condition on Euclidean 2-norms of
A(t) into a condition of the form (82) on the entries of A(t). We
define our observer by

X(t) = [M — A(t)IK(t)
+ H(t — t;)[y(t) — CeME=x(t;)] (86)

for all t € [t tiyq) and i > 0, where H is from (83), and
the solutions of (86) are defined analogously to those of the
dynamics in (71). We then have the following theorem:

Theorem 6. Let Assumption 4 hold. Then for each solution x(t)
of (81) and the corresponding solution X(t) of the observer (86), we
have lim;_, , oo (x(t) — X(t)) = 0. O

Proof. Since x(t) =
X(t) = [M — A(DIK(E) (87)
+H(t — ;)[CPy—alt, t)x(t;) — CeME=x(t)].

Here and in the sequel, all equalities and inequalities are for all
t € [t;, tiy1) and i > 0, unless otherwise indicated. Thus

A(t) = [M — A(£)IA(E)

+H(t — t;)CeME=D[x(t;) — X(t)] (88)
+H(t = 6)C [Pu-alt, ) — D] ().

Pyt t)x(t;) for all t > t;, we have

As an immediate consequence of (81) and (88), the variable X(t) =
x(t) — X(t) satisfies the following:
X(t) = [M — A®)IX(t) — H(t — ;)CeM—5(1;)

—H(E = 6)C [Dyalt. 1) — M) (1), (89)

Applying variation of parameters to (89) gives
X(t) = Py_alt, t)x(t;)
+ Ji Pu-alt, ) [-H(£ — t)CMEDX(L)

—H(C — )CEL, t)x(t;)] de
[Pm—alt, &) (90)

— fi Pu-alt, OH(E — 6)CM e | x(6)
— Ji Pu—alt, OH(L — £)CE(L, t)dex(t;)
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and so also
X(t) = [Pu(t, t;)
— [ dult, OH(E - t,-)CeW—fﬂdz] x(t)
+ [&(t, tl) (91)
— Ji €0, OH(E — 6)CeMde | x(6)
fr,- qu_A(t, OH(L — t;)CE(L, t;)dex(t;),

where £(r, s) = @py_a(r,s)—eM=9) for all r > 0 and s > 0. Thus,

in particular,

X(tiy1) = [‘DM—A(tH—h t;) — eM

— [ (g, OH(C — t,-)CeMUf—ff)dz] x(6)

— [y Pu—altisr, OH(E — 6)CE(L, G)dex(t)
e [1 — [l MOR(E — t,-)CeM(‘f—ff>dz] x(t).

(92)

From the definition of H in (83), it follows that
X(tipr) =M {I

ffz+1 G(M) MT(l—t,-)CTCeM(Z—t,-)dE] (L)

[ A(t,+1, t,) — e (93)
— [ (g0, OH(C — t,-)CeM“*fi)dE] A(t)

= [ P altinr, OH(C = 6)CE(E, 6)dex(E).
From the definition of G in (68), we obtain
X(ti11) = G(6)x(6) + H()x(t:) (94)
with the choices

G(t:) = E(tiv1, )
(b, OH(E — 6)CeMde (95)

t

H(t) = — [ Pualtivr, OH(L — 6)CEL, 6)dE,

since the quantity in curly braces in (93) is zero.
We next study the discrete time system

s(tip1) = G(t)s (&) (96)
In terms of our notation from Assumption 4, we then have
Bltizr — £) < E(ti, £) < Btipr — ©), (97)

by Theorem 2. This gives
é(tiﬂ —¥) (H(ﬁ — l',‘)CeM([_ti))+

< &(ti1, €) (H(C — t)CeMEt) (98)
< Bltisr — €) (H(L — t;)CeME1) ™

and

Bltipa — £) (H(€ — t;)CeM )~

< E(tir, €) (H(E — t;)CeM=t)) ™ (99)
< Bltix1 — €) (H(L — t;)CeME=10) ™

Therefore

Bltizr — €) (H(L — 6)CeME-t0) ™
—B(tir1 — ) (H(C — t;)CeMH) -
< &(tip1, OHL — t;)CeME—t)

< Bltisr — €) (H(L — t;)CeME10) ™
—B(tis1 — £) (H(L — £;)CeM—1) ™

‘Hence, with our choice of G from (95), and with our choices
of G, and g. from Assumption 4, we have

(100)

G.(v) < G(t;) < Ge(v). (101)

Therefore, the last part of our proof of Theorem 1 implies that
the discrete time system (96) is exponentially stable if the matrix
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« we defined in (85) is Schur stable. Since the origin of (81) is
globally uniformly asymptotically stable, we also deduce from
the proof of Theorem 1 that the solutions of (94) exponentially
converge to the origin, which gives the desired result, by the
reasoning from the third step of the proof of Theorem 1. O

8. Application

In the important special case where 6, and 8z in (2) are 0,
the proof of Theorem 1 implies that its closed loop system with
the control (8) is uniformly globally exponentially stable to 0 on
R" when (9) is Schur stable. On the other hand, we show in this
section how to use (17) to get an alternative sufficient condition
that ensures this exponential stability. We show that our Schur
stability requirement from Theorem 1 is less restrictive than the
condition that would come from only using (17), by proving that
the Schur condition is satisfied under larger bounds § on §; than
the largest bound that we could allow if we instead only used
(17). This will illustrate an advantage of using our Schur stability
condition. Although we assume in this section that g = 0 and
8 = 0 and that t; = iv for all i > 0 and that §; is a constant
matrix §, similar reasoning applies for time varying §;’s, as well
as for ISS cases with nonzero 4,'s.

Consider the dynamics (2) with

M=B=1eR*? and § = [0 ‘S*] € R?*? (102)

6, O

for a constant §, € (0, 2). This gives S = I, and the function x
from (5) is

x(r.s)=[3 " e72del = 3(1— e X)L (103)
Also, since eM+)¢ = M3t e have
B [ e(1484)E | o(1-8+)¢ (14850t _o(1-85)¢ 7]
R e (104)
L 2 2 n
and
7 [ e(1=84)0 4 o(1485)0  o(1=84)¢ _o(1+8x)¢ ]
M = | s st 1t gt (105)
L 2 2 n
Consequently, & and & from (5) are
E(r,s) = e"5(cosh(8,(r — s)) — 1)I
and &(r,s) = —e"*sinh(8,(r — s)) [(1) (1):| , (106)
and the bounding functions from (7) are
Folr,s) = et (cosh(8,L,) — 1)1
Le [._20 . 0 1
e Jo" e sinh(8.(L, — £))de [1 O]
0 1 (107)
and F(r,s) = —ebx sinh(§,L,) |:1 0]
Le [ _
— 2o fo" e [cosh(8.(L, — €)) — 1]deI,
where L, = s — r, because in this case, (Se™' ¢x~1)" is the zero
matrix. Since cosh(s) > 1 and sinh(s) > 0 for all s > 0, we
conclude that in this example, we have 7 = 7. and F, = —F,

at all pairs (r,s) where L, > 0. Then with the preceding F."
and F_, the closed loop system from Theorem 1 will be globally
exponentially stable to 0 on R" provided that the I from (9) is
Schur stable.

Next, observe that in this case, the functions (35) are

w(i) = - [?H Dp(tivr, Le~HoOde —2 -1

2
e (108)
+ Dp(tiy, ti)s
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where @p(t, £) = Pys,(t, £) — Pu(t, £) as before. Then, in this
particular case where §; = § and 8z = 0, we obtain

W(i) = eltip1=t)1=8) _ oltiy1—t)

e :i“ [e(["“_l)('_g) - e(tf“‘“] eli~tde (109)
s 1
and therefore also
W(l) — ev(l—S) _ evl
—ew lo [e<“—““—3> - e(”“)’] e~tdel. (110)
Therefore, we deduce from (17) that
W@ < v* [5 (v — 0|5 [~ +13De—tde
+ U”g“ev(HHSII)
= V81 f) (v — 0)ev(1+IBI-E2+13Ddp
+ v”S“ev(HHSII)
— V7|5 )|e (11D [v [ etz+sgg
s ge—a2+u5n)dg] + v]|3][e I3
and so also
A — EIIF[|ev+HIBN [ 1e IS
IWEI = v e+ [y 1=
e—V(2+II31),,
2+(8]]
—14eVC2F18D) S ov(1+131)
TP ] +vlidlle
— pESer -+ (v __
= vFB eI (e
—14e—vHI81) S ov(1+151)
Ty ) +vlidlle ’
where v? = —2--. This provides the condition
. 28*ev(l+6*) efv(2+8*)_1
”W(l)” =< (1—e=2v)(2+64) (V + 2484 ) (]]])

+ va*ev(1+5*).

Hence, by using (17), we conclude that the closed loop system
from Theorem 1 satisfies the desired exponential stability prop-
erty if the right side of (111) is in (0, 1), by the second part of our
proof of Theorem 1. This is more restrictive than our Schur stabil-
ity condition from Theorem 1, because for instance, if §, = 0.36
and v = 0.72 in the preceding example, then simple Mathematica
calculations imply that the eigenvalues of the matrix I" in (9)
are {0.969621, —0.767802, 0.246164, —0.170381} (which means
that the Schur stability requirement is satisfied) but that the right
side of (111) is 1.0879. If instead we have §, = 1 and v =
0.36, then I' has eigenvalues {0.95009, —0.688578, 0.292117,
—0.178081} but the right side of (111) is 1.11283. It follows that
Theorem 1 gives a better stability condition than the one that we
would have obtained by only applying (17).

In Figs. 1-2, we graphically illustrate the preceding result,
using plots that we generated using the Mathematica program. In
Fig. 1, we show the spectral radius (i.e., the largest of the absolute
values of the four eigenvalues) of the matrix I" from Theorem 1,
as a function of the disturbance parameter §, and sample rate
v, for the choices from the preceding example. It illustrates a
range of 4, and v values for which the eigenvalues of I" remain in
(—1, 1) to satisfy our Schur stability requirement from Theorem 1.
In Fig. 2, we plot the norms |x(t)|| of closed loop solutions
obtained from applying Theorem 1 to the preceding example with
8, = 0.36 and v = 0.72. Fig. 2 shows rapid convergence of the
solutions to zero, and the effects of the sampling in our control
(which produces cusps in the plots of the norms at sample times),
and so also illustrates Theorem 1.
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Fig. 1. Spectral radius X(I") of I as function of disturbance parameter 8, and
sample rate v, illustrating range of §, and v values for which our Schur condition
on I is satisfied.
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Fig. 2. Norm of state of closed loop system from Theorem 1 for example from
Section 8, §, = 0.36, v = 0.72, Control (8), and Initial States (1, 1) (Red),
(1.5, 1) (Black), (2, 1) (Blue), (2.5, 1) (Green), and (3, 1) (Purple), showing rapid
convergence to 0. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

9. Conclusions

We provided new results on feedback stabilization for dynam-
ics with sampling and uncertainty. We allowed additive uncer-
tainty on the right side of the systems, in addition to uncertainty
in both vector fields defining our time-varying linear systems.
Our methods combined positive systems approaches with new
matrix inequalities that estimate fundamental solutions for time-
varying linear systems that contain uncertain coefficient matrices.
Our matrix inequality estimations are of independent interest, be-
cause of the difficulty in estimating fundamental matrix solutions
for time-varying linear systems that contain uncertainties in their
coefficients. Our example illustrated the potential advantages of
our new stabilization approach. In our future work, we aim to
extend our work to nonlinear input delayed systems having right
sides that include Metzler matrices.
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Appendix

A.1. Key Lemmas

We first provide two lemmas that we used in our proofs of our
transition matrix estimation theorems. The first one will use the
fact that for the matrix

P = [—11 ﬂ e RMx(m (A1)
we have
o _1
pl= [% ,2] (A2)
2 2

The following then follows from simple calculations:

Lemma A.1. For all matrices « € R™" and g € R™", we have

P[Z 5]73—12[“‘55 agﬂ], (A3)
Also,

1|y O e rop

G o

holds for all matrices y € R™" and p € R™". O

We also use the following consequence of the uniqueness of
solutions property for (1) with F = R, which is shown by
checking that H(t, ty) = LD 4(t, to)L ™! satisfies H(ty, t) = I and
DH(t, to) = RH(t, to) for all t > 0 and to > 0:

Lemma A.2. Let A : [0, +00) — R™" Let £ € R™" be an
invertible matrix and let R = LAL™". Then

Dr(t, to) = LOA(L, to)L

forall ty € [0, 400) and t € [0, +00).

(A5)
O
A.2. Proof Of Theorem 2
We consider M(t) and A(t) such that M(t) is Metzler for all

t > 0 and such that there is a A satisfying the requirements of
Theorem 2. Let

_ M) Al | 5, M) Al
(1) = [A(t) M(t)], 2) = [A(t) M(t)] (A6)
and Q(t):[Mét) Mo(t)]. (A7)

Then 2(t) < 2(t) < 2(t). Here and in the sequel, inequalities
and equalities should be understood to hold for all t > 0 unless
otherwise indicated. It follows from the comparison lemma that

Dy(t, th) < Po(t, th) < P5(t, to). (A8)
According to Lemma A.1,
1| M(E)+ AL) 0
Q@)="P [ 0 M) — a) | P (A.9)
and
Sy o1 | M(E) + A(t) 0
QEt)="r [ 0 M(t) — At) P (A.10)
Then, from (A.8) and Lemma A.2, we have
Dot.ty) < P! D 1 a(t, to) 0
= 0 D r—a(t, to) (A11)
< p-1 D 4 4(t, to) 0 P. '
- (prZ(ts tO)
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Hence, Lemma A.1 also gives

D aq(E, L 0
¢Q(ts tO) — M( 0)
0 D m(t, to)
Pimralttog+Pri—altito)  Paralt.to)=Pr—alt.to) (A12)
2 2
Prm+alt,to)=Pm—altte)  Pam+alt,to)+Pam—alt o)
2 2
< G 3(t, o), where
gMA,Z(t’ tO) =
(A.13)

2 2
Dt —P  F(tto) P, ()P (t.to)
2 2

|:‘1’M+A(f-f0)+‘1’M_A(f-t0) ¢M+A(f,f0)¢M_A(fyfo)i|

where we straightforwardly deduce from considering the upper
left and then the upper right submatrices in (A.12) that

Prm4a(t,to)+Pam—alt,to)

Dpq(t, tp) <

<

2
D 7 )+P (L)
2 (A.14)
and

=P i atto)+® , 7(t.to)
2

< *¢M+A(f«,fo)2+¢M—A(fafo) <0

are satisfied. Adding the corresponding left, middle, and right
sides of the inequalities in (A.14) gives the desired conclusion of
the theorem.

A.3. Proof Of Theorem 3

From (21), it follows that P*p < P*p < P*p and —P7p <
—P7p < —P7p. We deduce from the formula Pp = (Pp)t —

(Pp)~ that P*p —P~p < Pp < P*p— P~ p is satisfied. Therefore,
we get

(Prp—Pp)(P ) < Pp(li_l)+_ . (A15)
< (P*B—P p) (P71

_(pt5 — p- —1y~
aSnCle((If_ll;_ 2 B_)((Il;p)_ p3) (1) (A.16)
By adding the inequalities in (A.15)-(A.16), we obtain
¢ <PpP7' <7, (A.17)
where ¢ and ¢ are defined as follows:
T=(Pp-Pp)(P) —(PTp—Pp)(P") and
c=(Prp—P )P ) —(PTE—P p)(PT).
Then, since the formula (25) gives M = F + ¢, we get
PA+p)P ' =F+PpP '=M-A (A.18)

where M is from (25) and A = ¢™ —PpP~'. Then M(t) is Metzler
forallt >0, and (A.17) gives0 < A < ¢t — ¢.
Next, Theorem 2 ensures that B

M_E++£(I,fo)—¢M+z+_£([,f0)

®
Dyt to) +

< Py_alt, to) <

(A.19)

2
Pyt 4 (E:10)+ Py ot (E00)
2

for all t > tp > 0. According to Lemma A.2, these inequalities in
combination with (A.18) give

Wt to) < PPy ,(t, to)P™" = By_a(t, to) < Tt to)
for all t > to > 0, where
Dy — ., (1,S)+Py, =+ _ _(1,5)
Hr,s) = e
¢M_?++£(r,5)*‘pM+?+_i(rA,S)

wu(r,s) = dum(r,s)+ 3

and
(A.20)
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Consequently,

(P~ (. to) < (P~1) Pay,(t, to)P~ (A21)
< (PR, to) '

and
—(P7N Tlt, to) < —(P71) PPy ,(t, to)P™!

—(P~1) " ut, to).

<
; (A.22)

Adding (A.21)-(A.22), we get

(P~ 1ult, to) — (P TlE, to) < Parplt, to)P!

< (PN, to) — (P™1) ult, to)-

From these inequalities, we deduce that

[P0 e, t0) = (P~ (e ) P
< ¢A+p(f, I'())P71F'+
= [P )T ) = (P pate 1) P

(A.23)

and

[P e, ) = (P patt, )] P
—@A+p(l’, fo)P7]P7

[P it w0) = ) e 0] P

< (A24)
<

We conclude by adding (A.23)-(A.24), since E =t —r¢.

A.4. Proof Of Theorem 4

This appendix provides a proof of Theorem 4. The proof is
based on discrete time analogs of our continuous time transition
matrix estimation theorems that are of independent interest, and
which we prove first. Consider matrices M; € R™", A; € R™",
and A; € R™" such that

M;>0 and 0 < A; < Zl' (A25)
for all i € Z>y. Let us find an upper and a lower bound for
Eij = (A.26)
(Mj—14i — Aj—14i)-eeo(Mip1 — A1 )(M; — Ay),
which is the state transition matrix for X1 = (M; — A;)X;,
meaning Xj;; = E;jX; when j > i with j > 1. We use the matrices
L MAl 5 Mo
2= [A,— MJ, ;= [Ai M| (A27)
and Kji = .Qj,pﬁ,' ..... .QH,l.Qj, and Ejl = §j,1+,' ..... §i+1§i-
According to Lemma A.1 from Appendix A.1,
o1 _|Dij 0
rair =[N ) (128)

holds for all i and j, where P is the (2n) x (2n) block matrix with
each block being I € R™", Djj = (Mj—14i + Aj—14i)-....(Miy1 +
Ai+1)(M; + 4A;) and E;; defined in (A.26) and

4 Dij 0

o — | = A.29
PkjiP |:) Ei,j s ( )
where D;; = B B
(Mj—14i + Aj—1ti)eeeeo(Mi1 + A1 )(Mi + A)) (A30)
and Ejj = - - '
(Mj—14i — Aj_14i)eee o (Mipr — A1 )(M; — Ay).
Notice that since A; > 0 for all i, the inequalities
ﬁj,i < Kj,i < §j—1+i ..... §i+1§i (A31)
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are satisfied with

_ | Mj—14i--Mip 1 M 0
Kii =

. A.32
0 A/IJ_H,-...MiHMi] (A.32)

As an immediate consequence of (A.28), (A.29), and (A.31),

Di;j O 1 Bl‘j 0
. < Jo
[ 0 Ei,j] P=P 0 E,',j P

hold. We deduce from Lemma A.1 that
Djj+Eij Djj—Ei; Ei’j+E,'J EiJ—E,"j
K. < 2 2 < | - 2_ _ 2_
=t = Dij—Eij Djj+Eij | = Dijj—Eij Dij+Eij
2 2 2 2

-1
Kji=P

(A.33)

which we can combine with (A.25) to get

Dij+Eij _ Dij+Eij
My tin MMy < 2000 < Dt

Dij  Ej—Dij _ 0
=5 =

Fim (A.34)
and ==

for all i and j. Adding these inequalities gives desired bounds

DutFiy, (A35)

E,~Dy,
Mj_1yi. Mg M; + 55— < Ejj <

We now use the preceding observations to prove Theorem 4.
Note that the preceding analysis and the choices (59) of S; and §;

give S; < (M — Aj_144).....(M — A;) < §; for all j > 1. Hence, the
theorem follows by the order preservation property of limits.
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