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Abstract. We investigate containment statements between symbolic and ordinary powers
and bounds on the Waldschmidt constant of defining ideals of points in projective spaces.
We establish the stable Harbourne conjecture for the defining ideal of a general set of points.
We also prove Chudnovsky’s Conjecture and the stable version of the Harbourne–Huneke
containment conjectures for a general set of su�ciently many points.

1. Introduction

Chudnovsky’s Conjecture suggests a lower bound for the answer to the following funda-
mental question: given a set of distinct points X ✓ PN

, where is a field, and an integer

m > 1, what is the least degree of a homogeneous polynomial in the homogeneous coordinate

ring [PN ] that vanishes at each point in X of order at least m? For a homogeneous ideal
I ✓ [PN ], let ↵(I) be the least generating degree of I and let I(m) denote its m-th symbolic
power. By the Zariski–Nagata Theorem [Zar49, Nag62, EH79] (cf. [DDSG+18, Proposition

2.14]), when is perfect, the answer is ↵(I(m)
X ), where IX ✓ [PN ] is the defining ideal of X.

When = C, the following is equivalent to Chudnovsky’s Conjecture [Chu81].

Conjecture 1.1 (Chudnovsky). Let I ✓ [PN ] be the defining ideal of a set of points in
PN . For any m 2 N,

↵(I(m))

m
> ↵(I) +N � 1

N
.

Chudnovsky himself proved the bound for any set of points in P2
C (see also [HH13]). Esnault

and Viehweg [EV83] showed moreover that for any set of points in PN
C ,

↵(I(m))

m
> ↵(I) + 1

N
.

These results extended the previous bound N↵(I(m)) > m↵(I) by Waldschmidt and Skoda
[Wal77, Sko77]. Decades later, Ein, Lazarsfeld and Smith [ELS01] and Hochster and Huneke
[HH02] showed that I

(Nm) ✓ I
m for all m 2 N. More generally, given any radical ideal

I of big height h in a regular ring, I(hm) ✓ I
m for all m 2 N (see [MS18a] for the mixed

characteristic case). In particular, this implies the Waldschmidt and Skoda degree bound.
The containment result also gives more detailed information about the polynomials that
vanish to order m along X.

In an e↵ort to improve the containment between symbolic and ordinary powers, Har-
bourne and Huneke [HH13] conjectured that the defining ideal I ✓ [PN ] of any set of
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points in PN satisfies a stronger containment, namely, I(Nm) ✓ mm(N�1)
I
m and I

(Nm�N+1) ✓
m(m�1)(N�1)

I
m
, for all m > 1, where m denotes the graded irrelevant ideal. Chudnovsky’s

Conjecture, in fact, follows as a corollary to the stable version of these conjectures, meaning
it is enough to study the case when m � 0. We will study stable versions of the conjectures
of Harbourne and Huneke [HH13, Conjectures 2.1 and 4.1].

Conjecture 1.2 (Stable Harbourne–Huneke Containment). Let I ✓ [PN ] be a homoge-
neous radical ideal of big height h. Then there exists a constant r(I) > 1, depending on I,
such that for all r > r(I), we have

(1) I
(hr) ✓ mr(h�1)

I
r and (2) I

(hr�h+1) ✓ m(r�1)(h�1)
I
r
.

We will sometimes shorten this to say that the condition holds for r � 0, but we emphasize
that the large enough value of r we need to take might depend on I. The same holds for
any other stable containment we might consider.

The Stable Harbourne–Huneke Containment enables us to obtain lower bounds on the
degrees of all symbolic powers by studying I

(m) only for m � 0. By taking this approach,
we prove Chudnovsky’s Conjecture for any set of su�ciently many general points in PN ,
where is an algebraically closed field of any characteristic.

Theorems 4.8 and 5.1. Suppose that is an algebraically closed field of arbitrary char-
acteristic, and N > 3.

(1) If s > 4N then there exists a constant r(s,N), depending only on s and N , such
that the stable containment I(Nr) ✓ mr(N�1)

I
r holds when I defines a general set of

s points in PN and r > r(s,N).

(2) Assume that char = 0. If s >
�
N2+N

N

�
then there exists a constant r(s,N), depend-

ing only on s and N , such that the stable containment I
(Nr�N+1) ✓ m(r�1)(N�1)

I
r

holds when I defines a general set of s points in PN and r > r(s,N).

In particular, Chudnovsky’s Conjecture holds for a general set of s > 4N points in PN , where
is an algebraically closed field of any characteristic.

Previously, Chudnovsky’s Conjecture had been shown for a general set of points in P3

[Dum15], a set of at most N+1 points in generic position in PN [Dum15], a set of a binomial
coe�cient number of points forming a star configuration [BH10, GHM13], a set of points in
PN lying on a quadric [FMX18], and a very general set of points in PN [DTG17, FMX18].

By saying that the conjecture holds for a very general set of points in PN , we mean that
there exist infinitely many open dense subsets Um, m 2 N, of the Hilbert scheme of s points
in PN such that Chudnovsky’s Conjecture holds for all X 2

T1
m=1 Um. We remove this infinite

intersection of open dense subsets to show that there exists one open dense subset U of the
Hilbert scheme of s points in PN such that Chudnovsky’s Conjecture holds for all X 2 U .

In a di↵erent approach to tighten the containment I
(hm) ✓ I

m, Harbourne’s Conjecture
[BDRH+09, Conjecture 8.4.2] asks if I

(hm�h+1) ✓ I
m holds for all m 2 N. While this

conjecture can fail for various choices of m and I [DSTG13, HS15, BDRH+19, MS18b,
CGM+16, Dra17, DS20], the stable version of this conjecture, known as the Stable Harbourne
Conjecture [Gri20, Conjecture 2.1], remains open.

Conjecture 1.3 (Stable Harbourne Conjecture). Let I ✓ [PN ] be a radical ideal of big
height h. For all r � 0, we have

I
(hr�h+1) ✓ I

r
.
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As in the previous stable conjectures we discussed, the large enough value of r we need to
take might depend on I.

Adding more evidence towards the Stable Harbourne Conjecture [Gri20, GHM20a, GHM20b,
TX20, BFG+21], we prove this conjecture for any general set of points in PN , by verifying a
stronger conjecture on the resurgence of I, a notion that we shall describe in more detail in
Section 2.

Theorem 4.2 and Corollary 4.4. Suppose that is an algebraically closed field of
arbitrary characteristic. The defining ideal I of a general set of points in PN has expected
resurgence. In particular, I satisfies the Stable Harbourne Conjecture, and for any C,

I
(rN�C) ✓ I

r for all r � 0.

Our method in proving Theorems 4.2, 4.8 and, subsequently, Theorem 5.1 is to examine
when we can obtain stable containment from one containment, and applying specialization.
Techniques of specialization were already used in [FMX18] to establish Chudnovsky’s Con-
jecture for a very general set of points. The main obstacle they faced in going from a very

general set of points to a general set of points is that specialization works for each m to
produce an open dense subset Um in the Hilbert scheme of s points in PN where the corre-
sponding containment holds, and to get a statement that holds for all m, one would need
to take the intersection

T1
m=1 Um. To overcome this di�culty and to apply specialization

techniques also to the stable containment problem, the novelty in our method is to apply
specialization for only one power and then show that one appropriate containment would
lead to the stable containment. For example, to show Chudnovsky’s Conjecture for general
points, we prove the following result:

Corollary 3.2. Suppose that for some value c 2 N, I(hc�h) ✓ mc(h�1)
I
c. For all m � 0,

I
(hm�h) ✓ mm(h�1)

I
m
.

In fact, we prove a much more general statement (see Theorem 3.1 and the other results in
Section 3). This gives a strategy to attack Chudnovsky’s Conjecture, and more generally the
Stable Harbourne–Huneke Containment, in other settings: rather than showing the contain-
ment holds for all m large enough, it is su�cient to find one m for which the containment
holds. We use this idea in Theorems 4.2 and 4.8, by explicitly proving that one containment
is satisfied. This is achieved by using specialization to pass the problem to the generic points
in PN

(z), where the situation is better understood.
Finally, note that Chudnovsky’s inequality, Harbourne’s conjecture and the Habourne–

Huneke containment conjectures have all been proved for squarefree monomial ideals in
[CEHH17]. For more related problems and questions, the interested reader is referred to, for
instance, [CHHVT20, DDSG+18, SS16].

The paper is outlined as follows. In the next section we collect necessary notations and
terminology, and also recall important results that will be used often later on. In Section
3, we present our first main result, Theorem 3.1, where the stable containment is derived
from one containment. In Section 4, we showcase our next main results, Theorems 4.2 and
4.8, where we establish the stable Harbourne conjecture for a general set of points and the
stable Harbourne–Huneke containment for a general set of su�ciently many points. The
last section of the paper focuses on Chudnovsky’s Conjecture. In Theorem 5.1, we prove
Chudnovsky’s Conjecture for a general set of su�ciently many points. We also establish a
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slightly weaker version of Chudnovsky’s Conjecture for a general set of arbitrary number of
points; see Theorem 5.8. As a consequence of this result, we show in Corollary 5.9 that the
defining ideal of a scheme of fat points with a general support and of equal multiplicity (at
least 2) satisfies a Chudnovsky-type inequality.

Acknowledgements. The authors thank Grzegorz Malara and Halszka Tutaj-Gasińska for
their suggestion to look at Böröczky configurations, and Alexandra Seceleanu for pointing
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by NSF grant DMS-2001445/2140355. The third author is partially supported by Louisiana
Board of Regents (grant # LEQSF(2017-19)-ENH-TR-25).

2. Preliminaries

In this section, we shall recall notations, terminology and results that will be used often in
the paper. Throughout the paper, let be a field, and let [PN ] represent the homogeneous
coordinate ring of PN . Since most of the statements in this paper become rather straightfor-
ward when N = 1, we shall assume that N > 2. Our work evolves around symbolic powers
of ideals, so let us start with the definition of these objects.

Definition 2.1. Let S be a commutative ring and let I ✓ S be an ideal. For m 2 N, the
m-th symbolic power of I is defined to be

I
(m) =

\

p2Ass(I)

(ImSp \ S) .

For an ideal I, the big height of I is defined to be the maximum height of a minimal
associated prime of I. The following result of Johnson [Joh14] is a generalization of the
aforementioned containment of Ein–Lazarsfeld–Smith, Hochster–Huneke and Ma–Schwede
[ELS01, HH02, MS18a].

Theorem 2.2 (Johnson [Joh14]). Let I ✓ [PN ] be a radical ideal of big height h. For all

k > 1 and a1, . . . , ak > 0, we have

I
(hk+a1+···+ak) ✓ I

(a1+1) · · · I(ak+1)
.

Another result that we shall make use of is the following stable containment of the second
author of the present paper [Gri20, Theorem 2.5].

Theorem 2.3 (Grifo). Let I ✓ [PN ] be a radical ideal of big height h. If I
(hc�h) ✓ I

c
for

some constant c > 1 then for all r � 0, we have

I
(hr�h) ✓ I

r
.

More concretely, this containment holds for all r > hc.
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As mentioned before, for a homogeneous ideal I ✓ [PN ], ↵(I) denotes its least generating
degree. The Waldschmidt constant of I is defined to be

b↵(I) := lim
m!1

↵(I(m))

m
.

The Waldschmidt constant of an ideal I is known to exist and, furthermore, we have

b↵(I) = inf
m2N

↵(I(m))

m
.

See, for example, [BH10, Lemma 2.3.1]. Hence, Chudnovsky’s Conjecture can be restated as
in the following equivalent statement:

Conjecture 2.4 (Chudnovsky). Let I ✓ [PN ] be the defining ideal of a set of points in
PN . Then,

b↵(I) > ↵(I) +N � 1

N
.

Symbolic powers are particularly easier to understand for the defining ideals of points.
Let X = {P1, . . . , Ps} ✓ PN be a set of s > 1 distinct points. Let pi ✓ [PN ] be the defining
ideal of Pi and let IX = p1 \ · · · \ ps be the defining ideal of X. Then, for all m 2 N, it is a
well-known fact that

I
(m)
X = pm1 \ · · · \ pms .

Remark 2.5. The set of all collections of s not necessarily distinct points in PN is parame-
terized by the Chow variety G(1, s, N +1) of 0-cycles of degree s in PN (cf. [GKZ94]). Thus,
a property P is said to hold for a general set of s points in PN if there exists an open dense
subset U ✓ G(1, s, N + 1) such that P holds for any X 2 U .

Let (zij)16i6s,06j6N be s(N + 1) new indeterminates. We shall use z and a to denote the
collections (zij)16i6s,06j6N and (aij)16i6s,06j6N , respectively. Let

Pi(z) = [zi0 : · · · : ziN ] 2 PN
(z) and X(z) = {P1(z), . . . , Ps(z)}.

The set X(z) is often referred to as the set of s generic points in PN
(z). For any a 2 As(N+1),

let Pi(a) and X(a) be obtained from Pi(z) and X(z), respectively, by setting zij = aij for

all i, j. There exists an open dense subset W0 ✓ As(N+1) such that X(a) is a set of distinct
points in PN for all a 2 W0 (and all subsets of s points in PN arise in this way). The following

result allows us to focus on open dense subsets of As(N+1) when discussing general sets of
points in PN .

Lemma 2.6 ([FMX18, Lemma 2.3]). Let W ✓ As(N+1)
be an open dense subset such that a

property P holds for X(a) whenever a 2 W . Then, the property P holds for a general set of

s points in PN
.

Another related notion about sets of points is that of being in generic position or, equiv-
alently, having the generic (i.e., maximal) Hilbert function. For a set X ✓ PN with defining
ideal IX ✓ [PN ], let H(X, t) denote its Hilbert function. That is,

H(X, t) = dim
�

[PN ]/IX
�
t
.
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Definition 2.7. Let X ✓ PN be a collection of s points. Then, X is said to be in generic

position (or equivalently, to have the generic Hilbert function) if for all t 2 N, we have

H(X, t) = min

⇢
s,

✓
t+N

N

◆�
.

The condition of being in generic position is an open condition so, particularly, the set of
generic points in PN

(z) and a general set of points in PN are both in generic position.
One of our main techniques is specialization. We recall this construction following [Kru48].

Definition 2.8 (Krull). Let x represent the coordinates x0, . . . , xN of PN . Let a 2 As(N+1).
The specialization at a is a map ⇡a from the set of ideals in (z)[x] to the set of ideals in
[x], defined by

⇡a(I) := {f(a,x)
�� f(z,x) 2 I \ [z,x]}.

Remark 2.9. Let pi(z) and pi(a) be the defining ideals of Pi(z) 2 PN
(z) and Pi(a) 2 PN ,

respectively. It follows from [Kru48, Satz 1] that there exists an open dense subset W ✓
W0 ✓ As(N+1) such that, for all a 2 W and any 1 6 i 6 s, we have

⇡a(pi(z)) = pi(a).

We shall always assume that a 2 W whenever we discuss specialization in this paper.

Remark 2.10. Observe that, by the definition and by [Kru48, Satz 2 and 3] (see also [NT99,
Propositions 3.2 and 3.6]), for fixed m, r, t 2 N, there exists an open dense subset Um,r,t ✓ W

such that for all a 2 Um,r,t, we have

⇡a

�
I(z)(m)

�
= I(a)(m) and ⇡a

�
mt

zI(z)
r
�
= mt

I(a)r.

Here, we use m and mz to denote the maximal homogeneous ideals of [x] and (z)[x],
respectively. Note that mz is the extension of m in (z)[x]. We shall make use of this fact
often.

One invariant that plays an important role in the study of the containment problem is the
resurgence, introduced by Bocci and Harbourne [BH10].

Definition 2.11 (Resurgence). The resurgence of the ideal I is given by

⇢(I) = sup
n
a

b

��� I(a) 6✓ I
b
o
.

The resurgence always satisfies ⇢(I) > 1, and over a regular ring, the resurgence of a
radical ideal is always at most the big height h. As noted in [Gri20, Remark 2.7], the Stable
Harbourne Conjecture follows immediately whenever ⇢(I) < h. In that case, we say that I
has expected resurgence [GHM20a]. Note that expected resurgence implies more than Stable
Harbourne; in fact, given any integer C, if I has expected resurgence then I

(hr�C) ✓ I
r for

all r � 0 [Gri20, Remark 2.7].
Throughout the paper, we will use some results that appear in the literature for the case

where has characteristic 0 that actually hold in more generality.

Theorem 2.12 ([FMX18, Theorem 2.4]). Let be a perfect field. Let I be the defining ideal

of a set X of s distinct points in PN
, and let H be the defining ideal of s generic points in

PN
(z). Then ↵(H(m)) > ↵(I(m)) for each m > 1. Moreover, for each m > 1 there exists an

open dense set Um 2 As(N+1)
where equality holds.
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In [FMX18], this is stated only in the case where has characteristic 0. We include their
argument here, but now adapting the necessary steps to obtain the more general result. We
emphasize that this is precisely the same argument as in [FMX18], but the key point that
allows for this generalization is that when is a perfect field, the symbolic powers of radical
ideals are given by di↵erential powers.

Proof. As before, we write

Pi(z) = [zi0 : · · · : ziN ] 2 PN
(z) and X(z) = {P1(z), . . . , Ps(z)},

so that H is the ideal corresponding to the set {P1(z), . . . , Ps(z)}. For each a 2 As(N+1), we
write H(a) for the ideal in [PN ] corresponding to {P1(a), . . . , Ps(a)}.

Fix m > 1. First, we claim that for each t > 1,

Vt := {a 2 As(N+1) | ↵(H(a)(m)) 6 t} = {a 2 As(N+1) | there exists f 2 H(a)(m) of degree t}
is a closed subset of As(N+1).

By [DDSG+18, Proposition 2.14], the symbolic powers of any radical ideal in [PN ] are
the di↵erential powers of the given ideal. In particular, a polynomial f satisfies f 2 H(a)(m)

if and only if Dm�1
f(Pi(a)) = 0 for all i, where D

m�1 denotes the di↵erential operators of
order at most m� 1. It is well known (see [Gro67, Théoréme 16.11.2], and also [DDSG+18,
Remark 2.7]) that when R = k[x0, . . . , xN ] for any field k we have

D
m�1 = R

⌧
1

↵0!

@
↵0

@x
↵0
0

· · · 1

↵N !

@
↵N

@x
↵N
N

��� |↵| 6 m� 1

�
.

For simplicity, we will write D↵ = 1
↵0!

@↵0

@x
↵0
0

· · · 1
↵N !

@↵N

@x
↵N
N

. The factors 1
↵i!

do not represent

elements in the field; D↵ is a formal representation for the k-linear operator defined by
D↵(Cx

�) = C
�
�
↵

�
x
��↵ if �i > ↵i for all i, and otherwise D↵x(Cx

�) = 0. We will abuse
notation and write D↵ for both the operator in [PN ] and for the one in (z)[PN

(z)], noting
that the operator D↵ over (z) restricts to the one over .

Let f 2 R = [PN ] be a homogeneous polynomial of degree t, and write f =
P

|↵|=t C↵x
↵.

By the description of symbolic powers above, f 2 H(a)(m) if and only if D↵f(Pi(a)) = 0
for all |↵| 6 m � 1. Since D↵ is -linear, we can write D�f(Pi(z)) =

P
|�|=t C↵D�z↵i

and D�f(Pi(a)) =
P

|↵|=t C↵D�a↵
i . Here z↵i denotes z

↵0
i0 · · · z↵0

iN and a↵
i denotes a

↵0
i0 · · · a↵0

iN .
Moreover, since the D� are (z)-linear, D�f(Pi(z))|z=a = D�f(Pi(a)).

Let us write the system of equations D�f(Pi(a)) = 0, where � ranges over all the tuples
in NN+1 with |�| 6 m � 1, in matrix form. In order to do that, we use the deglex order in
NN+1

0 , so ↵ > � if and only if |↵| > |�| or |↵| = |�| and there exists j such that ↵i = �i for
i 6 j and ↵j+1 > �j+1. Consider the system of equations

Bm,t

⇥
C(t,0,...,0) . . . C↵ . . . C(0,...,0,t)

⇤
= 0

where the rows of Bm,t are indexed by 1 6 i 6 n and |�| 6 m�1, and the row corresponding
to i and � is ⇥

D�z
t
i0 . . . D�z↵i . . . D�z

t
iN

⇤
.

There exists a nonzero homogeneous polynomial f 2 H(a)(m) of degree t if and only if there
exists a nontrivial solution C to the system of equations [Bm,t]aC = 0, where

[Bm,t]a =
⇥
D�z↵|z=a

⇤
=

⇥
D�a↵

⇤
.
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If Bm,t has less rows than columns, there are nontrivial solutions to the homogeneous system

[Bm,t]aC = 0 for any a, so Vt = As(N+1) is closed in As(N+1). Otherwise, there are nontrivial
solutions C to our system if and only if the rank of [Bm,t]a is strictly smaller than the number
of columns. That is equivalent to requiring finitely many minors of [Bm,t]a to vanish, which
is a closed condition on the values of a. Therefore, Vt is closed in As(N+1).

So we have shown that Vt is a closed subset of As(N+1). Now fix n = ↵(H(m)). We claim
that the closed set Vn contains an open dense subset of As(N+1), and thus must be all of
As(N+1). To see that, consider a homogeneous polynomial 0 6= f 2 H

(m) of degree n, and
we may assume that it is an element of [z][x]. By Remark 2.10, there exists an open dense
subset Um of As(N+1) such that ⇡a

�
H

(m)
�
= H(a)(m) for all a 2 Um. Moreover, perhaps after

intersecting with another open dense set, we can also assume that the specialization of f is
nonzero for all a 2 Um. In particular, f(a,x) has degree n for all a 2 Um. This implies that

Um ✓ Vn and, therefore, Vn = As(N+1).
This shows that ↵(H(m)) > ↵(H(a)(m)) for all a 2 Vn = As(N+1). We also constructed an

open dense set Um where equality holds, so this completes the proof of the theorem. ⇤

Theorem 2.13 ([FMX18, Theorem 2.7]). Let be an algebraically closed field of arbitrary

characteristic. The defining ideal I(z) of s generic points in PN
(z) satisfies Chudnovsky’s

Conjecture, meaning

↵(I(z)) > ↵(I) +N � 1

N
.

In [FMX18], this is stated only in the case where has characteristic 0. The only step in
their proof where characteristic 0 is used was when applying their [FMX18, Theorem 2.4],
which as we wrote above holds more generally. The other results they use in this proof
are [FMX18, Proposition 2.5 (a)], which has no assumptions on the characteristic of , and
[GHM13, Proposition 2.9], which holds over any algebraically closed field.

3. From one containment to a stable containment

In this section, we prove our first main result, which establishes the stable containment
from one containment. Our theorem is in the same spirit as that of Theorem 2.3, but the
containments we now study include an appropriate power of the maximal ideal on the right
hand side. This result also forms an essential step in proving Chudnovsky’s Conjecture and
the stable Harbourne–Huneke containment for a general set of points, which we will cover
in later sections.

Theorem 3.1. Let `(x, y) = ax + by + d 2 Z[x, y] be a linear form. Let I ✓ [PN ] be an

ideal of big height h. Suppose that for some value c 2 N, I(hc�h) ✓ mhc�h�`(h,c)
I
c
. Then, for

all r � 0, provided that ↵(I) > h
2(a+ 1) + hd+ 1, we have

I
(hr�h) ✓ mhr�h�`(h,r)

I
r
.
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Proof. For any r 2 N, write r = qhc+ t, where q 2 N and 0 6 t 6 hc�1. Applying Theorem
2.2 for k = qh+ q + t� 1, a1 = · · · = aqh = hc� h� 1 and aqh+1 = · · · = ak = 0, we have

I
(hr�h) ✓

�
I
(hc�h)

�qh
I
q+t�1

✓
�
mhc�h�`(h,c)

I
c
�qh

I
q+t�1

= m(hc�h�`(h,c))qh
I
q�1

I
qhc+t

✓ m(hc�h�`(h,c))qhm↵(I)(q�1)
I
r
.

Thus, it su�ces to prove that, for ↵(I) > h
2(a+ 1) + hd+ 1 and r � 0,

(hc� h� `(h, c))qh+ ↵(I)(q � 1) > hr � h� `(h, r).

This is equivalent to showing that

↵(I)(q � 1)� q[h2(a+ 1) + hd] > ht� h� ah� bt� d.(3.1)

Note that the right hand side is bounded, so the inequality holds for ↵(I) > h
2(a+1)+hd+1

and q � 0. ⇤
Particular interesting consequences of Theorem 3.1 include the following choices of `(x, y).

Corollary 3.2. Let b 2 Z. Suppose that for some value c 2 N, I(hc�h) ✓ mc(h�b)
I
c
. For all

r � 0, we have

I
(hr�h) ✓ mr(h�b)

I
r
.

Proof. Pick `(x, y) = �x+ by. Note that, in this case, the bound ↵(I) > h
2(a+ 1) + hd+ 1

in Theorem 3.1 is ↵(I) > 1, which is trivially satisfied. The assertion now follows directly
from Theorem 3.1. ⇤
Remark 3.3. The bound for large values of r in Corollary 3.2 can be taken to be independent
of I; for instance, in the proof of Theorem 3.1, one can choose q > (h� b)(hc�1)+1 so that
the inequality (3.1) holds, and thus I(hr�h) ✓ mr(h�b)

I
r for r > hc[(h�b)(hc�1)+1]+hc�1.

Corollary 3.4. Let b 2 Z. Suppose that for some value c 2 N, I(hc�h) ✓ m(c�1)(h�b)
I
c
. For

all r � 0 and ↵(I) > h
2 � hb+ 1, we have

I
(hr�h) ✓ m(r�1)(h�b)

I
r
.

Proof. Pick `(x, y) = by � b. The assertion follows from Theorem 3.1. ⇤
Corollary 3.5. Suppose that char = 0. If for some value c 2 N and ↵(I) > h

2 + 1,
I
(hc�h) ✓ mhc�h�c

I
c
then for all r � 0, we have

I
(hr�h+1) ✓ m(r�1)(h�1)

I
r
.

Proof. By applying Theorem 3.1 with `(x, y) = y, it follows that for all r � 0 and ↵(I) >
h
2 + 1, we have

I
(hr�h) ✓ mhr�h�r

I
r
.

Moreover, since char = 0, we have I
(hr�h+1) ✓ mI

(hr�h). The assertion now follows. ⇤
Remark 3.6. The bound for large values of r in Corollary 3.5 can be taken to be dependent
of only ↵(I), not the actual ideal I. This again follows from (3.1).
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Theorem 3.1 allows us to establish the stable containment for special configurations of
points for which the containment in low powers is known to fail.

Example 3.7 (Fermat configurations). The ideal I = (x(yn � z
n), y(zn � x

n), z(xn � y
n))

in [x, y, z] corresponds to a Fermat configuration of n2+3 points in P2, where is a field of
characteristic not 2 and containing n > 3 distinct n-th roots of unity; see [Szp19] for more
on Fermat configurations. This was the first class found of ideals that fail I(hn�h+1) ✓ I

n for
some n — more precisely, these ideals fail I(3) ✓ I

2 [DSTG13, HS15]. Using Corollary 3.2
with b = 1, we can now establish the stable Harbourne–Huneke containment for these ideals:

• I
(2r�1) ✓ mr�1

I
r for r � 0, and

• I
(2r) ✓ mr

I
r for r � 0.

In fact, we will show a stronger containment holds, namely, I(2r�2) ✓ mr
I
r for all r � 0.

By [DHN+15, Theorem 2.1], the resurgence of any of the Fermat ideals I above is ⇢(I) = 3
2 .

This guarantees that I(2c�2) ✓ I
c whenever 2c�2

c >
3
2 or, equivalently, c > 5. Moreover, note

that I is generated by elements of degree n+ 1, and for all m > 1

I
(m) = (xn � y

n
, y

n � z
n)m \ (x, y)m \ (x, z)m \ (y, z)m.

In particular,
↵(I(10)) > ↵

�
(xn � y

n
, y

n � z
n)10

�
= 10n.

Notice that ↵(I) = !(I) = n + 1, where !(I) is the maximal degree of a generator of I.
Since n > 3, we have 10n > 6n + 12 (which is the generating degree of m6

I
6), and thus

I
(10) ✓ m6

I
6. Hence, by Corollary 3.2, I(2r�2) ✓ mr

I
r for all r � 0.

Example 3.8 (Böröczky configuration B12). Let I be the defining ideal of the Böröczky
configuration B12 of 19 triple points in P2, as described in [DHN+15, Figure 1]. By [DHN+15,
Theorem 2.2], ↵(I) = !(I) = 5 and ⇢(I) = 3/2, which as before implies that I

(2c�2) ✓ I
c

for c > 5. Moreover, in the proof of [DHN+15, Theorem 2.2], it is shown that ↵(I(m)) > 4m
for all m, which in particular implies that ↵(I(8)) > 32. Since !(I5) = 5 · !(I) = 25, we
conclude that I(8) ✓ m7

I
5, and by Corollary 3.2 this guarantees that I(2r�2) ✓ mr

I
r for all

r � 0. Once again, this establishes the stable Harbourne–Huneke containment for I:

• I
(2r�1) ✓ mr�1

I
r for r � 0, and

• I
(2r) ✓ mr

I
r for r � 0.

Example 3.9. Any finite group G generated by pseudoreflections determines an arrange-
ment A ✓ Crank(G) of hyperplanes, where each hyperplane is fixed pointwise by one of the
pseudoreflections in G. Given such an arrangement A, it turns out that the symbolic powers
of the radical ideal I = J(A) determining the singular locus of A are very interesting. In fact,
several of the counterexamples to Harbourne’s Conjecture that appear in the literature, such
as the Fermat [DSTG13, HS15], Klein and Wiman configurations [Kle78, Wim96, Sec15],
turn out to arise in this form. Drabkin and Seceleanu studied this class of ideals [DS20], and
in particular completely classified which I among these satisfy the containment I(3) ✓ I

2.
Fix such an ideal I, which has pure height 2, and assume that G is an irreducible reflection

group of rank three. By [DS20, Proposition 6.3], I(2r�1) ✓ I
r for all r > 3. We claim that in

fact I(2r�2) ✓ mr
I
r for r � 0. To check that, we can make small adaptations to the proof of

[DS20, Proposition 6.3]. First, note that the case when G = G(m,m, 3) leads to the Fermat
configurations, and we have shown our claim in Example 3.7. Otherwise, note that is enough

10



to show that ↵(I(2r�2)) > reg(Ir) + r for r � 0, using [BH10, Lemma 2.3.4]. On the one
hand, by the proof of [DS20, Proposition 6.3], ↵(I(2r�2)) > (2r � 2)↵(I)� 2(2r � 3); on the
other hand, reg(Ir) = (r + 1)↵(I)� 2 for r > 2, by [NS16, Theorem 2.5]. We are thus done
whenever

(2r � 2)↵(I)� 2(2r � 3) > (r + 1)↵(I)� 2 + r,

or equivalently,

↵(I) > 5 +
7

r � 3
.

As in [DS20, Proposition 6.3], this holds for r > 10 as long asG /2 {A3, D3, B3, G(3, 1, 3), G25},
since in that case ↵(I) > 6.

Finally, Macaulay2 [GS] computations show the following:

(1) When G = A3, I(8) ✓ m5
I
5.

(2) When G = D3, I(8) ✓ m5
I
5.

(3) When G = B3, I(4) ✓ m3
I
3.

(4) When G = G(3, 1, 3), I(4) ✓ m3
I
3.

(5) When G = G25, I(4) ✓ m3
I
3.

By Corollary 3.2, we conclude that I
(2r�2) ✓ mr

I
r for r � 0, which gives us the stable

Harbourne–Huneke containment for I:

• I
(2r�1) ✓ mr�1

I
r for r � 0, and

• I
(2r) ✓ mr

I
r for r � 0.

Finally, we automatically obtain I
(2r�1) ✓ mr

I
r for r � 0, and as we will see in Proposition

5.3, that implies b↵(I) > ↵(I)+1
2 .

4. Stable Harbourne and Harbourne–Huneke Containment for Points

In this section, we establish the stable Harbourne conjecture and the stable Harbourne–
Huneke containment for a general set of points. We shall begin with the stable Harbourne
conjecture, Conjecture 1.3. Throughout the section, we make the assumption that is an
algebraically closed field of arbitrary characteristic.

To say that Stable Harbourne or the Stable Harbourne–Huneke Conjectures hold for s

general points in PN is to find an open dense set U of the Hilbert scheme of s points in
PN such that for all X 2 U , there exists r(X) depending on X such that the defining ideal
I = I(X) satisfies the corresponding stable containment for all r > r(X). However, in the
case of the Stable Harbourne–Huneke Conjectures, we will show something stronger: that
there exists a constant r(s,N) depending only on s and N and an open dense subset U of
the Hilbert scheme of s points in PN such that all X 2 U , I = I(X) satisfies

I
(Nr) ✓ mr(N�1)

I
r and I

(Nr�N+1) ✓ m(r�1)(N�1)
I
r

for all r > r(s,N). For each of these stable containment conjectures, one might wonder
whether there exists a uniform bound r(R), depending only on the ring R but not on I, such
that all radical ideals I in R satisfy the corresponding stable containment for all r > r(R).

While we do not know whether such a uniform bound exists, we remark on a potential
approach that fails: that we cannot uniformly bound the resurgence away from N , or more
generally the big height of I.
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Lemma 4.1. Assume that N > 3. Let I(z) be the defining ideal of s generic points in PN
(z).

There exists a constant r(s,N), depending only on s and N , such that for all r > r(s,N),
we have

I(z)(Nr�N+1) ✓ mI(z)r.

Proof. For simplicity of notation, we shall write I for I(z) in this proof. Let d be such that
✓
N + d� 1

N

◆
6 s <

✓
N + d

N

◆
.

Then, ↵(I) = d and reg(I) 6 d+1, by [MN01, Lemma 5.8] and [GM84, Corollary 1.6]. Now,
by [TX20, Remark 2.3], we have

I
(Nr�N+1) ✓ I

r for r � 0.

Note that throughout [TX20], is assumed to have characteristic 0, but their argument
carries through independently of the characteristic of . On the other hand, by [BH10,
Lemma 2.3.4], to show that I(Nr�N+1) ✓ I

r it is su�cient to prove ↵(I(Nr�N+1)) > r reg(I).
And indeed, we will prove that there exists a constant r(s,N) such that for all r > r(s,N),

↵(I(Nr�N+1)) > r reg(I) + 1,

which then implies that I(Nr�N+1) ✓ mI
r. First, note that it follows from [FMX18, Theorem

2.7], as stated in Theorem 2.13, that

↵(I(Nr�N+1)) > (Nr �N + 1)
↵(I) +N � 1

N
=

(Nr �N + 1)(d+N � 1)

N
.

We claim that if r > r(s,N) = N+(N�1)(d+N�1)
N(N�2) then

(Nr �N + 1)
(d+N � 1)

N
> r(d+ 1) + 1 > r reg(I) + 1.

Suppose not. Then,

(Nr �N + 1)
(d+N � 1)

N
< r(d+ 1) + 1

(Nr �N + 1)(d+N � 1) < rN(d+ 1) +N

(N � 2)rN � (N � 1)(d+N � 1) < N

r <
N + (N � 1)(d+N � 1)

N(N � 2)
.

This contradicts our assumption on r, and thus ↵(I(Nr�N+1)) > r reg(I)+1, resulting in the
containment,

I
(Nr�N+1) ✓ mI

r

for all r > r(s,N). ⇤
Next we prove that an ideal defining a set of general points has expected resurgence, which

we will use to prove that general sets of points satisfy the Stable Harbourne Conjecture, and
which is also interesting in its own right.
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Theorem 4.2. Suppose that N > 3. Then the defining ideal of a general set of points in PN

has expected resurgence.

Proof. Let I(z) be the defining ideal of s generic points in PN
(z). By Lemma 4.1, there is a

constant c such that,
I(z)(Nc�N+1) ✓ mI(z)c.

It follows from [Kru48, Satz 2 and 3] that there exists an open dense subset U ✓ As(N+1)

such that for all a 2 U ,

⇡a(I(z)
(Nc�N)) = I(a)(Nc�N) and ⇡a(I(z)

c) = I(a)c.

Thus, for all a 2 U , we have
I(a)(Nc�N+1) ✓ mI(a)c.

Hence, by [GHM20a, Theorem 3.3], ⇢(I(a)) < N . ⇤
We now remark that the proof of Theorem 4.2 actually says something stronger: there

exists a constant ⇢(s,N) depending only on s and N such that ⇢(I(X)) 6 ⇢(s,N) for all
X 2 U .

Remark 4.3. Suppose I is an ideal of points in PN , or more generally a radical ideal of big
height N whose symbolic powers are given by saturations with m, meaning I

(n) = (In : m1)
for all n. If I satisfies I

(Nc�N+1) ✓ mI
c for some fixed c, the inequality ⇢(I(a)) < N is

obtained in [GHM20a] in the following way:

1) As a corollary of [Swa97, Main Theorem], there exists a constant l, possibly depending
on I, such that mln

I
(n) ✓ I

n for all n > 1.
2) There exists a constant k such that In+k ✓ I

n for all n > 1. While the proof of [GHM20a,
Theorem 2.6] says that this constant k may depend on I, [Hun92, Theorem 4.13] states
that k can be taken to be independent of I. This is known as the Uniform Briançon-Skoda
Theorem. In fact, k can be taken to be N , by [Hun92, Remark 4.14]

3) In [GHM20a, Theorem 3.2], it is shown that the assumption implies that I(cn) ✓ mbn
c cIn

for all n > c, which then allows us to use [GHM20a, Theorem 2.6].
4) In [GHM20a, Theorem 2.6], constants t < r depending on c, l, k, and N are constructed

such that ⇢(I) < tN
r (cf. [GHM20a, Lemma 2.5]).

Ultimately, the bound obtained for ⇢(I) depends on k, which depends only on N , on
c, which by Lemma 4.1 depends only on N and s, and on l. From what we have said
so far, only l might depend on I, and the remaining constants depend only on s and N .
Note, however, that when I defines a set of points in [PN ], [GGP95, Theorem 1.1] gives
reg(In) 6 n reg(I). Since the saturation degree of In is at most reg(In), this says in particular
that I

(n) and I
n coincide in degrees above n reg(I). Thus, if we take l = reg(I), we have

mln
I
(n) ✓ (I(n))>reg(I)n = (In)>reg(I)n ✓ I

n. Finally, we conclude that our bound on ⇢(I)
depends on s, N , and reg(I).

On the other hand, the regularity specializes by, for example, [NT99, Theorem 4.2]. There-
fore, the open dense subset U in the proof of Theorem 4.2 can be further chosen such that
for all a 2 U , reg(I(a)) = reg(I(z)) is independent of the points. Hence, Theorem 4.2 says
in fact that there is an open dense set U ✓ G(1, s, N + 1) where the resurgence is uniformly
bounded away from N , meaning there exists a constant ⇢(s,N) depending only on s and N

such that ⇢(I(a)) 6 ⇢(s,N) for all a 2 U .
13



One might wonder if more generally we can bound the resurgence uniformly away from
the big height h for all radical ideals I. The answer is no: Bocci and Harbourne give an
example (constructed by Ein) in [BH10, Lemma 2.4.3(b)] of a sequence of ideals In of big
height h such that ⇢(In)

n!1���! h. In particular, these examples include sets of points Xn in
PN such that ⇢(I(X)) n!1���! N [BH10, Lemma 2.4.3(a)]. However, the number of points sn
in Xn also grows with n. We also note that these examples still satisfy Stable Harbourne —
in fact, they satisfy the original conjecture of Harbourne’s [BDRH+09, Example 8.4.8].

As a consequence, we conclude that a general set of points satisfies the Stable Harbourne
Conjecture and, particularly, we obtain the following stable containment:

Corollary 4.4. Assume that N > 3. Let I denote either the ideal of s generic points in

PN
(z) or the ideal of s general points in PN

. For any given integer C and all r � 0, we have

I
(rN�C) ✓ I

r
.

Proof. In the case of generic points, Lemma 4.1 gives c such that I
(cN�N+1) ✓ mI

c, which
by [GHM20a, Theorem 3.3] implies ⇢(I) < N . In the case of general points, Theorem 4.2
says that ⇢(I) < N . The stable containment I(rN�C) ✓ I

r follows immediately (cf. [Gri20,
Remark 2.7]). ⇤

Again, in the case of general points we showed something a bit stronger.

Remark 4.5. In fact, as detailed in [Gri20, Remark 2.7], for each C, the containment
I
(rN�C) ✓ I

r holds for all r > C
N�⇢(I) . As we discussed in Remark 4.3, there is an open

dense set U ✓ G(1, s, N +1) where the resurgence is uniformly bounded away from N . So if
⇢(s,N) is that uniform bound, every X 2 U satisfies I(rN�C) ✓ I

r for all r > C
N�⇢(s,N) . Once

we fix s and N , this bound depends only on the constant C.

We will now continue to work towards establishing the stable Harbourne–Huneke contain-
ment in Conjecture 1.2. We will need a few lemmas, where the underlying ideas come from
those used in [DTG17, Lemma 3 and Theorem 4] (see also [MSS18, Lemma 3.1]).

Lemma 4.6. The inequality

k
N 6

✓
Nk �N � 1

N

◆

holds in the following cases:

(1) k > 5 and N > 3,
(2) k > 4 and N > 4, and
(3) k > 3 and N > 9.

Proof. (1) The assertion is equivalent to

(kN �N � 1) . . . (kN � 2N) > k
N
N !,

i.e., ✓
N � N + 1

k

◆
. . .

✓
N � 2N

k

◆
> N !.

Since the left hand side increases with k, to prove (1) it su�ces to establish the inequality
when k = 5. Equivalently, we need to show that

�
4N�1
N

�
> 5N .
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Notice also that for N > 3, we have
�
4(N+1)�1

N+1

�
�
4N�1
N

� =
(4N + 3)(4N + 2)(4N + 1)(4N)

(N + 1)(3N + 2)(3N + 1)(3N)
> (4N + 3)(4N)

(N + 1)(3N)
> 5.

Thus, it is enough to show that
�
4N�1
N

�
> 5N for N = 3, which is simply 165 =

�
11
3

�
>

125 = 53.
(2) Similarly, it is enough to show that

�
3N�1
N

�
> 4N for k > 4 and N > 4. This is indeed

true since
�
11
4

�
> 44 and
�
3(N+1)�1
(N+1)

�
�
3N�1
N

� =
(3N + 2)(3N + 1)(3N)

(N + 1)(2N + 1)(2N)
=

3(3N + 2)(3N + 1)

2(N + 1)(2N + 1)
> 4.

(3) Again, by the same line of arguments, it su�ces to show that
�
2N�1
N

�
> 3N for k > 3

and N > 9. This holds since
�
17
9

�
> 39 and

�
2(N+1)�1
(N+1)

�
�
2N�1
N

� =
(2N + 1)(2N)

(N + 1)N
=

2(2N + 1)

N + 1
> 3.

⇤
Lemma 4.7. Let I(z) be the defining ideal of s generic points in PN

(z). Suppose also that

one of the following holds:

(1) N > 3 and s > 4N ,
(2) N > 4 and s > 3N , or
(3) N > 9 and s > 2N .

For r � 0, we have

I(z)(Nr�N) ✓ mr(N�1)
z I(z)r.

Proof. For simplicity of notation, we shall write I for I(z) in this proof. Let k and d be
integers such that (k � 1)N 6 s < k

N and
�
d+N�1

N

�
< s 6

�
d+N
N

�
.

By [DTG17, Theorem 2], the Waldschmidt constant of a very general set of s points in PN

is bounded below by b N
p
sc. We remark here that even though [DTG17, Theorem 2] assumed

char = 0, its proof carries through for any infinite field . This, by [FMX18, Theorem
2.4], implies that b↵(I) > b N

p
sc = k � 1. Furthermore, as in Lemma 4.1, by [MN01, Lemma

5.8] and [GM84, Corollary 1.6], we have reg(I) = d+ 1.
By the same proof as the one given in [DTG17, Theorem 4], we get

N(k � 1) > N � 1 + (d+ 1) = N + d.(4.1)

We claim that (4.1) is a strict inequality. Indeed, if N(k � 1) = N + d then d = Nk � 2N .
This implies that

�
(Nk�2N)+N�1

N

�
< s < k

N . That is,
�
Nk�N�1

N

�
< k

N , a contradiction to
Lemma 4.6. Thus, N(k � 1) > N + d. Particularly, we get

N b↵(I) > N � 1 + reg(I).

Thus, for r � 0, we have

N b↵(I) > r

r � 1
(N � 1 + reg(I)).
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It follows that, for r � 0,

↵(I(Nr�N)) > (Nr �N)b↵(I) = (r � 1)N b↵(I) > r(N � 1 + reg(I)).(4.2)

Now, by [BH10, Lemma 2.3.4], we have I(Nr�N) ✓ I
r for r � 0, since ↵(I(Nr�N)) > r reg(I)

for r � 0. This, together with (4.2), implies that I(Nr�N) ✓ mr(N�1)
z I

r for r � 0. ⇤
The stable Harbourne–Huneke containment for a general set of points in P2 was already

proved in [HH13, Proposition 3.10]. We shall now establish a stronger version of the stable
Harbourne–Huneke containment for a general set of su�ciently many points in PN when
N > 3.

Theorem 4.8. Suppose that N > 3.

(1) If s > 4N then there exists a constant r(s,N), depending only on s and N , such

that the stable containment I
(Nr) ✓ mr(N�1)

I
r
holds when I defines a general set of s

points in PN
and r > r(s,N).

(2) Assume that char = 0. If s >
�
N2+N

N

�
then there exists a constant r(s,N), depend-

ing only on s and N , such that the stable containment I
(Nr�N+1) ✓ m(r�1)(N�1)

I
r

holds when I defines a general set of s points in PN
and r > r(s,N).

Proof. Let I(z) be the defining ideal of the set of s > 4N generic points in PN . By Lemma
4.7, there exists a constant c 2 N such that

I(z)(Nc�N) ✓ mc(N�1)
z I(z)c.

By [Kru48, Satz 2 and 3], there exists an open dense subset U ✓ As(N+1) such that for all
a 2 U ,

⇡a(I(z))
(Nc�N) = I(a)(Nc�N)

, ⇡a(I(z)
c) = I(a)c and ⇡a(m

c(N�1)
z ) = mc(N�1)

.

Thus, for all a 2 U , we have

I(a)(Nc�N) ✓ mc(N�1)
I(a)c.(4.3)

Note that we can pick U such that for all a 2 U , we also have ↵(I(a)) = ↵(I(z)).
Applying Corollary 3.2 and Remark 3.3 with b = 1 to (4.3), we get that, for a 2 U and

r � 0 (independent of I(a)),

I(a)(Nr�N) ✓ mr(N�1)
I(a)r.

This proves (1).

Now, suppose that s >
�
N2+N

N

�
. This also gives that s > 4N since for N > 3 we have�

N2+N
N

�
> 4N . By [GO82, Proposition 6], ↵(I(a)) is the least integer d such that

�
d+N
N

�
> s.

This implies that ↵(I(a)) > N
2 + 1. Furthermore, it follows from (4.3) that, for all a 2 U ,

I(a)(Nc�N) ✓ mcN�c�N
I(a)c.

Therefore, since ↵(I(a)) > N
2+1, Corollary 3.5 and Remark 3.6 apply, noting that ↵(I(a)) =

↵(I(z)) is independent of I(a), to give

I(a)(Nr�N+1) ✓ m(r�1)(N�1)
I
r

for all a 2 U and r � 0 (independent of I(a)). This proves (2) and, hence, the theorem. ⇤
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Remark 4.9. By Lemma 4.7 and the same proof as that of Theorem 4.8, the stable
Harbourne–Huneke containment I

(Nr) ✓ mr(N�1)
I
r, for r � 0, is true for s > 3N general

points when N > 4 and for s > 2N general points when N > 9.

Remark 4.10. To prove Theorem 4.8, we in fact establish a stronger containment, namely,

I
(Nr�N) ✓ mr(N�1)

I
r for r � 0,(4.4)

when I is the defining ideal of a general set of (su�ciently many) points. The condition
that we have a general set of points is necessary. The containment (4.4) is not true for an
arbitrary set of points. For example, if I is the defining ideal of

�
N+d
N

�
points forming a star

configuration (see, for example, [GHM13] for more details on star configurations), then by
[GHM13, Corollary 4.6], we have ↵(I(Nr�N)) = (r � 1)(N + d) < ↵(mr(N�1)

I
r) = r(N + d)

for r � 0, and so the containment (4.4) fails. Note that the stable Harbourne–Huneke
Conjectures still hold for a star configuration [HH13, Corollary 3.9 and Corollary 4.7].

5. Chudnovsky’s Conjecture

In this last section of the paper, we prove Chudnovsky’s Conjecture for a general set of at
least 4N points in PN . For an arbitrary number of points, we also show a weaker version of
Chudnovsky’s Conjecture. We again make an umbrella assumption, throughout the section,
that is an algebraically closed field of arbitrary characteristic.

Chudnovsky’s conjecture is known to hold for any set of points in P2 ; see, for instance,
[Chu81, HH13]. We shall focus on the case where N > 3.

Theorem 5.1. Suppose that N > 3 and s > 4N . Chudnovsky’s Conjecture holds for a

general set of s points in PN
.

Proof. Let I be the defining ideal of a general set of s points in PN . By Theorem 4.8, for
r � 0, we have

I
(Nr) ✓ mr(N�1)

I
r
.

This implies that ↵(I(Nr)) > r(N � 1) + r↵(I). Thus,

↵(I(Nr))

Nr
> ↵(I) +N � 1

N
.

By letting r ! 1, we get

b↵(I) > ↵(I) +N � 1

N
.

The conjecture is proved, noting that b↵(I) 6 ↵(I(m))

m
for all m 2 N. ⇤

Remark 5.2. Following Remark 4.9, Chudnovsky’s Conjecture holds for s > 3N general
points when N > 4 and for s > 2N general points when N > 9.

Observe that Theorem 5.1 follows directly from the validity of Lemma 4.7. In fact, a
slightly weaker statement than Lemma 4.7 would already be enough to derive Theorem 5.1.

Proposition 5.3. Let I be any ideal of big height h. Suppose that for some constant c 2 N,
we have I

(hc�h+1) ✓ mc(h�1)
I
c
. Then,

b↵(I) > ↵(I) + h� 1

h
.
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Proof. We claim that for all t > 1,

I
(hct) ✓ m(h�1)ct

I
ct
.(5.1)

This implies that

↵
�
I
(hct)

�
> ↵

�
m(h�1)ct

I
ct
�
= ct(h� 1) + ↵(I)ct.

Therefore,

b↵(I) = lim
m!1

↵
�
I
(m)

�

m
= lim

t!1

↵
�
I
(hct)

�

hct
> ↵(I) + h� 1

h
.

Now we show (5.1):

I
(hct) = I

(ht+t(hc�h))

✓
�
I
(hc�h+1)

�t
by Theorem 2.2

✓
�
m(h�1)c

I
c
�t

by the hypothesis

= m(h�1)ct
I
ct
.

The result is proved. ⇤
Example 5.4 (Fermat configurations revisited). As we saw in Example 3.7, the ideals
I = (x(yn � z

n), y(zn � x
n), z(xn � y

n)) in [x, y, z] corresponding to a Fermat configuration
of n2+3 points in P2 satisfies I(2r�2) ✓ I

r for all r � 0. Similarly to what we did in Example
3.7, one can show that I(5) ✓ m3

I
3, which by Proposition 5.3 implies that b↵(I) > n+1

2 . In
fact, by [DHN+15, Theorem 2.1], b↵(I) = n.

Example 5.5. Let I be the defining ideal in R = C[x, y, z] of the curve (t3, t4, t5), i.e., the
kernel of the map x 7! t

4, y 7! t
4 and z 7! t

5, which is a prime of height 2. Macaulay2 [GS]
computations show that I(3) ✓ m2

I
2, and as in the proof of Proposition 5.3, this implies that

I satisfies a Chudnovsky-like bound.
It is natural to ask if such a bound holds when I is the defining ideal of the curve (ta, tb, tc),

where a, b, c take any value. The symbolic powers of the ideals in this class are of considerable
interest, in particular because the symbolic Rees algebra of I can fail to be noetherian
– although it is noetherian for (t3, t4, t5) above. And yet, these Chudnovsky-like bounds
also hold in cases where the symbolic Rees algebra of I is not noetherian. For example,
when I defines (t25, t72, t29), which has a non-noetherian symbolic Rees algebra by [GNW94],
Macaulay2 [GS] computations also give I

(3) ✓ m2
I
2.

We shall now prove a slightly weaker version of Chudnovsky’s Conjecture holds for any
general set of arbitrary number of points in PN . We first show that such a statement holds
for any number of points if it holds for a binomial coe�cient number of points.

Lemma 5.6. Let f : N ! Q be any numerical function. If the inequality

↵(I(m))

m
> f(↵(I))

holds for the defining ideal of a general set of
�
d+N
N

�
points in PN

, for any d > 0, then the

inequality holds for the defining ideal of a general set of arbitrary number of points in PN
.

18



Proof. The proof goes exactly as in [FMX18, Proposition 2.5(a)], replacing “set of generic
points in PN

(z)” by “general set of points in PN”. Note that both the set of generic points in

PN
(z) and a general set of points in PN have the maximal (generic) Hilbert function. ⇤
The next lemma establishes one containment for a binomial coe�cient number of generic

points in PN
(z).

Lemma 5.7. Let I(z) be the defining ideal of a set of s =
�
d+N
N

�
generic points in PN

(z), for

N > 3. There exists a constant c 2 N such that

I(z)(Nc�N) ✓ mc(N�2)
z I(z)c.

Proof. The proof mimics that of Lemma 4.7. By Corollary 4.4, for r � 0 we have

I(z)(Nr�N) ✓ I(z)r.

It su�ces to show now that for r � 0, we have

↵(I(z)(Nr�N)) > r(N � 2 + reg(I(z))).

Indeed, since s =
�
d+N
N

�
, again as in Lemma 4.1, by [MN01, Lemma 5.8] and [GM84,

Corollary 1.6], we have ↵(I(z)) = reg(I(z)) = d+ 1. Thus,

r(N � 2 + reg(I(z))) = r(N + d� 1).

On the other hand, by [FMX18, Theorem 2.7], for all r we have

↵(I(z)(Nr�N)) > ↵(I(z)) +N � 1

N
(Nr �N) =

d+N

N
(Nr �N) = (d+N)(r � 1).

Now, for r � 0, we have
r � 1

r
> d+N � 1

d+N
,

or equivalently, (d+N)(r�1) > r(d+N�1). This shows that ↵(I(z)(Nr�N)) > r(d+N�1),
and we are done. ⇤

We are now ready to show our general lower bound.

Theorem 5.8. Let I be the defining ideal of a general set of points in PN
, for N > 3. For

all m 2 N, we have

↵(I(m))

m
> ↵(I) +N � 2

N
.

Proof. By Lemma 5.6, it su�ces to prove the assertion for s =
�
d+N
N

�
a binomial coe�cient

number.
By Lemma 5.7, there exists a constant c 2 N such that

I(z)(Nc�N) ✓ mc(N�2)
z I(z)c.

It follows from [Kru48, Satz 2 and 3] again that there exists an open dense subset U ✓ As(N+1)

such that for all a 2 U , we have

⇡a(I(z)
(Nc�N)) = I(a)(Nc�N)

, ⇡a(m
c(N�2)
z ) = mc(N�2) and ⇡a(I(z)

c) = I(a)c.

Now, applying Corollary 3.2 with b = 2, we have, for a 2 U and r � 0,

I(a)(Nr) ✓ I(a)(Nr�N) ✓ mr(N�2)
I(a)r.
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This implies that, for a 2 U and r � 0,

↵(I(a)(Nr))

Nr
> ↵(I(a)) +N � 2

N
.

By letting r ! 1, we get b↵(I(a)) > ↵(I(a)) +N � 2

N
for all a 2 U , and the assertion

follows. ⇤
As a direct consequence of Theorem 5.8, we can show that the defining ideal of a fat

point scheme over a general support and with equal multiplicity also satisfies Chudnovsky’s
Conjecture.

Corollary 5.9. Let J be the defining ideal of a fat point scheme X = tP1 + · · ·+ tPs in PN

with a general support, for some t 2 N. If t > 2 then Chudnovsky’s Conjecture holds for J ,

i.e.,

b↵(J) > ↵(J) +N � 1

N
.

Proof. Let I be the defining ideal of {P1, . . . , Ps}. By definition, J = I
(t). By [FMX18,

Lemma 3.6], for t > max

⇢
N � 1

N✏
,m0

�
, we have

b↵(J) > ↵(J) +N � 1

N
,

where ✏ > 0 is a constant satisfying b↵(I) =
↵(I)

N
+ ✏ and m0 is the integer such that

(I(m))(t) = I
(mt) for all t and m > m0. Since I is the defining ideal of points, we have

m0 = 1. Furthermore, by Theorem 5.8, ✏ > N � 2

N
(and ✏ > N � 1

N
if N = 2; see [Chu81]).

Therefore, max

⇢
N � 1

N✏
,m0

�
6 (N � 1)

N � 2
6 2. We get the desired result. ⇤
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