OPTIMAL CONVERGENCE RATES FOR ELLIPTIC
HOMOGENIZATION PROBLEMS IN NONDIVERGENCE-FORM:
ANALYSIS AND NUMERICAL ILLUSTRATIONS*

TIMO SPREKELER' AND HUNG V. TRAN?

Abstract. We study optimal convergence rates in the periodic homogenization of linear elliptic
equations of the form —A(z/¢) : D?u® = f subject to a homogeneous Dirichlet boundary condition.
We show that the optimal rate for the convergence of u® to the solution of the corresponding ho-
mogenized problem in the W1P-norm is O(¢). We further obtain gradient and Hessian bounds with
correction terms taken into account in the LP-norm and recover the known optimal convergence rate
in the L°°-norm under weak assumptions on the data. We then provide an explicit c-bad diffusion
matrix and use it to perform various numerical experiments, which demonstrate the optimality of
the obtained rates. Finally, we discuss extensions of the results to the case of nonsmooth domains
and their utility in regards to numerical homogenization.
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1. Introduction. In this work, we study optimal rates in the periodic homoge-
nization of elliptic equations in nondivergence-form. We consider the linear prototype
equation subject to a homogeneous Dirichlet boundary condition, posed on a bounded
smooth domain 2 C R™, i.e., problems of the form

—A (E) :D*uf =f inQ,
u®* =0 on 09,

(1.1)

with a parameter € > 0 (considered to be small), a right-hand side
feW?>4(Q) for some ¢ > n,
and a symmetric, Z™-periodic, uniformly elliptic coefficient function
A€ C™(T™;SY})  for some a € (0,1].

Here, T™ := R"/Z"™ denotes the flat n-dimensional torus and S} C R"*™ the set of
symmetric positive definite n x n matrices. Throughout this work, we denote the unit
cell in R™ by

Y :=10,1]" CR™

In the theory of periodic homogenization, it is well-known (see e.g., Bensoussan,
Lions, Papanicolaou [7], Jikov, Kozlov, Oleinik [27]) that as the parameter ¢ tends to
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zero, the corresponding sequence of solutions (u).~o to (1.1) converges uniformly on
Q) to the solution u of the homogenized problem

(1.2)

—A:D*u=f inQQ,
u=0 on 0.

Here, the effective coefficient A € ST is a constant positive definite matrix, and can
be obtained through integration against an invariant measure, that is

A::/Ar
Y

with the invariant measure r : R™ — R being the solution to the periodic problem
—D?:(Ar) =0 inY, r is Y-periodic, r >0, / r=1,
Y

see e.g., Avellaneda, Lin [5], Engquist, Souganidis [14]. The effective coefficient A
can be equivalently characterized via corrector functions: For 4,5 € {1,...,n}, the
(¢,7)-th entry a;; of A is the unique value such that the periodic cell problem

(1.3) —A: D% = aij — Gy inY, v¥ is Y-periodic, / v =0
Y

admits a unique solution v¥ : R® — R, called a corrector function. We write V =
(V") 1<ij<n : R™ = R™*™ for the matrix of corrector functions.

Let us briefly illustrate a formal two-scale asymptotic expansion argument, relying
on an expansion

(1.4) uf(x) = iek ug (m, g)
k=0

with functions uy = ug(z, y) being Y-periodic in the y-variable for k > 0. Substituting
(1.4) into the equation [—A(y) : D*uf(z)] |y:E = f(x) and comparing coeflicients of

powers of € yields the cascade of equations

2

order €~ Lyyug =0 ,
order 7! i Lyyuy = —Lgyug ,
order &° Lyyus = f — Lyyu1 — Lgzug
order €k72, k>3: Lyyup = —Lgyug—1 — Lygup_a,
where Ly, := —A(y) : Dz, Ly = —2A(y) : V,;VJ, and L., = —A(y) : D2. Tt is

quickly seen that ug(z,y) = ug(z) and uy(x,y) = uy (z). The solvability condition for
the equation at order £° yields —A : D?uy = f, i.e., the homogenized equation, and
we obtain that us(z,y) = V(y) : D?ug(x) + constant. At this point one might think
that u; can be set to zero in the expansion (1.4). However, the solvability condition
for the equation at order &' yields —A : D?u; = 2 Z?,k,l:l c;?l@?kluo with cfl defined
in (1.5), which will generally prevent the first-order term w; from vanishing. Let us
emphasize that this formal asymptotic expansion argument is purely heuristic and

neglects the boundary condition, but it is helpful in providing useful intuition.
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In this paper, we are interested in optimal rates for the convergence of the solution
u® of (1.1) to the solution u of the homogenized problem (1.2) in appropriate function
spaces. Optimal rates in L>°(2) have recently been obtained in Guo, Tran, Yu [23].
With c;”'l €R, j,k,le{l,...,n}, defined by

(1.5) M= c;?l(A) = / Aej - Vorlr,
%

J

the function h defined by

n

(1.6) h = Z c?lﬁg’klu,

jikd=1

and the solution z to the problem

—A:D%*2=—h inQ,
(1.7)

z=0 on 012,

the main result in [23] states the following:
THEOREM 1.1 (Theorem 1.2 in [23]). Assume that A € C*(T™;8%) and f €

C3(Q). Let v, u and z be the solutions to (1.1), (1.2) and (1.7) respectively. Then
we have

[u — u+ 2ez| (o) = O(%).

In particular, with h given by (1.6), the following assertions hold:
(i) If h =0, then ||uf —ul| (o) = O(c?) and this rate of convergence is optimal.
(ii) If h # 0, then ||[u® — ul[ (o) = O(e) and this rate of convergence is optimal.

Remark 1.2. There is a typo in [23], which uses the opposite sign for the O(g)-
term.

Let us recall the O notation, which we are going to use throughout this paper:
For a function e : (0,00) 3 € — e(e) € [0,00) and an exponent v > 0, we write

e(e) =0(") <<= 3JC,e0>0: e(e) <Ce" Ve e (0,e9).

As a consequence of Theorem 1.1, we can classify coeflicients A € CQ(T”;SQ) into
those that give optimal rate of convergence O(£?), called the c-good coefficients, and
those that give optimal rate of convergence O(g), called the c¢-bad coefficients.

COROLLARY 1.3 (c-good and c-bad matrices). Let A € C*(T™;SY). Then, with
{cE Y <jki<n given by (1.5), the following assertions hold:
(i) Ifc;‘?l(A) =0 for all j,k,l € {1,...,n}, then the situation (i) of Theorem 1.1
occurs for any choice of f. We then say A is c-good.
(i) If cé?l(A) # 0 for some j,k,l € {1,...,n}, then there exists f such that the
situation (i) of Theorem 1.1 occurs. We then say A is c-bad.

It has further been shown that the set of c-bad matrices is open and dense in
C?(T™;S8%) for dimensions n > 2 (see Theorem 1.4 in [23]). Therefore, we have gener-
ically that the optimal rate is O(e) in L>°(£2). Related results on convergence rates
and error estimates in the periodic homogenization of elliptic equations in divergence-
form have been derived by various authors; see e.g., [21, 28, 29, 31, 33, 37] and the
references therein.
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The objective of this work are the optimal rates in higher-order norms. This
question has not been studied yet and it seems that the only available result in higher-
order norms is the following W2 corrector estimate from Capdeboscq, Sprekeler, Siili
[9]:

THEOREM 1.4 (Theorem 2.8 in [9]). Assume that A € C%*(T™;S%) for some
a € (0,1] and f € W2P(Q) for some p € (1,00). Further, assume that the solution
u to (1.2) satisfies u € WHP(Q) N W2(Q). Then, with u® given by (1.1) and
V = (v")1<i j<n given by (1.3), we have

Note that the standing assumption in [9] is A € WH4(Y)NC%*(T™; ST) for some
q > n, which is useful for the numerical homogenization but not essential for the
result of Theorem 1.4. We observe that we cannot expect strong convergence of u®
to the homogenized solution u in W2P(Q) and that it is necessary to add corrector

e . .2 Y. 2 _ i
W —u sV(E).DuHWWQ) O(eh).

terms. The optimality of the rate of convergence (’)(5%) in Theorem 1.4 has not
been discussed yet, and we contribute to this open question by providing numerical
experiments suggesting that the bound is indeed optimal. The main contribution
of this work is to derive optimal W1P(Q) estimates for p € (1,00) and to provide
numerical illustrations.

For the numerical homogenization of linear equations in nondivergence-form, we
refer the reader to Capdeboscq, Sprekeler, Siili [9], Froese, Oberman [17], and the
references therein. Let us note that the divergence-form case was the focus of active
research over the past decades; see e.g., the works [1, 11, 12, 13, 26] by various authors
on heterogeneous multiscale methods and multiscale finite element methods.

For some results on fully nonlinear equations of nondivergence-structure, we refer
to Camilli, Marchi [8], Kim, Lee [30] for convergence rates and to Gallistl, Sprekeler,
Siili [18], Finlay, Oberman [16] for numerical homogenization of Hamilton—Jacobi—
Bellman equations.

1.1. Main results. The main result is the following theorem on optimal rates
for the convergence of u to the homogenized solution u in WP (Q):

THEOREM 1.5 (W' estimate and optimal rate). Assume that A € C%*(T™;S%)
for some a € (0,1] and f € W9(Q) for some ¢ > n. Let u®, u and z be the solutions
to (1.1), (1.2) and (1.7) respectively. Further, let V. = (v"7)1<; j<n be the matriz of
corrector functions given by (1.3). Then, for all p € (1,00), the following assertions
hold true:

(i) As e\, 0, the sequence (u)e~o converges strongly to u in the WP(Q)-norm

with convergence rate O(g), i.e.,

(1.8) [u® — ullwro @) = O(e).

(ii) Moreover, if f € W34(Q) for some q > n, we have that

In particular, the rate O(e) in (1.8) is optimal in general.

u® —U+2€Z—E2V<;> : DzuH :(’)(51+%).
€ W1p(Q)

Remark 1.6 (L estimate, gradient estimate and Hessian estimate). In the
situation of Theorem 1.5 (ii), the following assertions hold.
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(i) L* bound: An inspection of the proof, see (2.14) and (2.6), yields that
(1.9) [u — u+ 2ez|| () = O(%).

(ii) Gradient bound: For all p € (1, 00), we have

€ ij 2 _ 1+1
(1.10) Vu® —Vu+2Vz—¢ Z Vo' (g) O;;u =0(Tr).
wI=t Lr(9)

(iii) Hessian bound: In view of Theorem 1.4, for all p € (1, 00), there holds

n
(1.11) D*u® — D*u — Z D?y% <g> 6i2ju = (’)(e%).
wI= L7 (%)
In particular, we recover the result on optimal L°° rates from Theorem 1.1 under
these weaker assumptions on the coefficient A and the right-hand side f.

An essential role in the proof plays the boundary corrector 8¢, which is defined
to be the solution to the following problem with oscillations in the boundary data:

—A (g) . D26° =0 in Q,
(1.12) 0° — _V <g> - D2y on 99.

We then have the following result on the asymptotic behavior of the boundary
corrector under the reduced regularity f € W249(Q) for some q > n:

LEMMA 1.7 (Boundary corrector W'? bound). Assume that A € C%*(T™;S%)
for some a € (0,1] and f € W%4(Q) for some q > n. Further, let 6° be the solution
to the problem (1.12). Then, for all p € (1,00), we have that

1

(1.13) ell0%llwrn () = Oe?).

Remark 1.8 (Boundary corrector W2? bound [9]). In the situation of Theorem
1.4, there holds

1
(1.14) e 0%z () = Ole?).

Let us remark that the estimate (1.13) for p = 2 has been shown in [3, 34] in the
context of divergence-form homogenization by energy estimates. It is worth noting
here that we only obtain W1? and W?2? bounds for the boundary corrector #¢, and
we do not study qualitative and quantitative homogenization of (1.12) (for the latter
see e.g., [2, 4, 15, 19]).

Finally, we demonstrate through numerical experiments that the obtained rates
in the previously stated results cannot be improved in general.

Remark 1.9 (Optimality of rates). We numerically demonstrate that the rates
0O(g?), 0(51+%), (9(5%) in the right-hand sides of (1.9), (1.10), (1.11) are optimal in
general. Consequently, also the rate (’)(5%) in the right-hand sides of (1.13), (1.14) is

optimal in general. It is an open problem to verify these rigorously, but we provide
some theoretical evidence in Section 4.2.
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For the numerical illustrations we use an explicit ¢-bad matrix (recall Corollary
1.3 for the definition of ¢-bad) and consider a homogenization problem of the form
(1.1) with z # 0. This is the first direct proof of the existence of a c-bad matrix.

THEOREM 1.10 (Explicit c-bad matrix). The matriz-valued function A : R? —
R2*2 given by

Ay1,y2) = ( 5 sin(2my, ) sin(27ys) )

r(y1,y2) 0 1+ % sin(27yy) sin(27ys9)

with 7 : R? = R defined by

1 . .
r(y1,y2) =1+ 1(608(27@1) — 2sin(27my; ) sin(27ys)

is c-bad. More precisely, there holds ¢! = ¢2% = fﬁ and c;?l = 0 otherwise.

We briefly explain the organization of the paper:

1.2. Structure of the paper. In Section 2, we prove the main result, i.e.,
Theorem 1.5. We start by recalling some uniform estimates from the theory of ho-
mogenization in Section 2.1. Thereafter, we prove Lemma 1.7 and Theorem 1.5 (i) in
Sections 2.2 and 2.3 respectively, and finally Theorem 1.5 (ii) in Section 2.4.

In Section 3, we provide numerical illustrations of the convergence rates from
Remark 1.6. We start by proving Theorem 1.10 in Section 3.1, providing an explicit
c-bad matrix which we use for the numerical experiments. We illustrate the L
bound from Remark 1.6 (i) in Section 3.2, the gradient bound from Remark 1.6 (ii)
in Section 3.3 and the Hessian bound from Remark 1.6 (iii) in Section 3.4. Numerical
illustrations comparing c-bad and c-good problems are provided in Section 3.5.

Finally in Section 4, we discuss some extensions to nonsmooth domains and give
some concluding remarks.

2. Proofs of the main results.

2.1. Uniform estimates. Uniform estimates are essential in the theory of ho-
mogenization and form the basis for the proofs of the main results. The crucial uniform
estimate for the proofs is the uniform C* estimate from [5] for nondivergence-form
homogenization problems.

LEMMA 2.1 (Theorem 1 in [5]). Let Q@ C R™ be a bounded C'Y domain. Assume
that A € C%*(T™;8%) for some o € (0,1] and f € LY(Q) for some ¢ > n. Fore >0,
let u® be the solution to the problem (1.1). Then there exists v € (0, 1] such that there
holds

lu®]lcrv @)y < CllfllLa)

with a constant C > 0 independent of €.

For the proof of Lemma 1.7 it turns out to be useful to transform the problem
(1.12) into divergence-form and use the uniform W1? estimate from [6] for divergence-
form homogenization problems.

LEMMA 2.2 (Theorem Cin [6]). Let Q C R™ be a bounded C*7 domain. Assume
that AYY € OO (T, R"™") for some a € (0,1] is a uniformly elliptic coefficient,
F € LP(Q) and g € WHP(Q) for some p € (1,00). Fore € (0,1], let p° € WHP(Q) be
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the solution to the problem
V. (Adiv (g) Vp8> - V.F inQ,
P =g on 0N.
Then we have the estimate

0" win@) < C (IF o) + lgllwrr @)
with a constant C' > 0 independent of €.

With the uniform estimates at hand, we can prove the main results. We start
with the proof of Lemma 1.7.

2.2. Proof of Lemma 1.7. The main ingredient for the proof of Theorem 1.5 is
the asymptotic behavior of the boundary corrector, i.e., the solution 8¢ to the problem
(1.12). We start by proving Lemma 1.7 and it turns out to be useful to transform the
problem (1.12) into the divergence-form problem

v (Adiv (7) vea) —0 in Q,
€
0°=-V (7) : D*u on 09,
€
with a coefficient A4V € C%%(T"; R"*") for some « € (0, 1] that is uniformly elliptic.
Indeed, this is a well-known reduction procedure and can be achieved by multiplication

of the equation (1.12) with the invariant measure and addition of a suitable skew-
symmetric matrix; see [5].

Proof of Lemma 1.7. Firstly note that, as f € W24(Q) for some ¢ > n, we have
u € W44(Q) for some g > n and hence also u € W3°(Q2). We further note that, as
A € C%(R") for some a € (0, 1], we have V € C%%(R") by elliptic regularity theory
[20]. We need to show that

(2.1) N6l = O(e)

for any p € (1,00). To this end, we let n € C°(R™) be a cut-off function with the
properties 0 < n < 1,

n=1 in {x € 0 : dist(z,00) < %},

n=0 in {zeQ:dist(z,00)>c¢c},
and |Vn| = O(e7!). Note that this implies that
(2.2) Hn”LP(Q) te ||V77HLP(Q) =0O(er)
for any p € (1,00). We then define the function

0°:=0°+nV (7) : D%u
€

and note that it is the solution to the problem

V. (Adiv (g) véE) = V.Ff inQ,

0°=0 on 09,
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with F} given by
Ff =AY (g) \Y {nV (E) : D2u} .

Using the uniform W1 estimate from Lemma 2.2, we find that for £ € (0, 1] and any
p € (1,00), we have

he , < C||Fy < H Z): D? H .
10Ny < CUEF oty < C v (2) - D%

Therefore, by the triangle inequality, we obtain the estimate

(2.3) 16°lwrr(@) < C an (g> : DzuHWLP(Q) '

As we have the bound

I (2): 22l el v ()], =000

and the asymptotic behavior of the cut-off (2.2), we deduce from (2.3) that there
holds

— 1
el16% w0 < C (IVll gy + (€7 + 1) [0l ey ) = OF),

which is precisely the claimed bound (2.1). |

2.3. Proof of assertion (i) in Theorem 1.5. With Lemma 1.7 at hand, we
can now prove the first part of Theorem 1.5, i.e., the O(e) rate for the convergence of
u® to u under the reduced regularity assumption f € W24(Q) for some ¢ > n.

Proof of assertion (i) in Theorem 1.5. We need to show that for any p € (1, 00),
there holds

(2.4) [uf — wllwroi) = OE).

With the corrector matrix V' = (v*);<; j<,, given by (1.3) and the boundary corrector
6° given by (1.12), we let

e ._ 2 Y. P2 €
(2.5) ¢ = [V(E).Dwe}.
Then we have that the function u® — u — ¢° satisfies the problem

—A (g) :D*(uf —u— ¢°) =eF5  inQ,

ut —u—¢°=0 on 01},
with F5 given by

n

Fs = Z a;j (g) [23ivkl (g) 8§v”klu+€vkl (E) 8;1%[14 .

i4 ke l=1

As f € W24(Q) for some ¢ > n, we have u € W44(Q) and hence F5 is uniformly
bounded in L?(€2). By the uniform estimate from Lemma 2.1, we have that

e — = ¢ sy < CellF5 oy = O)-
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Finally, by the triangle inequality and Lemma 1.7, we can conclude that

[0 = ullwrr@) < llu —u—= ¢ [lwir@) + 197 lwre@) = Oe),

which is precisely the claimed convergence rate (2.4). |

Note that Remark 1 in [23] gives that, generically, the optimal rate of convergence
of u® to u is O(e) in LP(Q). Therefore, the rate O(g) in (1.8) (or (2.4)) is optimal in
general.

2.4. Proof of assertion (ii) in Theorem 1.5. For the proof of the second
part of the theorem, let us introduce the function z° to be the solution to the problem
—A(2) D% = —h i,

€
=0 on 01,
with the function h defined by (1.6). Observe that the function z given by (1.7)
is precisely the homogenized solution corresponding to (2%)c>o. We note that as
f € W34(Q) for some g > n, we have u € W54({2) and hence h € W29(Q). Therefore,

we can apply Theorem 1.5 (i) to the sequence (2%).>¢ to find that for any p € (1, 00),
there holds

(2.6) 125 = zllwrr ) = O).

We further introduce the functions x’*!, j, k,1 € {1,...,n} to be the solutions to the
periodic problems

(27) —A: D> = Ae; - VoM — & inY, x7* is Y-periodic, / ik =0.
Y

Note that the functions x/* are well-defined as by definition (1.5) of ¢i*, the right-
hand side integrated against the invariant measure equals zero, i.e., there holds

/ (Aej Vol — c?’l) r=0.
Y

We also introduce a corresponding boundary corrector 65 to be the solution to the
following problem:

(2.8) 0z = — - ikl (g) a;’klu on 0.
ikl=1

As we have done for the boundary corrector 6, we can transform the problem (2.8)
into the divergence-form problem

V. (Adiv (g) w);) —0 in Q,
05 =— ” M (g) 8;’klu on 012,
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with a coefficient A4V € CO(T™; R"*") for some « € (0, 1] that is uniformly elliptic.
Let us note that since u € W>9(Q) for some ¢ > n and x/* € C%F#(R") for some
B € (0,1] by elliptic regularity theory [20], we can apply Lemma 2.2 to find the bound

) e oy < gkt () 53 H _
29) Al <0 30 2 (2) B, ., = OO

for any p € (1,00). Finally, we introduce the function w® to be the solution to the
problem

n

—A (g) : D?wf = Z aj; (g) ™ (g) G?klu in Q,

(2.10) i,k l=1
w® =0 on 0f).

Now we are in a position to prove the main result.

Proof of assertion (ii) in Theorem 1.5. Let ¢° be given by (2.5) and w® be the
solution to (2.10). Then we have that the function u® — u — ¢° — 2cw® satisfies the
problem

_ N . P2, . 4 ey _ 2pe
A(E).D(u u— ¢ —2ew®) =e"F; inQ,

u® —u—¢° — 2w =0 on 01},

with Fy given by

e 3 ay (2) 04 (2) b

i,4,k, =1

As u € W>4(Q) for ¢ > n, we have that F¥ is uniformly bounded in L9(2) and hence,
by the uniform estimate from Lemma 2.1, we find

(2.11) [u —u — ¢° — 2ew® |10y < C3||F5 || 1oy = O(2).
Now, let us define the function

n

(2.12) =t | Y (D) O+ 05

jik =1

with x/* given by (2.7) and 65 given by (2.8). Then we have that the function
w® + z° — 1)° satisfies the problem

—A (f) :D*(w® 4 25 — ) = eF§ in Q,
€
w® + 25— =0 on 012,
with Fj given by

n

Fy = Z Qij (g) [2 aiXdkl (g) 8§jklu + 5Xdkl (g) 631‘]‘1@[“} .

d,i,j,k,1=1
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As u € W>4(Q) for some q > n, we have that F} is uniformly bounded in L4(€) and
hence, by the uniform estimate from Lemma 2.1, we find

(213) o + 2~ 6w ey < CllFS acey = O(e).
Combining the bounds (2.11) and (2.13), we obtain
[uf — u+2e2° — ¢° — 2e9°||w1.(q) = O(2),
and therefore, using the definitions of ¢° and ¢ from (2.5) and (2.12), we have that

(2.14) ’ = O().

Wieo(Q)

uf —u + 2225 — 2V <7> : D%y — £%0° — 2639;
€

Finally, using the rate of convergence of 2¢ to z given by (2.6), and Lemma 1.7 and
the estimate (2.9) to bound the boundary correctors, we conclude that

for any p € (1, 00). d

uf —u+ 2z — 2V (7) : D2uH = O(sl+%)
€ Wip(Q)

3. Numerical experiments.

3.1. An explicit c-bad matrix. In this section, we prove that the matrix-
valued function A : R? — R2*2 given by

1 [1— Lsin(2my;)sin(27ys) 0
— 2
(3.1) Aly) = ( 0 1+ § sin(2my;) sin(27ys)

with r : R? — R defined by
1
(3.2) r(y) =1+ Z(cos(?wyl) — 2sin(27my;)) sin(27y2)

is ¢-bad (recall the notion of ¢-bad from Corollary 1.3). We observe the following:

Remark 3.1. The function r : R?> — R given by (3.2) is the invariant measure
of A: R? — R?*2 given by (3.1). Further note that the problem (1.1) can then be
transformed into the divergence-form problem

V. (Adiv (7) Vu5> —r (7) foinQ,
(3.3) € €
u® =0 on 0f),
with the matrix-valued function A4V : R — R™*" given by

AGY () 1 — Lsin(2my1)sin(2mys) 3 cos(2myy) cos(2mys)
v = — 12 cos(2myy) cos(2mys) 1+ & sin(2myy)sin(27y2) )

We can check that A is ¢-bad by explicitly computing the matrix of corrector
functions V' = (v")1<; j<2 given by (1.3) and computing the values {ci'}1<;jri<o
given by (1.5).



12 T. SPREKELER AND H. V. TRAN

Proof of Theorem 1.10. The effective coefficient A € 87 is given by

(3.4) A= /YAT = (é ?)

and it is a straightforward calculation to check that the matrix of corrector functions
V = (v¥)1<1,j<2 : R? = R?*? is given by

Viy) = _sin(2mys) (cos(2my:) 0
Y= T 3o 0 cos(2my1) — 4sin(2ryr) )

Computation of the values c?l for j,k,1 € {1,2} given by (1.5) yields that

1
c%l = / rap Ottt = ——— = rap v = 0%2

for the values of ¢!, ¢??, and that

cat :/ rag0pvt! =0 = / Tagedov?? = 32
% 1%
for the values of c3', ¢3?. Clearly we have that c§' = 0 for any (j, k,1) € {1,2}? with

k#£1L d
Let us note that the effective coefficient (3.4) is the identity matrix and hence, the
homogenized problem for this c-bad matrix is the Poisson problem
—Au=f inQ,

(3.5)

u=0 on 0.
Further, we have that the function z defined by (1.7) is given as the solution to the
Poisson problem

Az=— Of n £,
(3.6) 1287
z=0 on 0f).

Finally, let us note that the factor 1 in the definition of the c-bad matrix (3.1) is
crucial for c-badness. Indeed, removing this factor we obtain a c-good matrix:

Remark 3.2. The matrix-valued function A : R? — R?*2 given by

Aly) = 1 — 3 sin(2my;) sin(2my2) 0
v = 0 1+ £ sin(2my;) sin(27ys)
is c-good.
Proof. The invariant measure is the constant function » = 1 and hence, the

effective coefficient A € S_% is given by

ALA(é (1))

It is a straightforward calculation to check that the matrix of corrector functions
V = (v¥)1<1 j<2 : R? = R?*2 is given by

_sin(2myy) sin(2mys) (1 0 )

V(y) = 162 0 1

Computation of the values c?l given by (1.5) yields c?l =0 forall j,k,l€{1,2}. O
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FIGURE 1. blue: Plot of ||u® — ullpeo(q), red: Plot of Ef ., (see (3.7)). We observe ||u® —
ull Lo (@) = O(e) and Ef , = O(e?) as expected from Remark 1.6.

Note that the effective problem for this c-good matrix is again the Poisson problem
(3.5), i.e., the homogenized solution coincides with the one from the c-bad problem.

3.2. Numerical illustration of the L>(Q)) rates. We consider the problem
(1.1) with the c-bad coefficient matrix A from Theorem 1.10, the domain € := (0, 1)?
and the right-hand side

f:Q =R, f(r,xs):= 8n%sin(2mzy) sin(27zs).

Then, the solution to the homogenized problem (3.5) is given by

u: Q= R, wu(zy, ) =sin(27zy) sin(27zs),
and the solution z to the problem (3.6) is given by

_ 1 (cosh(2rx; — 7)

1 - cos(27mc1)) sin(2mxs).

Figure 1 illustrates the estimate (1.9) from Remark 1.6, i.e., for several values of &,
we plot

(3.7) E§ oo i= [[u — u+ 2e2|| oo (q)-
We approximate the solution u® to (1.1) with Py finite elements on a fine mesh,

based on the natural variational formulation of the divergence-form problem (3.3).
We observe the rate Ef ., = O(g?) as € tends to zero, as expected from Remark 1.6.
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102

103_

107 |

10 6 i
1072 101 10"

1
FIGURE 2. Plot of Ef , (see (3.10)) for p = 2,3,4,5. We observe the rate Ef ,, = (9(51+5) as
expected from Remark 1.6.

3.3. Numerical illustration of the W1?(Q) rates. We consider the problem
(1.1) with the c-bad coefficient matrix A from Theorem 1.10, the domain € := (0, 1)?
and the right-hand side

(38) f!Q—)R, f(xl,l'g) = $1(1—$1)+$2(1—$2).

Then, the solution of the homogenized problem (3.5) is given by

1
(3.9 u: Q=R wulzy, ) = §m1(1 —x1)x2(l — x2).

Figure 2 illustrates the estimate (1.10) from Remark 1.6, i.e., for several values of ¢,
we plot

(3.10) B, = ||Vu® = Vu+2Vz—¢ Z Vo' <g> 3fju

4,j=1 Lr(Q)
for the values p = 2,3,4,5. We approximate the solution u° to (1.1) and the solution
z to (3.6) with P, finite elements on a fine mesh, based on the natural variational
formulation of the divergence-form problems (3.3) and (3.6). We observe the rate

ip= O(El+%) as € tends to zero, as expected from Remark 1.6.

3.4. Numerical illustration of the W?2?(Q2) rates. We consider the problem
(1.1) with the c-bad coefficient matrix A from Theorem 1.10, the domain Q := (0,1)?
and f given by (3.8). As before, the homogenized solution is given by (3.9). Figure 3
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1
FIGURE 3. Plot of ES , (see (3.11)) for p = 2,3,4,5. We observe the rate E5 , = O(e?) as
expected from Remark 1.6.

illustrates the estimate (1.11) from Remark 1.6, i.e., for several values of €, we plot

n

(3.11) B, = | D% = D= 3" D (2) 3u

w= L7 (9)
for the values p = 2,3,4,5. We approximate the solution u° to (1.1) with an H? con-
forming finite element method on a fine mesh, using the HCT element in FreeFem++
[24]. We multiply the equation (1.1) by the invariant measure and use the varia-
tional formulation from the framework of linear nondivergence-form equations with
Cordes coefficients (see [36]): The solution u® to (1.1) is the unique function in
H := H?(2) N H}(Q) such that there holds

TG (o () p2ee) ae = [ EEAGC) oy A,
/QHTA](E)F ( [A](g) D )A /QHTA](eHz (5)fA

for any v € H. We observe the rate E5, = O(E%) as ¢ tends to zero, as expected
from Remark 1.6.

3.5. Comparison of c-bad and c-good problems. We refer to the problem
(1.1) with the ¢-bad coefficient matrix from Theorem 1.10 as the ¢-bad problem and
to the problem (1.1) with the c-good coefficient matrix from Remark 3.2 as the c-good
problem. We perform experiments for these two problems with two different choices
of right-hand sides, one with known homogenized solution v and one with unknown
homogenized solution u. All experiments are performed on the domain € := (0, 1)2.

We recall that the homogenized problems corresponding to the c-bad and the
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FIGURE 4. [llustration of the L>°-rates ||u® —u| L) = O(¢) and Ef ., = O(e?) for the c-bad
problem (left), and ||uf — ul| oo (o) = O(e?) for the c-good problem (right) with the right-hand side
(3.8).

c-good problem coincide and that the homogenized solution w is the solution to the
Poisson problem (3.5).

Let us note that the numerical experiments performed in [17] only involve ¢-good
diffusion matrices, thus leading to L> convergence rates of order O(g?).

3.5.1. c¢-bad and c-good problems with known (common) homogenized
function u. We consider the right-hand side f given by (3.8). Then, the solution u
of the homogenized problem is known and given by (3.9).

Figure 4 illustrates the L™ convergence rate O(g) for the ¢-bad problem and the
convergence rate O(e?) for the c-good problem. We also illustrate the corrected L>
bound Ef ., = O(e?) for the c-bad problem. We approximate the solution u® to
(1.1) and the solution z to (3.6) with Py finite elements on a fine mesh, based on the
natural variational formulation of the divergence-form problems (3.3) (note r =1 for
the ¢-good problem) and (3.6).

3.5.2. c¢-bad and c-good problems with unknown (common) homoge-
nized function u. We consider the right-hand side f given by

(3.12) f:Q—=R, f(z):=a23(1—2)3sin2nr(x; — 2x2)).

Let us note that we do not know the homogenized solution u exactly, we have however
that v € H5(Q) N HE () as the right-hand side f € H*(Q) satisfies the compatibility
conditions f =0 and 0? f — 93 f = 0 at the corners of the square (0,1)? = ; see [25].

Figure 5 illustrates the L™ convergence rate O(g) for the ¢-bad problem and the
convergence rate O(e?) for the c-good problem. We also illustrate the corrected L
bound Ej , = O(e?) for the ¢-bad problem. We approximate the functions u¢, u and
z with P, finite elements as before.

4. Extensions and concluding remarks.

4.1. Nonsmooth domains. The smoothness assumption on the domain € is
used to deduce regularity of u from the regularity assumption on f, and it ensures
that the uniform estimates from Section 2.1 hold. We briefly discuss extensions to
nonsmooth domains.
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FIGURE 5. [llustration of the L>°-rates ||u® — u| L) = O(¢) and Ef ., = O(e?) for the c-bad
problem (left), and ||u® — ul| oo (o) = O(e?) for the c-good problem (right) with the right-hand side
(3.12).

4.1.1. C?*7 domains. We note that the uniform estimates from Section 2.1 still
hold for bounded C?7 domains. Therefore, the result of Theorem 1.5 remains valid
with the additional assumption u € W*4(Q) for some ¢ > n (for assertion (ii), require
u € W54(2)), which has previously been deduced from the regularity of the right-
hand side f.

4.1.2. Convex domains. We would like to briefly discuss the case of convex
domains. Let Q2 C R™ be a bounded convex domain in dimension n > 2 and assume
that the homogenized solution is of regularity u € W44(Q2) for some ¢ > n (for
assertion (ii), require u € W54(£)). Let us further assume that the coefficient is of
regularity A € C%(T™;S%) for some a € (0,1] and satisfies the Cordes condition
(which dates back to [10]), i.e., that there exists a constant § € (0,1] such that there
holds
|A]” 1

<

(trA)2 " n—1+4¢ in R

(4.1)

Let us note that the Cordes condition (4.1) is a consequence of uniform ellipticity
in two dimensions, i.e., (4.1) holds for any A € C%*(T?% S8%). Let us also note that
Theorem 1.4 holds in this situation for p = 2; see [9].

In the situation described above, there exists a unique solution u® € H?(£2) N
HY(Q) to (1.1) and we have a uniform H? estimate [9, Theorem 2.5]. Therefore, by
the Sobolev embedding, we have the uniform WP estimate

[usllwir@) < Cllulaz@) < CllfllL2(@)

for any p < 2* with constants independent of €. Here, we write 2* := % to denote
the critical Sobolev exponent (with the convention that 2* := oo if n = 2). This
uniform estimate replaces the need for the uniform C1® estimate from Lemma 2.1.

Finally, in order to estimate the boundary corrector, we transformed the problem
(1.12) into divergence-form and used that for problems of the form

V. (A‘“V (g) vpa) - V.F inQ,
P =g on 09,
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we have (Lemma 2.2) the uniform W17 estimate
(4.2) lo%lwrr () < C (IF o) + lgllwree)

with a constant C' > 0 independent of £, assuming that A4V ¢ C%(T";R"*") for
some « € (0, 1] is uniformly elliptic and that ( is sufficiently smooth.

Now as €2 is merely assumed to be convex, we still have (4.2) for p = 2 by standard
arguments and hence, we find that the result of Theorem 1.5 remains true for p = 2
under the assumptions made in this section. Uniform WP estimates for divergence-
form problems for a wider range of values p require a more sophisticated approach.
With a symmetry assumption on A4V, uniform WP estimates for divergence-form
problems on Lipschitz domains (recall that bounded convex domains are Lipschitz
[22]) have been obtained in [35] for values of p in a certain range around p = 2.

4.1.3. Numerical Homogenization. Nonsmooth domains, specifically convex
polygonal domains, are of particular interest in the area of numerical analysis and
we would like to highlight the utility of the results of Section 4.1.2 in view of nu-
merical homogenization, i.e., the efficient and accurate numerical approximation of
the homogenized solution u and the solution u® of the original problem (1.1) for val-
ues ¢ < 1. For an overview of the numerical homogenization of linear equations in
nondivergence-form, we refer the reader to [9].

In the situation of Section 4.1.2, we can now use the H!'-bound

[lu® — U||H1(Q) = 0(e)

in combination with the finite element numerical homogenization scheme from [9] to
obtain an H!'-approximation to u, which in turn provides an H'-approximation to u®
together with a, generally optimal, quantification of the approximation error in the
parameter . Similarly, our numerical experiments suggest that the bound

u® —u — &2V (g) : D?ul g2y = O(Ve),

and hence also the error analysis of the H2-approximation of u¢ via the finite element
method proposed in [9] is generally optimal in the parameter .

4.2. Optimality of Lemma 1.7. We would like to readdress the bound (1.13)
on the W1 P-norm of the boundary corrector 6, that is,

1

(4.3) € ||0€||W17P(Q) = O(e?).

In this paragraph, we provide a theoretical indication that the rate 0(5%) in the
right-hand side of (4.3) is optimal.

To this end, let us consider the following Poisson problem in the upper half-plane
Q= {(z1,22) € R? : 25 > 0} with oscillating Dirichlet boundary data:

—A6* =0 in Q,

(4.4) 0 (z) =g (%) for x = (x1,x2) € 09

Here, the boundary data g € C(R) is 1-periodic. By the Poisson integral formula for
the half-plane, we have that the solution to (4.4) is given by

o) 13 00
98(5617:62):B/ o) dt = 22 £9(1)

T J_oo (1 — )% + 23 T J_oo (w1 —€t)2 + 22
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Then, for any x5 = %> € (5,¢) we have that Z5 € (3,1) and

58196@1@2):%/ —(2 = g(t) dt:%/ tg(?‘f't)_g(?—t)
0

—— dt
T J_oo ((%—t)z—kx%) T

(t +13) ’

which is non-zero for almost all 7 € R if we choose g to be the 1-periodic extension
of the map [0,1) > y — (1 — |2y — 1]) for example. We deduce that

(4.5) / le 010°|P > Ce,
(0,1)2

which demonstrates that (4.3) is optimal.
Besides, if we choose g(y) = cos(2my), it is easily checked that the solution to

(4.4) is given by
2 2
0°(z1,x2) = cos (77331> exp (—F{B2> ,
€ €

from which we obtain (4.5) and
/ |e2026°P > Ce
(0,1)2

by direct computation. This indicates that both (1.13) and (1.14) are optimal.

4.3. Interpolation. Let us revisit Remark 1.6 and note that, for values p > 2,
the gradient bound (1.10) follows from the L* bound (1.9) and the Hessian bound
(1.11) via the Gagliardo—Nirenberg interpolation inequality [32] applied to the func-
tion

° ::ue—u+25z—52V(;) : D?u.
€
Indeed, let us assume that ||| =) = O(e?) and ||D?*¢f||Lrq) = O(e?) for any
p € (1,00). Then the Gagliardo—Nirenberg inequality yields

1 1 1
196 ey < € (10671 107 ey + 1y ) = OEH)

for any p > 2. Note that this interpolation argument cannot be used to prove Theorem
1.5 (ii) for p < 2, and that it does not yield assertion (i) of Theorem 1.5.

This shows once again that the optimality of the bounds (1.9)—(1.11) is natural
to expect. We conclude this paper with a review of the main results.

4.4. Conclusion. In this paper we derived optimal rates of convergence in the
periodic homogenization of linear elliptic equations in nondivergence-form. As a result
of a WP corrector estimate, we obtained that the optimal rate of convergence of u®
to the homogenized solution in the WP-norm is O(¢) and also recovered that the
optimal convergence rate in the L*-norm is O(e). Moreover, we obtained optimal
estimates for the gradient and the Hessian of the solution with correction terms taken
into account in LP-norm numerically.

In the final part of the paper, we provided an example of an explicit c-bad matrix
and presented several numerical experiments matching the theoretical results and
illustrating the optimality of the obtained rates.
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