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LARGE TIME BEHAVIOR AND DIFFUSION LIMIT FOR A SYSTEM
OF BALANCE LAWS FROM CHEMOTAXIS IN MULTI-DIMENSIONS*

TONG LIT, DEHUA WANG!, FANG WANGS, ZHI-AN WANGY, AND KUN ZHAOI

Abstract. We consider the Cauchy problem for a system of balance laws derived from a chemotaxis
model with singular sensitivity in multiple space dimensions. Utilizing energy methods, we first prove
the global well-posedness of classical solutions to the Cauchy problem when only the energy of the first
order spatial derivatives of the initial data is sufficiently small, and the solutions are shown to converge
to the prescribed constant equilibrium states as time goes to infinity. Then we prove that the solutions
of the fully dissipative model converge to those of the corresponding partially dissipative model when
the chemical diffusion coefficient tends to zero.
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1. Introduction
In this paper, we consider the system of balance laws:

atp_v (pV) :Apa

xeR", t>0, (1.1)

Ov—V (p—c|v|]?) =eAv,
where p(x,t) € R and v(x,t) € R™ are unknown functions, n =2,3, and £ >0 is a constant.
The purpose of this paper is to study the qualitative behavior, such as global well-
posedness, long-time behavior, and zero diffusion limit (as £ —0), of classical solutions
to the Cauchy problem of (1.1) in multiple space dimensions.

1.1. Background. System (1.1) can be derived from the following chemotaxis
model with logarithmic sensitivity:

Ou=DAu—xV-(uVlog(c)),

x€R™, >0. 1.2
Orc=eAc—puc—oc, (12)

The chemotaxis model (1.2) was proposed in [23,37] to describe the movement of chemo-
tactic populations, such as myxobacteria, that deposit little- or non-diffusive chemical
signals that modify the local environment for succeeding passages. System (1.2) with
o =0 also appeared as a sub-model in [24] to understand the underlying mechanism of
tumor angiogenesis, and in particular the role of protease inhibitors in stopping angio-
genesis.

System (1.2) belongs to a family of nonlinear reaction-diffusion models, which are
nowadays called the Keller-Segel type chemotaxis models. The canonical form of the

*Received: October 15, 2019; Accepted (in revised form): August 17, 2020. Communicated by Peter
Markowich.

fCorresponding author. Department of Mathematics, University of Iowa, Iowa City, IA 52246, USA
(tong-li@Quiowa.edu).

tDepartment of Mathematics, University of Pittsburgh, Pittsburgh, PA 15260, USA (dwang@
math.pitt.edu).

§School of Mathematics and Statistics, Changsha University of Science and Technology, Changsha
410114, Hunan Province, China (wangfang1209@csust.edu.cn).

9Department of Applied Mathematics, Hong Kong Polytechnic University, Kowloon, Hong Kong
(mawza@polyu.edu.hk).

I Department of Mathematics, Tulane University, New Orleans, LA 70118, USA (kzhao@tulane.edu).

229



230 LARGE TIME BEHAVIOR AND DIFFUSION LIMIT FOR BALANCE LAWS

Keller-Segel model reads:

Ore=eAc+ f(u,c). (1.3)

{@u =DAu—xV-(uV®(c)),
Inspired by the existence of traveling bands in the chemotactic movement of E. Coli
produced by Adler [1], in the pioneering work [22] Keller and Segel successfully repro-
duced such an experimental result through developing their original model by taking
D (c) =log(c), f(u,c)=—puc™(0<m<1) with x,u>0. The model’s capability of de-
scribing fundamental phenomena in chemotactic movement, such as aggregation and
uniform distribution (leveling out), inspired much of the later works investigating chemo-
taxis.

Biologically, the model (1.3) describes the movement of biological organisms in re-
sponse to the chemical signals that they release in the local environment for succeeding
passages, while both entities are naturally diffusing and reacting (producing, consum-
ing, degrading, et al.). Because of the biological background and analytical difficulties
stemming from nonlinear advection (chemotaxis), the mathematical study of (1.3) also
attracted considerable attention from the community of nonlinear partial differential
equations in recent decades. We refer the reader to the review papers [4,14,15,44] and
the references therein for more information.

System (1.2) is a special case of (1.3) when ®(c)=log(c) and f(u,c)=—puc—oc.
The unknown functions and system parameters appearing in (1.2) are interpreted as fol-
lows: w(z,t) denotes the density of cellular population at position = and time ¢, ¢(x,t)
the concentration of chemical signal at position x and time ¢, D > 0 the diffusion coeffi-
cient of cellular density, x # 0 the coefficient of chemotactic sensitivity, € >0 the diffusion
coefficient of chemical signal, ;170 the density-dependent production/degradation rate
of chemical signal, and ¢ >0 denotes the natural degradation rate of chemical signal.

One of the most important parameters in (1.2) is x. The sign of x dictates whether
the chemotaxis is attractive (x > 0) or repulsive (x <0), and | x| measures the strength of
chemotactic response. The introduction of the nonlinear advection term in (1.3) is the
major contribution of the Keller-Segel type model, which captures the intrinsic features
elucidating the underlying mechanisms of chemotactic movements.

Another important feature of (1.2) is the logarithmic (singular) sensitivity function
in the first equation. The logarithmic sensitivity entails that the chemotactic response
of cellular population to chemical signal follows the Weber-Fechner’s law which is a
fundamental hypothesis in psychophysics. The law states that subjective sensation is
proportional to the logarithm of the stimulus intensity. It has played important roles in
the modeling of biological processes (cf. [2,3,8,20]). The significance of the logarithmic
sensitivity was exemplified in the original Keller-Segel model through demonstrating the
existence of traveling wave solutions which corroborates the experimental result of [1].

On the other hand, despite its importance in biological modeling, the possible singu-
larity emanating from the logarithmic sensitivity function brings significant challenges
to the analytical and numerical analyses of (1.2). Following the initiation of (1.2), it
was observed that the possible singularity might be removed by taking the Cole-Hopf
transformation [23]: 'V =V (log(e“*c(x,t))). This results in a system of balance laws
(also denoting P=u):

{8tP+V-(XPV) =DAP, 14

OV +V (uP—e|V]*)=eV(V-V).
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Since AV=V(V-V)-V x(VxV)and V is a gradient field, for classical solutions,
the system (1.4) is equivalent to the following system of equations:
{atp+v -(xPV)=DAP,

1.5
OV +V (uP—e|V[]*) =eAV. (1.5)

The sign of xu plays an indispensable role in the qualitative study of the model. To see
this, by applying the following re-scalings:

Ix | . V Ixul

t— —t b d
D 7 D ’

V — —sign(x) m V,

|l

to the transformed system (1.5), one obtains a clean version of the model:

o P—V-(PV)=AP,
1.6
V-V <Sign(Xu)P—€|V|2> = AV, (1.6)
X D
In the one-dimensional case, we can show that the characteristics associated with the
flux on the left-hand sides of the equations in (1.6) are

2
(2;_1>H¢(2;_1) V2t dsign(x) P

2

Hence, the principle part of (1.6) is hyperbolic when xu >0 in biologically relevant
regimes where P(x,t) > 0; while the system may change type when xu <0 (cf. [23]). We
refer the readers to [26] for a recent study of the mixed type case, where the oscillatory
traveling waves are investigated.

In this paper, we consider the case when yu >0, since otherwise the possible change
of type may bring intractable difficulties to the underlying analysis. Formally, when
X >0, the associated chemotactic flux in the first equation of (1.2) states that the
chemical will attract cells to regions of high concentration of the chemical and hence
drive a possible aggregation. This is in contrast to the homogenizing process driven
diffusion. On the other hand, the (exponentially) rapid degradation (due to p>0) in
the second equation of (1.2) illustrates that the force driving the cellular population to
aggregate is diminishing as time goes on. Hence, one may expect that the system will
enter into an equilibrium state in the long time run due to the balance between cellular
aggregation and chemical degradation. Similarly, when x <0 and p <0, because of the
interaction between chemotactic repulsion and chemical production, the system is also
expected to reach into a steady state as time goes on.

Collectively, we do not anticipate the development of finite time singularities in (1.2)
when yp>0. In this case, the synergy of diffusion, chemotactic attraction/repulsion,
and chemical degradation/production makes the dynamics of the model an intriguing
problem to pursue.

In this paper, we aim to understand the dynamics of the model (1.2) through study-
ing the qualitative behavior of solutions to the transformed system (1.6) for fixed values
of x,u and D when xp>0. Hence for brevity, we assume x =p= D=1 throughout the
paper. This leads to the following system of equations:

OP—V-(PV)=AP,
KV -V (P—¢|V[]*)=cAV.

Ay =

(1.7)
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We remark that the model (1.7) is formally identical to the system (1.1). However,
the system of balance laws (1.1) is more general than the system (1.7), since the solution
component V in the latter one is a gradient field (hence curl free). In this paper, we
consider the general model (1.1) and specify the conditions under which the model
automatically generates curl-free solutions V, from which one can recover the solutions
to the original chemotaxis model (1.2).

1.2. Literature review and motivations. To put things into perspective,
now we would like to point out the existing results that are related to this work. When
the spatial dimension is one, the following results for (1.1) are available in the literature:
global well-posedness and large-time behavior with small or large data in [10,13,27-29,
36,39,42,47,49], local stability of traveling waves in [7,19, 31-35, 38|, boundary layer
formation and characterization in [16,17,28,39], shock wave formation in [45], explicit
and numerical solutions in [23], and so on. In particular, the results in [27-29, 36, 39,
42,47] indicate that when xu >0, no matter how strong the chemotactic sensitivity is
and how large the energy of initial data is, the cellular population always distributes
uniformly over space as time evolves.

One of the main ingredients of the proofs constructed in [27-29,36,39,42,47] is the
implementation of the free energy (weak Lyapunov functional) associated with (1.1):

d _ 2 (pm)2 2 _
@ E(p,p)dx+||v||L2 + le"ké‘”'l]:p“[ﬂ*(), (18)
where p >0 is a constant equilibrium state and the “entropy expansion” is defined by

E(p,p) = [pIn(p) —p] - [pIn(p) — p| = In(p)(p—P)- (1.9)

The entropy type estimate (1.8) lays down a foundation for the subsequent energy
estimates that lead to the global stability of constant equilibrium states associated with
the one-dimensional version of (1.1).

On the other hand, when the space dimension is greater than one, (1.8) takes a
different form:

i . 2 Vol 2 _ 2
= E(p,p)dx+|v|7z |+ ) dx+e||Vv||ia=¢ [ [v[*V v dx. (1.10)

Note that the integral on the right-hand side does not vanish, and is not sign-preserving
either. Moreover, we can show that (1.1) is invariant under the scaling

(p,v) = (p°,v8) == (£2p (6x,671) ,&v (€x,€7t)) .

Under the scaling, when the initial data are perturbed around the zero ground state, it
holds that

IpGlIZe =€ "lIpol7s  and  [|v§liZa=€>"voZ-.

This reveals that norm-inflation (especially for the v-component) is not possible when
n>2.

The aforementioned (unfavorable) features of the multi-dimensional version of (1.1)
brings substantial difficulties to the rigorous analysis of the fundamental properties of
the model, such as global well-posedness of large data classical solutions. Unlike the
one-dimensional case, most of the results obtained in the multi-dimensional case assume
certain smallness on the initial data. Here we mention some of the results that are mostly



TONG LI, DEHUA WANG, FANG WANG, ZHI-AN WANG, AND KUN ZHAO 233

relevant to the present work. All of the results are concerned with global existence and
large-time behavior of solutions to the initial value problem of (1.1) under smallness
assumptions on initial data. We list the assumptions as follows:
e (po—p,vo) € H*(R™) when |po—p|lms+|[volms is small, where s> 5 +1, see
[25],
e global existence when (pg—p) € L%(R3), vo € HY(R3), and ||po —p| rz + || vo | i
is small; large-time behavior when (po—p) € H?(R?), vo€ H'(R3), and |po—
Pl ez + ||vol| gt is small, see [9],
e global existence when (pg—p,vo) € H*¥(R™) and only ||(po—p,vo)|/z: is small,
where n=2,3 and k>2; large-time behavior when additionally (po—p,vo) €

H~*(R"), where s€(0,%), see [46],
e (po—p,vo) € H3(R3) when only ||(po—p,Vvo)||z2 is small, see [40],
e (po—p,vo) € H?(R?) when only ||(po—p,Vvo)||z2 is small, see [43],
e (po—p,vo) € H*(R™) when only [5. E(po,p)dx+||vol3. is small (cf.(1.9)),
where n=2,3, see [43].
There are also results for the initial-boundary value problems of the model in [5,6, 18,
30,41,48]. Since these results are less relevant, we do not explain them in detail here.

We note that all the results listed above have assumed at least one of the norms
lpo —Pllz2@wny and [[vo| z2rny is small. None of them gives a positive answer to the
question of global well-posedness and large-time behavior of classical solutions to the
Cauchy problem of (1.1) when both the norms ||pg —p||r2®n) and || vo||L2(rn) are po-
tentially large. The analytic techniques utilized in the above previous works are not
sufficient for handling such a situation. The novelty of the current work is that we give
a positive answer to the above question, namely, we show the global well-posedness of
classical solutions to the Cauchy problem when only the energy of the first order spatial
derivatives of the initial data is sufficiently small, see Subsection 1.4 for the novelty in
our proof.

The zero-diffusion limit problem in the current work is motivated by that in certain
chemotactic processes, the chemical signals deposited by the organisms that modify
the local environment for succeeding passages are little- or non-diffusive (cf. [24,37]).
Hence, it is desirable to know whether the chemically diffusive (realistic) model can be
approximated by the non-diffusive (ideal) one when ¢ is small. Equivalently, the question
is “Does the solution of the slightly diffusive model converge to the solution of the non-
diffusive model, as ¢ —0?” Such a topic has been investigated in [16,28, 35,36, 39,47]
for the one-dimensional case, and in [18,40,41, 43,46] for the multi-dimensional case.
Nevertheless, the question is open when n>2 and |[(po —p,Vo)||z2(rn) is large.

1.3. Statement of results. Motivated by the above facts, we study the
global well-posedness, long-time behavior, and zero chemical diffusion limit of multi-
dimensional classical solutions to the initial value problem of (1.1) when |(po—
P,Vo)|lL2(rny is potentially large. The point of study is the following Cauchy problem:

Op—V-(pv) —pV-v=Ap,
v —V (p—c|v]?) =eAv, (1.11)
(p07V0)€H3(Rn)a p0+ﬁ>07 VXV0:07

where p>0 is a constant, and (p,v) denotes the perturbation of the original solution
around the constant state (p,0). The main results are stated in the following theorems.
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NOTATION 1.1.  Throughout the rest part of this paper, we use ||-|| to denote |- || p2.

THEOREM 1.1. Let n=3, and consider the Cauchy problem (1.11). Define
k=2(1+1/p) (IVpol>+5IIV-vol*), Ni=(1+1/p) (llpoll® +pvol*) +1.  (1.12)
If
Nik<min{(16cie2) ™%, (8ciea) ™!, (5de3) ™', 1}, (1.13)

where ¢y and co are generic constants appearing in the Gagliardo-Nirenberg interpolation
inequalities (cf. (2.1)—(2.2)), then there exists a unique solution to the Cauchy problem
(1.11) for any € >0, such that it holds that

(p,V)(f)quﬁ/o (Vo VeV V)i + IV -v(D)F=)dr<C, Vi>0,  (1.14)

where the positive constant C' is independent of t and remains bounded as € —0. In
addition, the following decay estimate holds:

Jim (1) Ol + (T, V) (Ol72) =0, (1.15)

for any €>0. Furthermore, let (p*,v¢) and (p°,v°) be the solutions to the Cauchy
problem with € >0 and € =0, respectively, for the same initial data. Then for any t >0,
it holds that

(" =p°,ve =v) ()| 7 < Dre’e?,

1.16
[(Ap" — Ap°,AvE — AV?) (1) ||* < Dye' (1+¢)e, (116)

where the positive constants Dy and Do are independent of t and remain bounded as
e—0.

THEOREM 1.2. Let n=2, and consider the Cauchy problem (1.11). Let

p0_2<€+1 2

5 6100

+2 1**170 Vo
T p

=2
p . 1, _ 1
Hy= 5 Vpol|2 + 23|V - vo|* + 3 15V po —poVpo|® + 3 llpoVpol|?,

? N (2(2£—|— 1)?  8e2+8¢3

1 p
H154po||2+‘ 5 1% )||p0||§4+4||\,0||2

2

—_— 2 —
HPOVOH + 2

1 [4e+4
<€+€+96+32€ )||v0§4, (1.17)

and define
M;=4(14+1/p)H; +1,

2(2p+1)
T P

(o9
Il

4
{p (2916d}p° My +3d1p*> +27dY M1 p* 42916 d5d5 (p) ") Hy } H,,
(1.18)

where di and ds are generic constants appearing in the Gagliardo-Nirenberg interpolation

inequalities (cf. (3.1), (3.5)). If

max{ M0, M,6%, 6} <o, (1.19)
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for some positive constant o which is sufficiently small such that (3.43) and (3.67) are
fulfilled, then there exists a unique solution to the Cauchy problem (1.11) for any >0,
such that the solution obeys similar estimates as (1.14), (1.15) and (1.16).

REMARK 1.1.  We see from (1.12) and (1.17)—(1.18) that the smallness assumptions,
(1.13) and (1.19), can be realized by taking the L?-norm of the first order spatial
derivatives of the initial perturbations to be sufficiently small, while the L?-norm of
the initial perturbations can be potentially large. We provide explicit examples in the
Appendix, which fulfill such requirements.

REMARK 1.2. In Theorems 1.1 and 1.2, we assumed that vg is curl free. This is
a natural assumption since (1.1) reduces to (1.7) when v is curl free, and the latter
one originates from (1.2) through the transformation V =V (log(e“c(x,t))). Since
(Vxv)y=eA(V xv), the second equation in (1.1) automatically generates curl-free
solutions when V x vo =0. Hence, one may recover the solution to (1.2) from the solution
to (1.1) under the initial curl-free condition.

1.4. Difficulties and idea of proof. We prove Theorems 1.1 and 1.2 by devel-
oping LP-based energy methods. Since we only assume the smallness of a fraction of the
total Sobolev norm of the initial perturbation, the major technical difficulty consists in
closing the energy estimate for each individual frequency of the solution. Unlike the case
when the total Sobolev norm of the perturbation is small, one can not combine energy
estimates of low and high frequencies for the problem considered in this paper. Because
the energy of the zeroth frequency part of the perturbation is allowed to be potentially
large, the estimation of the zeroth frequency part is challenging due to the lack of the
Poincaré inequality in the whole space case. Moreover, because the Gagliardo-Nirenberg
interpolation inequalities generate less powers of high frequencies of a function in R?
than in R3, the proof of the two-dimensional case is considerably more involved than
the three-dimensional case.

In the three-dimensional case, we get over the barrier by taking full advantage of
the dissipation mechanisms and the smallness assumption on L?-norm of the first order
spatial derivatives of the initial perturbation. The Gagliardo-Nirenberg interpolation
inequality plays an important role in our analysis. For the two-dimensional problem, we
overcome the additional difficulty (deficiency in interpolation inequalities) by terminat-
ing low frequencies through creating higher order nonlinearities. Furthermore, since we
also aim to establish the zero chemical diffusion limit, it is vital to obtain the uniform
e-independent energy estimates of the chemically diffusive solution. We reach the goal
by deriving a linear and inhomogeneous damping equation for the spatial divergence of
v and taking advantage of the dissipative structures of the system.

The rest of the paper is organized as follows. In Section 2 we give a complete proof
of Theorem 1.1. Since the proof of Theorem 1.2 is involved, we present the main steps
of the proof in Section 3, while leaving some tedious calculations to the Appendix.

2. Proof of Theorem 1.1

In this section we prove the Theorem 1.1. First of all, the local well-posedness
of (1.11) can be established by applying Kawashima’s theory on a general system of
balance laws [21], see also [11,25]. Moreover, it follows from the maximum principle
(cf. [12]) that the local solution satisfies p+p>0 within its lifespan. We collect the
results in the following:

LEMMA 2.1 (Local Well-posedness).  Consider the Cauchy problem (1.11). For any
>0, there exists a unique local-in-time solution such that p+p>0 and for some Ty €
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(0,00), it holds that (p—p,v) € L°>([0,Ty]; H3(R?)) N L2([0,Tp]; H*(R®)) when e >0, and
(p—p) € L*([0,Tp]; H3(R3))NL2([0,To); H*(R?)) and v € L>([0,Tp]; H*(R3)) when €=
0.

We now establish a priori estimates for the local solution, in order to obtain a global
solution. First we recall the following Gagliardo-Nirenberg interpolation inequalities:

1fllze <l VAR, v feH'RY), (2.1)
1£llzs <eall VA, v feH R, (2:2)
1flle <esIALIFIVAE, v f e H}RY). (2:3)

Secondly, in addition to £ and N; defined in (1.12), we let
_ 3ey _ _
N25(1+1/P)6Xp{2p (llpollF +P||Vo|ip)} (I1Apol* +pl1Avol*) +1,

N

3C4 _ _
—— ([lpoll7;+ +BlIvollF1) (N2 — 1)+ (| ApolI* + Bl Avo|l?)

_ 3¢ _ _
Na= (-t 1/mexn] 52 (Il +olvol%) § (Il +2IAT-vo) P
+05(1+N2)N) +1,

where ¢4 and ¢5 are defined below by (2.23) and (2.29), respectively. Then we observe
that

Ipoll+Ivoll® <Ny =1, [ Vpol* + V- vo[* < 3. o)
1Apo]|*+[[Avol* < N2 =1, ||V Apol* +[|AV - vo[* < N3 —1. .
Then it follows from Lemma 2.1 that there exists T} € (0,7p], such that
S (le@112 +[v(@®)7) < N, S (IVp@) > + IV -v(8)]|?) <=, e

sup ([[Ap(t)[*+[[Av(E)]*) < N2, sup (VAR + |AV-v(1)[|*) < Ns.
0<t<Ty 0<t<Ty

Next, we derive a priori estimates for the local solution within the time interval [0,7}].

2.1. L’-estimate.
Proof. By testing the equations in (1.11) with the targeting functions, and using
(2.1)-(2.2), we can show that

li(
2dt
= —/ p(v~Vp)dx+sz3/ [V|*°V-v dx
RS RS
[Pl Lollvl sl Vpll+eplvlpal[v] Lol [V - v |
PR _ PR
0102(||VPH||V'V||2||V||2|IVPII+EP|W'VH2||V||2||V'V||2)

lpl* +BIvI1*) + 1 Vpl* +ep V- v

IN

A

IA

crea (N1k)* ([ Vpl* +ep]| V-v]?), (2.7)
where we applied (2.6) in the last inequality. Hence, when

Nlﬁ§(26102)_4, (28)
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it holds that
d i _
T (Il +pIIvI?) + I Vpl* +ep|IV-v|]* <0, (2.9)

which yields

t
||29(t)||2+23||V(t)||2+/0 (IVp(D) |2 +eB ||V V(7)) dr < |lpol* +Blvol®.  (2.10)
Therefore, in view of (1.12), we see that
Ip() |1+ IV (B)[I* < Ny — 1. (2.11)
This completes the proof for the L-estimate. 0

Next, we make estimates on the first order spatial derivatives of the solution.

2.2. H'-estimate.
Proof. Testing the equations in (1.11) by the —A of the targeting functions, and
using (2.3), we can show that

1d
2.dt

—/ V-(pv)Ap dx+5]5/ V([v]*)Av dx
RS RS

(IVpl*+21IV - vI*) +[1Ap]* +epll Av]

< ol I -1 2pl + 19l vl 8] +2¢pllvl 3 Tl | Av]
1 1 1 1 _ 1 1
< ¢ IVl 189111V -V gl + exca [vI13 1V VI [ g+ cresep | Vv H v £ v
1 1 1
< (F+erca VI -vIE ) 18p1+ A ITPIT VI cxcacp Vv v AV
1 1 27
< (Ferca i) 18nlP+ 210l +excacn (i) 4] (212)

where we applied Young’s inequality. Hence, when
N1n§(4clcg)_4, (2.13)

it holds that
d 2 _ A 2 A 2 7 2 2 (2 ]_4)
%(IIVPH +5IV-v[?) + 1Ap)* +ep||Av]* < 203/‘5 Vo~ :

Integrating (2.14) with respect to time and using (2.10), we obtain

t
\IVp(t)||2+15l\V-V(t)\|2+/ (IAp(n)|I? +epl|Av(r)|[*) dr
27 4
< [[Vpoll® +51V - voll* + 5317 (Ilpoll* + Bl vol*) (2.15)

which implies

27 , _
IVp@®) 12+ [V -v(®)]* < (1+1/p) {Vpo|2+plv voll* + Z-cz 5 (Ilpoll* + pvolI*) | -
(2.16)
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In view of (1.12), we see that

27 N B _ 2 _
5 ek (Ipoll* +5llvoll*) =54e5(1+1/p)* [IIVpol* +51IV - vo ] (lpoll* +5llvo*)

1 _
<27¢ N1 [[[Vpol* +511V - vo ] <5 [IVpoll* + 5[V -vol*]
provided that
Nik< (54 c3)7 L. (2.17)
Hence, we update (2.16) as
3 _ B 3
VeI + IV -v@)I* < 5 (1+1/5) [IVpol* + 21V - vol[*] = 5. (2.18)
In addition, we deduce from (2.15) that
t
| U8p) P +eplaviolP)dr <5 (IVml> 45V ol (219)
0

which will be utilized in the subsequent section. This completes the proof for the H'-
estimate. O

2.3. H?-estimate.
Proof. By computing the second order L? inner products, we can show that

1d

(1apl* +p1AV]*) + [V Ap|* +ep | AV V)|
2dt

V(V-(pv))-V(Ap) dx—|—€[)/RBA(\V|2)A(V-V) dx. (2.20)

R3
For the first term on the RHS of (2.20), by using Holder, Gagliardo-Nirenberg and
Young inequalities, we can show that

- [ V(7w V(ap) ax
5

(pllz= AV + VPl 2 [V V] s + [ Apl e [[vi2e) [V A

s |Vl 1 8p]1H 1 AV]| +erca [ Vo] [ Ap]F | AV] +erca T ApI[VIHIV v ) [V A

IN

IN

1

< +erez (Nik) 4> IV AD[* +(e5+erea)” Vo[l Ap] | AV

IA

1 2 (03+C1C2)2
4+C102(N1F6)4 [V AD| +f

IN

(VoI +12p)1%) [|Av]?.
In a similar fashion, we can show that

5]5/R3A(|V|2)A(V-v) dx

< 22 (| Vo[ Vllzo + vl V2Vl o) AV )|
< 2e1c05p (Vv AVIE + VIV -vIFIAT V)] AV V)]

1 1
< ep (200 M) ) 1AV P +18G2p] T vilAvTavE

1 1 _ _
< 615<4+20102 (Nm)‘*) IA(V-V)|I*+2cic3 (ep[|V - vII* +ep | Av]*) [|Av].
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Hence, when
N1k < (8ciez)™4, (2.21)
it holds that
%(HﬁpHQﬂ?IIAVIIQ) +VAP|* +ep | AV -v)|?
< %4 (IVpI? +1Ap)* +ep]|V - v[* +epllAv]?) ([ Apl* +p[ Av]?), (2.22)
where
cs=max{(c3+cie)?,4cic3 ) (2.23)
Applying the Gronwall inequality to (2.22) and using (2.10) and (2.19), we have
[Ap(®)|1* +pl|Av(t)|?
< eXp{C;/Ot(WPIQJrAp||2+€p||V'V||2+€p||AV||2)dT}(||Ap0||2+p||AV0||2)
< exp{ 52 (nll +ovolle) f (18mIP4pllavoll?) = 2o (-1, (221
where we used the definition in (2.4). From (2.24) we deduce that
[Ap(t)[12 + | Av(t)]|> < No - 1. (2.25)

In addition, by plugging (2.24) into (2.22), then integrating with respect to ¢, we can
show that

/O(IIVAP(T)||2+813||A(V-V)(T)Il2)d7
304

< 2 L = 2 L o 2 — 2\ _ A.
< 5 1) (ol +pIvollin) (V2 = 1)+ (18po |+l Avol?) =

(2.26)
We note that the constant N depends only on p, the initial data and Gagliardo-Nirenberg
constants. This completes the proof for the H?-estimate. 1]
2.4. H3-estimate.
Proof. For the third order estimate, we can show that
1d 2, - 2 212 1 1A 22
5 = (IVAD2 +PIAT V) |?) + A% +ep] AV
< (Il 1AV ) +3[IVpll 2| AV 2o + 3| Apl 1o [ V- v 2 + [V Ap|[v] ) [ A%p]

+ep2IANV - V)IVlLe +6]V v s Av] L) [A%v], (2.27)

where the terms on the right-hand side are estimated by applying Gagliardo-Nirenberg
inequalities and Sobolev embeddings as follows:

1 1
o plle= AV V)| [A%] <esl|Vpll2 | Apl2 AV V)| [A%p]

1
<2c[|Vpll- | Apll-|A(V - v)I*+ [ A%p]*
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1
< (IVPIP+ AP A ) [P+ £ 1A%
o 3||VplLal|AV] Lo |AZp]| < Bercal|Vp|| 2 APl | AV V)| - [|AZp)
1
<1833 Vpl|- [ Ap] - 1AV V) P+ 5 | A%
1
<9IVl + [ ApIP) AT V)| + A%,
o 3)|Ap|Lol|V v s | A%p]| < Berca [V AP||- [V - V]| [ Av| 2 [|A%p)|
1
<18V v AV [ VAP + | A%
1
<9 (Vv I* +IAVIP)IV AR + 1A%,
1 1
o (VAP |V]L=[|A%p| < es| VAD||- [V -v]|Z [ Av]Z | A2p]|
1
<25V V|- [ AV] -V AP]* + 2| A%,
1
<AV I+ AV VA + 2 1A%,
_ _ 1 1
o 25| AV V)| [V] L= | AV < 2e3p]| V- V]| AV Z AV V) |- [|A%V]|
1
<AGep| Vvl AV AT V)P + pepl A%
1
<23ep(IV VP + | AVIP) AV V) [P+ el A7,
_ _ 1 1
o 6ep| V-] s | AV] 1o [ A2V] <6cieaep||V-v||Z [ AV]E | AV V)| - [|A2V]|
N 1
<36¢13ep|| Vv I|- [ AV [A(Y V) [F + Jepl A%
N 1
<18FSep(|V-vIPHIAVIP)IAY V)| + Jepl A%V,
By substituting the above estimates into (2.27), we get

d _ _
= (VAP + B AV -v)[?) +|A%]* +ep [ A%V]?

< es(IVpI* +1ApIP) AT V)2 +2e5 (IIV - v ]2 + | AV]*) x ([VAp* +ep | AV - v)[[)
< %S(IIVPIIQ+IIAPIIQ)(IIVAPHQWIIA(V-V)HQ)+Cs(f€+Nz)
< (IVAp|* +eBlIAV-V)[?), (2.28)
where

cs =9cica+ca. (2.29)

By applying the Gronwall inequality to (2.28) and using (2.10), (2.19) and (2.26), we
have

IV AR +B 1AV -v)(®)]
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cs [* 2 2 2, = 2
< exp 7/, (IVp(D)[IF+ 1Ap(T)[|F)dT ¢ { [IVApol|Z+PIA(V - vo)|
t
+05(/€+N2)/ (IVAP(T)I2+613IA(V'V)(T)I2)d7>
0

3c _ _ ¢
< oxp{ 52 (Il +ivolln) (19 AmIP+PIACY o)+ cs( ) ). (2:30)

Since k<1 (cf. (1.12)—(1.13)), in view of (2.30) and (2.4), we see that
IVAp@)[* + AV - v)(®)]?

_ 3¢ _ B .
< (1+1/p)exp{2;(||p0||%11 +p|vo||i,1)} (17290 |2+ BIA(Y -v0) >+ 515+ N2) N )
< N3—1. (2.31)
This completes the proof for the H3-estimate. 1]

2.5. Further Estimate for v.

Proof.  From previous sections, we see that the temporal integral of ||V-v||% is
inversely proportional to € (cf. (2.10), (2.19), (2.26)). Now we improve the estimate of
such a quantity to be proportional to e, which is used later to prove the zero chemical
diffusion limit. For this purpose, by combining the equations in (1.11), we get

O(V-V)+pV-v=cA(V-v)+p—cA(|v]*) = V- (pv). (2.32)
Taking the L? inner product of (2.32) with V-v, we have
1d

2dt
:/ (8tp)(V-v)dx—€/ A(\v|2)(V~v)dx—/ (V-(pv))(V-v)dx. (2.33)
R3 R3 R3
We note that

/Rg(atp)(v'v)dxz%/RBP(V-V)dx—/ p(O:V -v)dx

RB

d

_ / p( -v)dx + [Vl - / p(eA(Y -v)—A(Iv[2)) dx,
dt Rs R3

IV -] +p]|V-v|* +el|Av]?

where we used the second equation of (1.11). Then we update (2.33) as

d (1
(519 ¥IP= [ o7 -v)ix ) +517-v]2 42| av?
R3

dt \ 2
= 2 v[?) - (Av)dx — (pv v)dx
= I9plFe [ VAP (Avyix— [ (7)) (9-v)d
+/ Vp- (eV(V-v)—eV(|v[*)) dx. (2.34)
RS

For the second term on the RHS of (2.34), according to (2.1) and (2.2), we have

<2V s IV -v| s [|[Av]|

2). V)ax
[ V) avyd

<2c1c2e ||[V||Z||V V|2 | AV|]? < 2¢1c08 (N1K) T || AV 2.
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For the third term on the RHS of (2.34), by using similar arguments as in (2.12), we
can show that

‘—/RS (V- (pv)) (V-v)dx| < ([ Vpllzs [[V][ e + [l o< [V -I[D V- v]]

< (crca+c3) || VpllZ | Ap] 2|V - v]|?

(crea+c3)?
2p

(crea+c3)?

IN

P
VoIl ApIIV-v]* + 3 Vv

IN

P
(IVpl* +1ApI7) 4+ S 1V - v

<l +c3)?

P
(IVpl*+ApI7) + S IV VI,
provided that x <1. For the fourth term on the RHS of (2.34), we can show that

IR3V19-(EV(V-V)—EV(|V\2))d><i <e[[VpllIV(V-v)ll+2¢[[VpllIviics [V vl Le

< 2e]|Vpl|* + Z 1AV +e [ v][Zs [V V]e
< 2¢||Vpl|* + Z |AV]* +ereze [ VIV -vi[|Av]?
<2¢|[Vp|2+ S |AV]2 +ercze (Nir) [ Av]P.
Hence, when
Nik<min{(16¢1c2) ™%, (8cica) ™', (2.35)

we update (2.34) as

d 1 2 p 2 € 2
& (G191 [ p7v)ax) + E17-vi+ S v

(c1e2+c3)? (
D

< (1+2¢)[|Vpl* + IVpl*+ [ Ap]?). (2.36)

By multiplying (2.9) by 2, then adding the result to (2.36), we have

d D € _
S+ LIV VI 4 AV + VI + 225 Vv

2 2
< (25+ (C”?*‘*”)) (Vpl2+ 2B A e (2.37)
p p
where

1
B(O)= IV vl = [ p(-v)ix+2]p*+ 251w
2

1 1 _
= IVl 57w ol 251

Integrating (2.37) with respect to time and using (2.10) and (2.19) then yield, in par-
ticular,

lpoll* +2l1voll?)

2 [ v vrar <m0 (2o (a2benl)
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AL (o el Tovel?). 239
where the constant on the RHS is independent of ¢ and remains bounded as € —0. In
a completely similar fashion, by working on the non-homogeneous damped Equation
(2.32) and using the H'-, H2- and H3-estimates established in the previous sections,
we can show that

/0 (IV(V-V)(D)P+ AV V) (7)[?) dT < C(ex,e2,¢3,5,p0, Vo,€).

We omit the technical details to simplify the presentation. ]

We remark that the constants appearing in the energy estimates in Sections 2.1-2.5
remain bounded as e — 0. This allows us to establish the global well-posedness of (1.11)
when € =0. Indeed, by repeating the arguments in Sections 2.1-2.5, one can establish
similar energy estimates for the solution to (1.11) when € =0, and the solution satisfies
(1.14) with e=0. More importantly, the energy estimates derived in Sections 2.1-2.5
allow us to take the zero chemical diffusion limit of the solution. Furthermore, in view
of (2.8), (2.13), (2.17), (2.21), (2.35) and the derivation of (2.31), we see that all of the
energy estimates derived in Sections 2.1-2.4 are valid when

Nk <min{(16cic2) ™%, (8cica) ™!, (54¢5)71, 1}. (2.39)

Note that (2.39) is the same smallness condition as stated in Theorem 1.1.

2.6. Global well-posedness. We now prove the global well-posedness of (1.11).
First, from (2.11), (2.18), (2.25) and (2.31), we see that for V ¢ €[0,T4],

3
P + v ()] < N1 1, VeI + Vv ()l < 3 r, (2.40)
IAP@)IP + AV < N2 =1, [VAp(H)[*+ AV -v)(B)|]P < N5 —1,
which, in particular, imply that
3
(T + v (T0) | < Ny — 1, IVp(T) |+ IV v (T < 35, (2.41)

IAP(T) P+ [AV(T) [ < N2 =1, [VAp(TY)|IP + AV -v)(T1)|]* < N3 — 1.

From the local existence in Lemma 2.1, for some f € (0,00) there exists a unique classical
solution to (1.11) on the time interval [T,T + T satisfying for V¢ € [T1,T1 +T],

lp®)II* + v (®)[I* < N1, VeI +1V-v(O)* < 5, (2.42)
IAP@)P + AV 2 < N2y [VARD*+ AV -v)(B)[|* < N3,
In view of (2.6) and (2.42), we see that for V¢ e [0,T} +T7,
DI+ |v(®)|? < Ny, Vo> +(IV-v(t)|* <k,
@I +vOI" <N IVp@OI"+IV-v(®)[° < (2.43)

1A+ AV(E)* < N2y [IVAP®)[IP+ AV -v)(#)]* < Ns.

From the standard procedure as in [41], we conclude that the solution exists globally in
time. This completes the proof of the global well-posedness result recorded in Theorem
1.1.
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2.7. Long-time behavior. In this section, we derive the long-time behavior
of the solution. We combine the previous energy estimates with the fact that any
function f(t), belonging to W11(0,00), converges to zero as t — 0o, to establish the decay
estimate. For brevity, we only present the proof for the first order spatial derivatives of
the solution. We note that according to (2.10) and (2.38), it holds that

IV +1V-v(t)]* € L1 (0,00), (2.44)

which is valid for any ¢ >0. Next, by using similar arguments as in deriving (2.12), we
can show that

1|d _
5|7 (VPP +21V-vI?)

1 1 27
< (Frecan?) 18+ el o2
+er2ep(Nik) | A + | Ap|* +ep]| Av]?,

which, together with (2.8) and (2.13), implies

d _ 27 _
‘dt (IVpI* 4511V vI*) | <[ ApI* + 53 w7 Vp[* +3ep]| Av]. (2.45)

By integrating (2.45) with respect to ¢ and applying (2.10) and (2.19), we have

% (VYO +21(V-v)()]?) € L (0,00).

By combining (2.44) and (2.45), we conclude that |[[(Vp)(®)||?+p|(V-v)(t)]?€
W11(0,00), which implies lim;—o (|[(Vp)(®)[|2+5](V-v)(t)]|?) =0. Furthermore, by
working with (2.20) and (2.27) we can obtain the similar result for the second and third
order derivatives of the solution.

2.8. Diffusion limit. Now we study the zero chemical diffusion limit and quan-
tify the convergence rate in terms of e. Let (pf,v®) and (p°,v°) be the solutions to
(1.11) with £ >0 and =0, respectively, for the same initial data, and set p=p® —p°
and v=v®—v". Then (p,v) satisfies
Op—V = AP+ V- (v° +p°V),
3t\7—V13:€AV8—EV(|VE|2); (2.46)
(ﬁOa{IO) = (070)7

where for simplicity, we took p=1. We begin with the zeroth frequency estimate.

Step 1. By taking the L? inner products, we find

1d ,, . . . - - - -
% (1B11* + 1%11%) —l—||Vp||2:—/]Rg(pveﬂ—pov)~Vpclx+/]Rs [eAvE —eV ([ve]?)] - vdx.
(2.47)
For the first term on the RHS of (2.47), by applying (2.3), we have

‘—/3(ﬁv5+p0\7)~Vﬁdx
R

N

1, _ _
3 1VBI + IV I[Z= 181 + 1 < 19117

IA

1. _ _
3 18I+ (IV -Vl AV 11 + VPP - [ AP 1¥91)
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1 ~ c2 - -
< SIVBIP+ 3 (V- IAVEI I + (V17 + 120" ¥]17] (2.48)
For the second term on the RHS of (2.47), again by applying (2.3), we have
/ AV — eV (jve )] -vdx
R3

1,
< S IVIP+e [AVE P +4e® [ve |7 | V- v 2

1.
< G IO AV 432 V7| Aave] Vv P
1,
< §Hv”2+€2HAVEH2+2C§ 3:‘1(N2-1)62||V~V6H2. (249)

where we applied (2.18) and (2.25). By substituting (2.48) and (2.49) into (2.47) then
multiplying through by 2, we have

d o nen2 <112
= (51 +1917) + V5
< [TV I+ 1AV 2+ VI +189°2) +1] (1517 + 19]%)

+ 262 ||AVE||? +4ci/3Kk(Ny — 1) 2|V - v, (2.50)

By applying the Gronwall inequality to (2.50), we have

IO + ¥ )12

< exp{03,/0 (IIV~VE(7)|2+AVE(T)|2+|VPO(T)I2+IIAPO(T)II2)dT+t}

X (2/(:|AVE(T)||2dT+4c§\/m/Ot||V~VE(T)||2dT) 2,

We note that according to the energy estimates recorded in Theorem 1.1, see (1.14),
the integrals on the RHS of the above inequality are bounded by some constants that
are independent of ¢ and remain bounded as ¢ —0. We rewrite the above estimate by
using short notations as

BN + 9 ()| < e Cae®. (2.51)

Next, we consider the convergence of the first order derivatives of the perturbation.

Step 2. By taking the L? inner products of the first two equations in (2.46) with
the —A of the targeting functions, we deduce

1d _ . ~
S LRI+ 1V -91) + A2
:7/ [V-(;ﬁv5+p0\7)]A;5dx+€/ (AV'VE)(V"\?')deE/ A (v 1) (V-¥)dx.
R3 R3 R3
(2.52)
For the first term on the RHS of (2.52), we have
g 1, o, 1 N
= [ 19w 9] i < AR+ IV v IR (259
-




246 LARGE TIME BEHAVIOR AND DIFFUSION LIMIT FOR BALANCE LAWS
where the second term on the RHS can be estimated as
IV (v 429 P
<2(|IVH-veI2 + 1BV -vO) |2+ VD - ¥ + (1" (V- ¥)]?)
<2(IVBIP IVl Zoe + IBIZ6 IV - VoI5 + VP N2 (91126 + 1P 1 200 IV - ¥1I7)
<2(E[IVBI* IV -vEI|- [ AV + et 3 VBIP [V - v - | Ave ]|+
A VPO AP V-2 + 51 Vp° |- A V- ¥[1?)
<(G+cid) (IV-voI2+Ave |2+ [V |2+ 11 A |12) (IVBIP + 1V -v]%) -

So we can update (2.53) as
' / V- (v° +5°9)] Addx
R3
1
2

< S 1A+ (G +eie) (IV-ve 2+ [Ave 2+ [ VR° 12 + 1ap°112) (IVBI2+ (V- v]%) .-
(2.54)

For the second and third terms on the RHS of (2.52), in a similar fashion, we can show
that

€/RE‘(AV-VE)(V-\Nf)dx—a/RSA(|v€|2) (V-v)dx

I

IN

1 - c e
3 ||V'v||2+62||AV-v H2+52 HA(\V \2)

]' <7 13 13 S 13 €
< IV AV VP 48 (JAVE V| Zo + 11V - vE |7 [V V¥ 76)
1 -
< IV +? AV VP 48 (5 +cleq) £ [V ve - AVl |Ave?
1
< SIV-VIP+AV -2 +4 (G +cic) V3R(N2 — 1) | Ave | *e?. (2.55)

By feeding (2.54) and (2.55) into (2.52), we find

& (18I +19-91%) + 1 ap?
< [2(+cid) (IV-vo 2+ AV + (VeI + 1 Ap° %) + 1] (VBIP + 1V -¥]1%)
+22%||AV-vE | +8 (3 + c1c3) V3k(Ny —1) || Ave|2e2. (2.56)
By applying the Gronwall inequality to (2.56), we deduce

IV + Vv

< exp{2(03+0f63)/0 (|V~VE(T)|2+||AVE(T)|2+IIV;DO(T)II2+IIAPO(T)Ilz)dTH}

X (2/ ||AV«V€(T)||2dT+8(C§+C%C§)\/3/1(]\7271)/ ||Av€(7)|2d7) g2 (2.57)
0 0
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We note again that the integrals on the RHS of the above inequality are bounded by
some constants that are independent of ¢ and remain bounded as € —0. We rewrite the
above estimate as

VB2 + V- 9(1)]]? < e@H Cae. (2.58)

Step 3. The convergence of the second order derivatives of the solution can be
established in a similar fashion, except that the term &?||A2v(¢)||* will appear in
the energy estimates. According to (1.14), the temporal integral of such term, i.e.,
fg€2HA2V€(T)H2dT, has the order of O(e), instead of O(g?), as e —+0. The final energy
estimate takes the form

IAB()|1? + | AV(1)|* < e+ Cs (1+¢)e.

We omit the technical details. This completes the proof for Theorem 1.1.

3. Proof of Theorem 1.2

In this section we prove Theorem 1.2. Comparing with the 3D case, the proof of
the 2D case is much lengthier, as the Gagliardo-Nirenberg inequalities generate less
powers of high frequencies of a function in R? than in R3. Such a deficiency has a
substantial impact on the energy estimates for all the individual frequencies of the
solution, especially when ||p|| and ||v|| are potentially large. We overcome the difficulty
by creating higher order nonlinearities.

We recall the following Gagliardo-Nirenberg inequalities in 2D:

IFllzs <du IV FI2 (1117, (3.1)
£l e < d2lIVFI3 (1117, (3.2)
I£llzs <ds V£ £1I7, (3.3)
£l <da [V LI £]5, (3.4)
£l <ds [ £IZIIAF]>. (3.5)

In what follows, we assume that for a local existence time 7' >0 the following hold:

sup ([lp(t)172 + [Iv(#)[I72) < My, p (IVp@IIL: +IIV-v(®)IZ2) <6, (3.6)
0<t<T

su
0<t<T

where M; and ¢ are defined in Theorem 1.2.

3.1. L2-estimate. By testing the equations in (1.11) with the targeting func-
tions, we have

1d _ _ _
**(||PH2+P||VH2)+||VPH2+5PHV'VH2:—/ pv-Vp dX+6p/ VPV v dx. (3.7)
th R2 R2

We remark that the two terms on the RHS of (3.7) can not be estimated as in the
3D case, as the interpolation inequalities in 2D do not generate enough powers of the
higher frequencies of a function. We eliminate those terms through performing higher
order energy estimates. During such a process, the higher order nonlinearities can
be controlled by using the smallness of the L? norm of Vp and V-v. We divide the
subsequent proof into six steps.
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Step 1. Taking the L? inner product of the first equation in (1.11) with —e|v|?,
we have

—/ e|v|?0:p dx:—a/ [V|*V - (pv) dx—sp/ V[’V -v dx—s/ [v*Ap dx. (3.8)
R2 R? R2 R?
Taking the L? inner product of the second equation in (1.11) with —2epv, we have

7/ epd;([v[?) dx:725/ pv-Vp dx7252/ pv-Av dx+252/ pv-V(|v]?) dx.
R? R? R? R2

(3.9)
Adding (3.8) and (3.9), we find

d
—— <5/ p|v|2dx) :—5/ V>V - (pv) dx—sﬁ/ V|’V -v dx—e/ [v|*Ap dx
dt R2 R2 R2 R2
—25/ pv-Vp dx—252/ pv-Av dx—|—252/ pv-V(|[v[*) dx.
R2 R2 R2

(3.10)
Adding (3.10) to (3.7), we have
d (L1, o2 Py o / 2 2 - 2
i (G2 + 51— [ pivPax) 4 195l +<plV-v]
:—(28+1)/ pv-Vp dX+E(2E+1)/ pv-V(|[v]?) dx
R2 R2
—5/ lv|?Ap dx—252/ pv-Av dx. (3.11)
R? R?

Taking the L? inner product of the first equation in (1.11) with —(2e+1)p?, we have

2e+4+1
_d (et /p3dx —(25—1—1)/ p|Vp|Pdx
dt 6 R2 R2

= (25+1)/ pv-Vp dx+(26+1)13/ p*v-Vp dx, (3.12)
R2 R2

where the first term on the RHS terminates the first term on the RHS of (3.11) upon
addition. Adding (3.12) to (3.11), we find

d (1, 9 Dy .2 9 2e+1 3
(Gl BIvie 2 [ aiviax= 225 [ ax

HIVBIP +2p Vv - 2+ 1) [ piTpiix
R2
= (25+1)]§/ p*v-Vp dx+5(25—|—1)/ pv-V(|v]?) dx
R2 R2

—5/ lv[2Ap dx—252/ pv-Av dx. (3.13)
R? R?

We note that the expression inside the parenthesis on the LHS of (3.13) is not necessarily
positive. Hence, we need to supply terms in order to gain the positivity of the quantity.

Step 2. First, for any positive constant ki, taking the L? inner product of the first
equation in (1.11) with k;p?, we have

d
— (k‘l/ p4dx>+12k1/ pQ\Vp\de:fmklﬁ/ p?v-Vp dx712k1/ p3v-Vp dx.
dt R2 R2 R2 R2

(3.14)
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Adding (3.14) to (3.13), we have

%El(t)—le(t): (25—|—1—12]<;1)ﬁ/ p*v-Vp dx—|—s(25—|—1)/ pv-V(|v[*) dx
R2 R2
—6/ [v|*Ap dX—262/ pv-Av dx—12k1/ p>v-Vp dx, (3.15)
R2 R2 R2

where

Eq(t)

1 P 2e+1 -
S+ VI —e [ pivirax= 2500 [ i [ plax
R2 R2 R2

Dl(t)z||VpH2+€]5HV~vH2f(25+1)/2p|Vp|2dx+12k1/2p2\Vp\2dx.
R R

Second, by taking the L? inner product of the first equation in (1.11) with 2&2|v|?p, we
have

/ €2|v\26t(p2):252/ [v[*’pV - (pv) dx+262ﬁ/ [v[*pV -v dx+252/ [v[*pAp dx.
R2 R2 R2 R2

(3.16)
Taking the L? inner product of the second equation in (1.11) with 2e%p?v, we have

/ 62p28t(|v|2):252/ p*v-Vp dx+253/ p*v-Av dx—253/ p*v-V(|[v]?) dx.
R? R? R? R?

(3.17)
Adding (3.16) and (3.17), we find
d 22112
dt(/ﬂ@sp |v|“dx
= 252/ [v|*pV - (pv) dx+252ﬁ/ [v[*’pV v dx+252/ [v|*pAp dx
R? R2 R?
+252/ p*v-Vp dx+2&:3/ p*v-Av dx—253/ p*v-V(|v|?) dx. (3.18)
R2 R? R?
We note that the third term on the RHS of (3.18):
252/ v[2pAp dx:—252/ \v|2|vp|2dx—252/ pV(VP)-Vpdx,  (3.19)
R2 R2 R2

and the fifth term:
263/ p?v-Av dx
RQ

2—263/ p? (\Vvl|2+|VU2|2)dx—463/ (pv1Vp-Vu1+puaVp-Vug)dx.  (3.20)
R2 R2
Plugging (3.19) and (3.20) into (3.18), then multiplying the result by 2, we have

a (/ 2€2p2|v|2dx>+4€2/ |v|2|Vp|2dx+4€3/ P2 (1Yo + [Voa ) dx

dt \ Jr2 R2 R2

= 452/ [v|*pV - (pv) dx—|—4€2ﬁ/ [v|°pV-v dx—462/ pV([v[®)-Vp dx
R? R2 R2
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+452/Rzp2v.Vp dx—483/Rzp2v~V(|v\2) dx—883/RQ (pv1Vp- Vv +pvaVp- Vug)dx.
(3.21)

Next, we carry out some preliminary energy estimates for both the RHS of (3.15) and
(3.21).

Step 3. For the third term on the RHS of (3.15), we have

5/ [v|*Ap dx 5/ V (lv]?) Vp dx
R? R?

Vol +82 [ (0 IValf + (@ VeP) i (322

<

W~ =

For the fourth term on the RHS of (3.15), we have

252/ pv-Av dx
R2

252/ p(|Vv1\2+|Vv2|2)dx+452/ (v1Vp- Vo + 02 Vp-Vouy)dx
R? R2

IN

£p 2¢3 1
?||V.v||2+f/ p° (Vo +[Voo|?) dx + — || Vp)|?
P Jr2 4
+3284/ ((v1)?|Vor |+ (v2)?| Vo |?) dx. (3.23)
R2
Similarly, for the third term on the RHS of (3.21), we can show that

452/ pV(|v]?) - Vp dx
RQ

882/ (pv1Vp- Vi +puaVp-Vug)dx
R2

< 852/ p2|Vp|2dx+452/ (v1)?| Vo + (v2)?| Vo |*) dx.
R2 R2

(3.24)
In the same way, for the sixth term on the RHS of (3.21), we have
853/ (pv1Vp- Vi +puaVp-Vug)dx
R2
< 853/ pQ\Vp\de+4£3/ ((v1)?|Vor|* + (v2)?| Vo |*) dx. (3.25)
R2 R2

By feeding (3.22) and (3.23) into (3.15), we have

%El(t)—f—Dl(t)§(25—|—1—12k1)/ p*v-Vp dx+e(2€—|—1)/ pv-V(|v]?) dx
R2 R2
—12k1/ p*v-Vp dx—i—%HV-vHQ—i—é/ P (|Vur |+ Voo|?) dx
R2 2 P Jr2
1
+§||Vp||2+(852+3254)/ ((v1)?|Vor |+ (v2)?| Vo) dx.  (3.26)
R2
By feeding (3.24) and (3.25) into (3.21), we have

d
— (/ 252p2|v|2dx>+452/ |v|2|Vp|2dx+453/ p° (Vo [+ Voo |?) dx
dt R2 R2 R2
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< 452/ [v[*pV - (pv) dx—|—4€2/ [v|*pV v dx—|—4€2/ p*v-Vp dx
R2 R? R?
7453/ p*v-V(|v]?) dx+(852+863)/ p*|Vp|?dx
R? R?

+(452+453)/ ((v1)2| Vo1 |? + (v2)?| Vo ?) dx. (3.27)
]R2
By adding (3.27)><% to (3.26), we find

d

%Eg(tH—Dg(t)§(25+1—12k1)/ p*v-Vp dx+€(26+1)/ pv-V(|[v]?) dx
R2 R2

3 4e? 5 4e? 5
—12ky | p’v-Vpdx+— [ |v|*pV-(pv) dx+— [v|*pV v dx
R2 b Jr2 P Jr2

4e2 4¢3 8e2 +8¢3
—|—é p’v-Vp dx—é/ p2v~V(|v\2) dx—+-(66)/ p2|Vp|2dx
P Jr2 P Jr2 p R2

4 2_|_4 3
+<(E€)+852+32€4>/ ((vl)z\Vvﬂz+(U2)2|V02\2)dx’ (3.28)
R2

where

Es(t)

1 p 2e+1
S+ 2= [ (ealvit+ 2 e [

2 2
prdx + é / p? |V|2dx,
R2 P Jr2

Dy(t)

1 ep
a2+ 2 v v - e+ 1) / P Vpl2dx+ 12k, / P*|Vp|2dx
2 2 R2 ]R2
42 2¢3
+f/ |v|2|Vp|2dx+f/ P2 (V0 2+ Vs 2) dx.
P Jr2 P Jr2

We observe that the last term on the RHS of (3.28) is troublesome, as the expression of
Dy (t) contains only the square of Vv. Next, we cook up a quantity to dominate such a
bad term.

Step 4. We write the second equation in (1.11) in the component form as

Osv1 — Oyp=cAvy — an(|v|2),

) (3.29)

Opva — Oyp=eAvy —e0y (|v|?).
For any positive constant ks, taking the L? inner product of the first equation of (3.29)
with 4k5(v1)3, the second equation with 4ks(v2)3, then adding the results, we can show
that

d

4 4 2 2 2 2
dt(kz/RQ(m) +(v2) dx>+12kgs/w((v1) V012 + (v2)? | Voa[?) dx

= 4k, /R2 ((v1)0up+ (v2)*0yp) clx—élkge/m2 (v1)0:(Iv]?) + (v2)?9, (Iv|*)) dx. (3.30)

By adding (3.30) to (3.28), we have

d 4¢?
%Eg(t)Jng(t)g <25+112k1+;)/ p*v-Vp dx+5(25+1)/ pv-V(|v|?) dx
R? R?
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5 4e? 5 4e? 5
—12ky | p°v-Vpdx+— [ |v|*pV-(pv) dx+— [ |v|*pV v dx
R? D Jre D Jgr2

4
= p V- V(|v\ ) dx+4k2/ ((vl)?’('“)zp—i—(vg)?’ayp) dx
RZ

741@5/11@2 ()20 (VI2) + (0220, (V) dx = 3 Li(t), (3.31)
where

Es(t) =

1 2 1
S eI+ Z vl e / plv]2dx — 25T / Ptk / s
2 R2 6 R2 R2

92
—|—f p2|v|2dx+k:2/ (1)1)4—1—(112)4d)<:7
P Jr2 R2

_ 452
Dy(t)= 5 IVl + 2|V -v|* (26 +1) / R / V2| VpPdx
R2 P Jr2
2 3
(12k1— (8¢? +8€ )>/ p2|Vp|2dX—|—7i/ P2 ([Vor | + Vs ) dx
R2 R2

(12k25— )/R? ((Ul)Q\V01|2+(U2)2|V02\2)dx

By choosing

45 +4e
) +8e2 4324

8c2 + 8¢ detd
12k = 25 T8 L 300 41)2, Ik = 224 g g0 (3.32)
P P

we have

Zilpll2 + p 25“‘12
L

D 5 P 2e
P L -
+4Hv|| +4H< pp)v

3 1
Ds(t)= §||Vp||2+§||(1—4(2€+1)19)VpH2+(2€+1)2||pr||2

2+ 2(2e+1)2 82483 o]l
9 12p )Pl

2

1 4€+45
—||pv||2 (

o +9e+432¢° )||v‘i4,

ep 4e? 2¢3
+ o> IV-v]*+ ?|||V||Vp|||2+ ?HPV"HQ‘FE2 (HUlVU1H2 + ||U2V02||2)-

(3.33)
Note that ki =4,ks=0 when e=0, and F5(0) is the same as H; in the statement of
Theorem 1.2. Next, we carry out energy estimates for the RHS of (3.31) by applying
(3.1)—(3.5).
Step 5. By using (3.1), (3.3) and (3.6), we can show that

4 2
|Il(t)|_’<25+1—12k1+6>/ p*v-Vp dx
p R2

4e
(2e+1+12k1+) D26 vV

4e
<didj <25+1+12k1 + > IVplZlpl2 V- V(|2 |[vII2 | Vol
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4 2
<d\d3 (25+1+12k1 + ;) (M16)% || Vp| 2. (3.34)
Similarly, we can show that

[Io(8)| = 6(25“)/ pv-V(|v[?) dx| <2(2e+1)ellpllallvIZs V-]
R2

<2d1dj(2e+1)e IIVpllillpHEHV'VH?||V||§||V~V||
<2d1d2 (26 + 1) (M1 8) (2 |V -v]]?). (3.35)

By using (3.4), we can show that

|13<t>|='12k1 / PV Vp dx| <12k [lpllee Ve[ Vel
R

<12d1d3ka [[Vp2 p 2 V-V 2 V]| = [V

8e2 +8¢3 .
<12dyd2 ky (M162)7 ||Vp||* = dyd? (5;5+3(25+1)2> (M162)2 || Vp|?.

(3.36)
In a similar fashion, we can show that

4e? 2 4e® 2 2 3
a0l = == [ VPV (pv) dx S?(||VHL8||p||L8||V'V||+||VHL12Hp||L4”Vp||)

42 3 1 3 1 5 1 1 1

< (I IE I TP Il 21V vl + sV v E 920 Il 19
4(dt+dyd3)e 1

< UBTDADE 3 r 52 (v v2). (3.37)

Similar to (3.34), we can show that

115 ()| =

4dd? 1
/ VPPV dx ] LS (010 e[V ). (3.39)
Similar to (3.37), we can show that

[T6(t)] =

43 8die

= [ i) x| <25 0 v v (3.39
b Jgr2 p
By using (3.2), we can show that

|I7(t)=‘4k2/ ((01)*0up+ (v2)*Oyp) dx| < 8k2[|V||76]| V|
R2

+4e

2 1
<8 [V VI IVIITpl < 5 (50 103222 ) (10) eV vP). (310

Similarly, we have
(01=[thae [ (@0 °0.(vE)+ (20, (V%) x| < 32hae ] ]

<B2d3 ke |V V[P V]|V -] <32d3 ko (M16%)2 (]| V- v]). (3.41)
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This completes the energy estimation for the entire RHS of (3.31).

Step 6. By substituting (3.34)—(3.41) into (3.31), we obtain
d

aEg(t)“r‘Dg(t)S(81+Bg)”vp‘|2+(82+84+85+B6+B7+Bg)(€”V'VH2), (3.42)
where
2 4e? 1 2 1
Bi=dd; 2€+1+12k‘1+? (Ml(S)z, 82:2d1d3(2€+1)(M15)2,
2 3 N 4 4 3 .
Bs=d,d? (M+3(25+1)2> (M6°)z, 54:%—’_;1034)5(]\4152)27
4dydze 1 8die? o1
Bs=——==(Md)z, Bg = —>—(M16%)2,
p p
2 444 1 1
57:3d§< ; = 9+32s2> (M5)2, Bg=32dsky(M,5%)2.
Hence, when
B<t =13 B <L 2245678 (3.43)
17167 — D lf247 T Ay H Yy hH Y :
we get from (3.42) that
d 1 5 EP 2
—Es(t)+ | Ds(t) — < IVpll" = - IV-v[* ) <0. (3.44)
dt 8 4
In view of (3.33) we see that

1 ep 1 ep
Ds(t) = 2 IVp[? = IV -v[* = 2 [[Vpl* + =~ [V - v (3.45)
8 4 4 4
By integrating (3.44) with respect to time and using the definition of E5(t) (cf. (3.33)),
we find in particular that

AP+ v+ [ ({1901 + LTyl )i < B0

This implies that

Ip)I* +[1v(£)[|* <4(1+1/p) E3(0),
and

¢
/(IIVP(T)H2+€15||V'V(T)||2)dT§4E3(0)- (3.46)
0

In view of (1.18) we see that

() |12+ ([ v(t)]|* < My —1.

(3.47)
Next, we estimate the first order derivatives of the solution.
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3.2. H'-estimate. = We remark that the estimates of the first order derivatives
of the solution bear the same level of difficulty as those for the zeroth frequency. Hence,
we shall continue with the process of cancellation and coupling through higher order
estimates.

Step 1. By testing the equations in (1.11) with the —A of the targeting functions,
we can show that

d _ _
= (IVPIP 4BV -v[*) +2] Ap|* + 2ep| Av]?
= —/ 2p(V-v)+2Vp-v]Ap dx+2515/ V([v]*)-(Av) dx. (3.48)
R2 R2

A direct calculation by using the first equation in (1.11) shows that

1d

2 p2Ap d
2dt Jg.? TP

2
:/pAp[Ap+V~(pv)+ﬁV-v]dx+/ %A[Ap+V-(pv)+ﬁV~v]dx. (3.49)
R? R?

We note that the second term on the RHS of (3.49)

2
/%A[Ap+V~(pv)+]3V~v]dx:/ (pAp+|Vp|*) [Ap+V - (pv) +pV - v]dx.
R2 R?

So we update (3.49), after integrating by parts, as
d _
— R2P|VP|2 dx:/]Rz (2pAp+|Vp?) [Ap+V - (pv) +5V - v]dx. (3.50)
By summing up (3.48)xp and (3.50), we have

d
G (P11 v [ oo ax)
R2

200l =2 [ p(Ap)ax+2e7? AV = M), (351)
where
Nit==2p | (Vpv)p dx+2 [ pAoV-(w) dx+ [ VoPAp dx
+ [ 19T ) dxrs [ VPV -vdx2ep? [ V(vP)-(av) dx. (352)

We note that the expression inside the parenthesis on the LHS of (3.51) is not necessarily
positive. Hence, we need to supply a positive term in order to gain the positivity of
the quantity. For this purpose, a direct calculation by using the first equation in (1.11)
shows that

d
— ]92|Vp|2 dx—l-Q/ p2|Ap|2dx
dt R2 ]R2

_ —2/ p2Ap[V~(pv)+}3V~v]dx—2/ PIVPI2 [Ap+V - (pv)+pV-v]dx.  (3.53)
R2 R2
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By adding (3.53) to (3.51)xp, we find

d
& (P10 19 1= [ Vol x| 190 ax)
+2]§2||Ap||2—2[)/ p(Ap)?dx+2ep ||Av||2—|—2/ p?|Ap2dx = No(t), (3.54)
where

No(t)= pN1(t) —2/ p2ApV-(pv)dx—2p/ p?ApV v dx—2/ p|Vp|*Ap dx
R2 R2 R2
11
—2/ pIVPIQV(pV)dX—?p/ PIVPPY v dx=> " Ji(t).
R? k=1
Next, we carry out energy estimates for No(t).
Step 2. By using (3.1) and Young’s inequality, we can show that

<2p? | Vpllallvi e[| Apl|

|1 =2p%| | (Vp-v)Ap dx

R2

1 ]5 _
<2d3p%||Vp| = || Ap| F ||V 2|V - v]|2 < *2||A13||2+2916d8 PVl IvIPIV-v?
P’ _
SEHAP||2+2916CZ§P2M1||VP||2HV'VH2~ (3.55)

By using (3.1) and (3.5), we can show that

:213

0l =20) [ 8074 ax
<2p (I AplIplE< 1V VI + | Aplpll V] 4] VP o)
<25 (@ |1 8pIP Ip] 7 -vI|+ d3ds || Apl2 o] V]| 7 - vII [ Vp] )
< 2(d3 +dids) p(M16) % | Ap]*. (3.56)

pAp(pV-v+v-Vp) dx
R2

By using (3.1), we can show that

<p|IVp||2al|Ap|| < d2 ||Vl Ap|? < d2ps* || Ap|>.

s(t)| =P '/ Vp*Ap dx
(3.57)

By using similar arguments as in (3.56), we can show that

01 =p| [ [9PV-(w)ax| =25 [ (T ) - () x
R R

_ _ 1 1 1 1
<2589l ol [V 1 ]+ < 2435 gl ol [Vl ] 9 ]

<2d2ds p(M,6)? || Ap|?, (3.58)

where H(p) denotes the Hessian matrix of p. Similar to (3.57), we can show that

5(01=7| [ 192 ax] <393 19 1
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2 -2 P 2 42 2 2
<dip” [ Vel ApllIV- vl < 75 1ApI° +3d o7 V[ * V- v~ (3.59)
Again, by using (3.1), we can show that

| J6(t)| =2ep° <4ep’ [v]| e Vv e[ Av]]

[ VlvP)-(av) ax
R2

_. 1 3 _. .
<ddiep’ |v]|Z]|V-vI[|Av]|= <ep® | AP +27diep’ [v]* [V v *
<ep’|AV|*+27d} Mip? (ep]|V - v|*) |V - v (3.60)

Similar to (3.56), we can show that

|J7(t)=2‘/R2p2ApV-(pV)dX <2(|lpAplllpI 2 IV v + IpAplllIpl Lo IVl o V]| 1)

1 1 1 1
<2 (dg [pAp|[IpI | APIIV - V][ +dids [pAp||Ipll= [Apl Vel V]|V V]| 2)

<2(d2 +d3ds) (M:6)* |pAp||| Ap|| < (d2 +d3ds ) (M;6)* (|[pAp|| >+ || Ap|?) -

(3.61)
By using (3.5), we can show that
01 =20| [ 7809 -v dx| <258l <[V ]
_ _ 1
<2d3p || Ap|lp| [ ApI V- vI| <2d55(M16)= || Ap||>. (3.62)
By using (3.1), we can show that
o)l =2| [ Vo8 dx|<21ppl 191
R
<247 ||pApIVpllllApll < d3 6% (|[pAp]* + [ Ap|?). (3.63)

By using (3.1) and (3.5), we can show that

o(01=2 [ #9- (v)ix
R
< 23~ IVPI3 1V I+ Il IVl Vi)

1 1 3 3 1 1
< 2 (a2 A9 VP IAPIIT -] +aids ol Apl 5 V011 15911 V][9]

< 2(d2d? +dids)(M182)% || Apl|?. (3.64)

Again, by using (3.1) and (3.5), we can show that

|J11(8)| =2p <2p|pllz= [ VpIIZa IV -v]]

/ p|Vp|*V v dx
R2

<2didspp|| = |AplI1= [Vl | AV -]

=2
P N
<5 14pl* +2916d5d5(p) " lpl1* | Vol |V - vI*

=2
< % 1ApI? +2916dids (p) ~* (M16°)[[Vpl*[|V - v, (3.65)
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This completes the estimate for the entire RHS of (3.54).
Step 3. By assembling, (3.55)—(3.65), we find

[N2()] < e [|AV][ + [(Co+Co+ D)l Vpl* +Ca(ep || V- vIP)] V- V2
(4 +D2+Ds+Ds+Ds+ Do+ Dy +Ds ) [ Ap|[2+(Ds + D) [pAp .

where
C1=2916d5p* My, Co=3d] 7, C3=27d5 M, p?,
Dy =2916d5d3(p) " (M16?), Dp=2(d2+d3ds)p(Mi0)%, Dy=d;po?,
Dy=2d2ds p(M:6)?, Ds = (d2 +d3ds) (My6)? D =2d2p(M16)?,
D;=d357, Dy =2(d3d2 +d'ds) (M 62)3 .

(3.66)
Hence, when

p . . p 1 .
M,6%<1, ng%’ ji=2,...,8, and D, gmm{%, 4}, Jj=5,7, (3.67)

it holds that
_ P 1
[N2(8)] < ep” | Av]* + 5 [ Ap])* + 5 IpAp|I*
+[(C1+C2+2916d7d5(p) )| VRIP +Ca(ep | V-v[H)]IV-vIP. (3.68)
By substituting (3.68) into (3.54), we obtain

d
S Ea(8)+Da(t) < [(C1+C2+2916dYd5(p) ) Vpl* +C3(ep V-] [V -v]?, (3.69)

where
)= IVpP 45|V vIP -5 [ pIVoP dxt [ 190 dx
R R

=2

P _ 1, 1
=—IVplI*+ P’V -v|[*+ 5 [BVP—pVp|* + 5 VDI,

2 2 2 (3.70)

3p? _ . 3
D=2 |80l 25 | p(BpPaxter|aviE+ [ pPlanPix
R R

=2
p i i} 1
=5 APl + [[pAp —pAp|* +ep* | Av]* + 5 [pAp] .

We note that F4(0) is the same as Hy in the statement of Theorem 1.2. We also note
that p3||V-v||? < E4(t). Hence, we update (3.69) as

1E4(t) +Dy(t) <

i [(C1+C2+2916d5d5(p) )| Vpl* +Ca(ep |V -VIP)] Ea(®). (3.71)

il =

By applying the Gronwall inequality to (3.71) and using (3.46), we find

Ey(t) < E4(0)exp{2 (C1+C2+Cs +2916d§d§(ﬁ)1)E3(0)} =Cy. (3.72)



TONG LI, DEHUA WANG, FANG WANG, ZHI-AN WANG, AND KUN ZHAO 259

Therefore, by the definition of Fy4(t), it holds that
2541

IVl + (V- v(®)]* < 5 O (3.73)
In view of (1.18) and (3.73) we see that
)
VeI +[V-v(B)]* <. (3.74)

In addition, by substituting (3.72) into (3.71) then integrating with respect to ¢, we
have

t
4
/ Dy(1)dr < E4(0) + 7 (C1+Ca+C3+2916d5d3 (p) ™) E3(0)Cy.
0

According to (3.70), we have

/0(IIAp(T)(t)n?+sp||Av(T)|\2)dT

3 4
< > (E4(0) +5(61 +Co +63+2916d§d§(p)—1)E3(0)c4) =Cs, (3.75)

where the constant Cs is independent of ¢ and remains bounded as ¢ —0. Next, we
estimate the second order spatial derivatives of the solution.

3.3. H?-estimate. By applying A to the equations in (1.11), then taking the L?
inner products of the resulting equations with A of the targeting functions, we obtain

d _ a
7 (18P +p[[AV]*) +2[|VAp|[* +22p [ A(V V)|

=—2( V(V-(pv))-(VAp) dx+2€]5/ A(VIA)A(V -v)dx
R2 R2

:-2/ (V(Vp-v)+(V-v)Vp)- (VAp) dx—2/ PV(V-v)-(VAp) dx

R2 R2

+4€]§/ (V- AV+ |V [P+ Vs ) A(V - v)dx. (3.76)
R2

By direct calculations, we can show that

d
_ﬁ/ p(Ap)de—2/ pIVApPdx
R2

R2
= 2/ Apr-V(V-(pV))dX+2/ pVAp-V(V-(pv))dx
R2 R2
+2]5/ Apr-V(V-V)dX+2ﬁ/ pVAp-V(V-v)dx
R2 R2
+2/ ApVp-VAp dx—/ (Ap)?V - (pv)dx
R2 R2

—p/ (Ap)2v-vdx—/ (Ap)3dx, (3.77)
R2 R2
and

— pz(Ap)deJr?/ p?|VAp[*dx
dt R2 R2



260 LARGE TIME BEHAVIOR AND DIFFUSION LIMIT FOR BALANCE LAWS

= —4/RQpApr~V(V~(pV))dX—2/ p*VAp-V(V-(pv))dx

R2

~4p [ APV V(Y viix-2p [ VAT v)dx
R2 R2

—4/ pApVp-VAp dx+2/ p(Ap)2V - (pv)dx
R2 R2

+2;5/ p(Ap)2V~vdx+2/ p(Ap)3dx. (3.78)
R2 R

2
The operation: (3.76)xp + (3.77) + (3.78)x1/p then yields

d

1
& (Plsave - [ panraxe sl
R2 p

19
2
+2ﬁHVAp||2—2/ p\VAp|2dX+5|IPVAP||2+28132||A(V'V)||2ZZRk(t)’ (3.79)
R? k=1

where
Ri(t)==27 [ (V(Vp-v)-(VAp) dx, Rat)==27 | ((V-v)V):(VAp) dx,

R3(t) =4¢p? /R (v-AV)A(V-v)dx, Ry(t)=4ep? /R (|IVV[*) A(V-v)dx,

Rs()=2 [ ApVp-9(V-()ax, Ra)=2 [ 59ap-V(V- (o))
Re(t)=2p /R APV V(Y v, Ri(t)=2 [ ApVp-VAp dx.

Ra(t) == [ (897 (pv)ax. Rio(t) =5 [ (ApPV-v dx.
Ru(t)== [ (ap)ix, Rualt)==> [ V-9 (9 ()i,

2
ng(t):—]%/ p?’VAp-V(V-(pv))dx, R14(t):—4/ pApVp-V(V-v)dx,
R2 R2
4
R15(t):—2/ p?’VAp-V(V-v)dx, Rlﬁ(t):—lg/ pApVp-VAp dx,
R2 R2

R17(t):%/Rzp(Ap)zV«(pv)dx, Rls(t):2/RQp(Ap)2V.v dx,

Rig(t) :%/Rz p(Ap)3dx.

Next, we shall estimate the RHS of (3.79) term by term. However, due to a large
number of terms to be estimated, the detailed analysis is long and not reader-friendly.
To simplify the presentation, we only present the resulting estimate, while the detailed
arguments are left to the Appendix. Indeed, after a series of energy estimates by using
(3.1)—(3.5), we can show that

19 _

1
pAG] Sg \IVA17H2+273 [PV Apl* +ep | AV )| + K1 (I VPl + [ Ap]1?)
k=1
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+C2 ([ Vol + | AplI* +ep IV -v][?) (Bl Apl* +27(| Av]?) (3.80)

for some constants Iy and Ko which depend only on Mi,d,p and the constants in (3.1)—
(3.5), and remain bounded as € — 0. By substituting (3.80) into (3.79), we have

d (_ ~ 1
& (Pl e 1avi= [ apaxce Slasl?)
R2 p
2
+2pVapl? -2 [ VAP 21V apP 2R | AT V)
R
P 1 ~
<L VA + o IV ApIP 47T )+ (1981 +1817)
I (V1P + 181+ <V vI) (Bl 9>+ [AVP).

which yields

%Eg, (t)+ Ds(t)

< K1 (Il +12p)1%) + K2 (IVPI* + 1 Ap|* +25]V-v]?) (pIIAPIIQerQIAVIQ(), |
3.81

where
Es(t) = 2| Ap|2 + PIAVIE + = 15Ap — pAplP + — pAp]?
2 2p 2p ’
D 1 1 _
Ds(t) =75 IIVAPIIQJrEIIVAp—10VAp||2+2*25 [PV Ap|%+ep?|A(V V)2

Note that p||Ap||? +p?||Av||? <2E5(t). Hence, we update (3.81) as

d _
— s (0)+ D5 (8) <K ([ VpI” +[12p]%) + K2 ([IV]* + | Apl* +2p [V -vI[?) B5 (1),

dt
(3.82)
Applying the Gronwall inequality to (3.82), we find

t
Es(t)<eXp{’C2/ <||Vp|2+||Ap2+szaV-v2)dT}
0

x <E5(0)+IC1/0 (IVp||2+|IApll2)dT>-

In view of the uniform-in-time integrability of || Vpl|?, ||Ap||* and ep||V - v||? (cf. (3.46),
(3.75)), we see that Es5(t) <Ks, for some constant K3 which is independent of ¢ and
remains bounded as € — 0. This implies that

I8RO+ lavOP <2 (5 + 2 ) Ko (3.83)

By substituting the upper bound of Es5(¢) into (3.82), then integrating the result with
respect to t, we have, in particular,

/0 (IVAP() 12 +p | AT -v(r)|) dr <K
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for some constant which is independent of ¢ and remains bounded as € — 0.

Next, we shall work on the third order spatial derivatives of the solution, in order
to gain the desired energy estimates stated in Theorem 1.2. The proof is in exactly
the same spirit as the H'- and H>2-estimates. However, the detailed arguments involve
the estimation of more than 50 nonlinear terms, whose presentation is not reader
friendly. For the sake of brevity, we omit the technical details. Moreover, by applying
similar arguments as in Sections 2.5-2.8 for the 3D case, we can improve the temporal
integrability of ||V-v|%., and establish the global well-posedness, long-time behavior
and zero chemical diffusion limit results for the 2D case. The detailed proofs are
omitted to simplify the presentation. This completes the proof for Theorem 1.2.
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Appendix A. Derivation of (3.80). In this appendix, we first provide the detailed
derivation of (3.80). The proof involves the estimates of more than 30 nonlinear terms,
which is achieved by using (3.1)—(3.5), Cauchy-Schwarz and Young’s inequalities. In the
subsequent energy estimates, a generic constant, denoted by 7, which is to be specified
at the end of the proof, will appear frequently. To simplify the presentation, we use
d to denote a generic constant which has sole dependence on 7 and the constants in
(3.1)—(3.5).

For Ry(t), we have

|R1(t)|=2p

| (9(7p-v))-(va0) dx

E‘Rn—i—Rm‘-

=2p /]R2 [H(p)-v+(Vv)"-Vp|-(VAp) dx

For Ry1, we have

‘Ru‘:Qﬁ

|, )+ () dx

_ _ 1 3 1 1
<2p|[H(p) | Lal[vllz+ IV Apll < dp| Apl| 2 [[VApl 2 [[v]|2 |V - v |2
<n|VAp|*+dp* | AplP VIV -vI* <0l VAp|* +dp* Mid || Aplf?,

for some positive generic constant 1 which will be specified later.
For Ry5, we have

‘Ru’:Qﬁ

/R ) [(Vv)T-Vp]-(VAp) dx

<2p[IVVliLalIVplls VAP <dp|[V-vZ | Av][2[[Vp[Z || Apl| 2|V Ap]|
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<n|[VAp|*+dp* ||V -v[[|Av[[[ Vol Apl <[V Ap|* +dp*s (|| Av]® +[| Ap|?) .-

For Ry (t), similar to the estimate of Ri2, we have

[Ra(t)| =2p <n|[VAp|*+dp* s ([|Av] + (| Ap]?) -

/R2(V-V)Vp- (VAp) dx

For R3(t), we have

| Rs(t)| = 4ep”

/ (v-AV)A(V-v)dx
R2

<Aep? [V L[ AV] L |AV V)| S dep® V][ Z IV -V 2| AV AV )2

-2
Ep _
< ANV V)P +dep?|[VIP Vv Av]*
ep? 2 - 2 2
< LAY v)|P-+d3y 55V v ) AV
For R4(t), we have

| Ra(t)] = 4ep” <Aep?|[VVI[La AV V)

/ (IVV[*) A(V-v)dx
R2

2
_ Ep -
<dep?||V-v][IAVII AV V) < - AV V)P +dp (ep V- VIP) | Av] .
For R5(t), we have

| Rs(t)| =2

/R2 ApVp-V(V-(pv))dx

=2

ApVp- [H(p) v+ (V)T Vp+(V-v)Vp —i—pAv] dx
RZ

=2|Rs51+ Rs2+ Rs3 + Rsal.

For R51, we have

Rarl=2| [ ApTp- () x| <21 8pls [Tl G o
<AV AP APl T8l VIV VI <0l VAR +dlApI VRl APl ¥V -]

<n|VAp|*+d(M1d)= (IVpl* +]|Ap*) || Ap]>.

For Rs2, we have

Raal=2| [ ApTp- (V)7 9p] dx| <21 ol | Apl e 9
R

<d|[Vp||Ap|> | VAp||Z ||V -v]|Z]|Av|?
<n|[VAp|2+d|[Vp| | Ap|*|V -] | Av]*
<[V Ap|2+d63 | Vp|5 | Apl|F ]| Ap|F [|Av]E
<n||VAp|?+d55 (| VplllAp]?+ || Ap|2IAv]?).
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For Rs3, we have

| Rss3| =2 <2||VplLsl|Apl sl V- vl|Ls

/]R APV [(V V) Tl

<n||VAp|*+d5s (| V| Apl + | 2p]* | Av]?).

For Rs4, we have

Rasl=2| [ A0 pAvIax| <21l [ple vl s A

1 1 3 1 2 2 4
<dlpllZ [Vl |Apl= [VAp|IZ [Av]| <nVAp|* +dllp|l= [ Vpll* [ Apl*|Av]|s
<n|[VAp|*+d(M6) (| Ap||3 | Ap]| 7| Av]|=
<n|[VAp|*+d(Mié)= ([|Ap]* + [ Ap[* [ Av]?) .

For Rg(t), we have
|R6(t)|:2‘/ pVAp- [H(p) - v+(Vv)T-Vp+(V-v)Vp+pAv]dx
R2
=2|Re1 + Rez + Re3 + Rea|.

For Rg1, we have

R61|=2’/ pVAp-[H(p)-v]dx| <2|p| = [IVApl[[[H(p) | + [ V]| s
R2
<dlpl2 | AplIVAP|IE|IVIIZ IV - vIIZ <n[[VAp|* +dllpl*| Apl*| vV - v

<0 VApI* +d M7 || Apl* | Apll*.

For Rgs, we have

| Rea| =2 <2|pll o= IV Apl[[[Vpll L+ [V V] s

/}R2 pVAp- [(VVv)T-Vpldx

<dlpl2 Vol [V Ap[|ApIIV-vIZ | AV <n[VAp|* +clpl[[VRlllApl*V -] Av]
<[ VAp|*+d(Mi6%) % | Ap|P | Av] <[V Ap|* +d (M16%)= (| Ap]* + [ Ap]* [ Av]) .

For Rg3, we have

| Res| =2 <2|pll L= IV A[IVP 4]V - V] s

@wmwwww

<n[|VAp|*+d(M5%)2 (| Apl* + | Ap|*l|Av]?).

For Rg4, we have

R64|:2‘/R2PVAP'[pAV]dX <2||pl < VAPl Av] <d|ip|l AV Ap|l| Av]]

<nl[VAp|*+dllp|*|| Apl* | AVI* <n[[VAp|* +d My | Apl|*|| Av]f*.
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For R7(t), we have

R7(t)|213'/ ApVp-V(V-v)dx| <2p||Av|[[[Vpl|La]|Apl|La
R2

<dp||Av[[Vpl|2 | Apll[|VAD] = <n|[VAp|* +dps [|[Av]|F [ Vp]|* || Ap]|?
_4
<n[IVAp|*+dp? (| Ap|*|Av]*+[Vp]?).

For Rg(t), we have

|Rg<t>|:2\ / ApVp-VAp dx| <2[|Ap|| 1+ || Vpl s [V Ap| < d ||V Ap| 2| V|| | Ap]|
R2

<n|IVAp|*+d | Vp|* [ Apl|* <n|[VAp|* +dd || Apl* || Ap||*.

For Ry(t), we have

| Ro(t)| =

/ (Ap)?[pV v+ Vp-v]dx|=|Rg1 + Roa|.
RZ

For Ry, we have

|Ro1| = <[1ApIZallpllallV -] s

/ (Ap)? [V - v] dx
RQ

<dlAplIVAp[llpl Vel =V vz [|Av]Z <nl[VAp|* +dl|Ap|[lplIVpll| V- v Av]
<n|VAp|*+d(Mi5%)2 | Ap|*|AVI <0 | VAp|* +d (Mi5%)2 (| Apl> + | Ap|*| AV

For Ry,, we have

ool = [ (@07 ¥p-¥]ax| < APV v

<d||Ap||[|V AP VPl 2 [ Ap| 2 V1|2 [V -vIIZ <nlIVApI* +dl|Ap|* [Vl vI[[| V-]
<n||VAP|?+d(M18%) 2| Ap|[* <n||VAp|* +d(Mi6%) % (| Ap|* + (| Ap]* | Ap]%)

For Ryy(t), we have

Rio(0)l=p| [ (8979 v ix| <plpl | -vI < apl gl T A7 ]
R

<[ VAp|*+dp?[|Apl*|IV -v][* <n | VAp||* +dp® 5| Ap]|*.

For Ry (t), we have

Ru(01=| [ (30| < 1apl ol <l ApI [T

<n[[VAp|* +d|| Ap|*|| Ap]*.
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For Ry5(t), we have
|Ri2(t) ‘/ pApVp- [H(p) - v+ (Vv)" - Vp+(V-v)Vp+pAv]dx

= 5 |R121 + Ri22+ Ri23+ Ri24].

For Ri21, we have

4
|Ri21|=— ‘/ pApVp-[H(p) - v]dx

4 1 1 1 1
<- ||P||Loo APl L Vol L [H(p) || La|[viLs < 5 Ipl1Z VAPl ARI2 VDl 2 |[v]Z V- vl

’B

d
<n|[Vap|*+ \IPIIIIAPII4\|VPIIHVIIIIV-VII SnIIVAPII2+?M15IIAPII2IIAPII2.

For Ri22, we have
4 T 4 2
| Ri22| = 7 pApr~ [(Vv)!-Vp|dx| < 5 [Pl Lo VPl Zoe [[ APV - V|

< )pl13 1 9plllAp) IV APV -] <0V ApI2 + 7 IPlITRII2p 1V -]

b
<1

d 1
\VAP||2+]§(M154)2 (IApIPlAp]*+ 1 Apl*).

For Ri23, we have

4 4
Risa =3 | [ pA0¥p-[(7-3)Vldx| < 3 ol [0l 89119

d
<n||VAp|*+ = — (M6 % (| Apl 2| Apl> + (| Ap|?) -

For ]:L’1247 we have
4
|Ri24| == ‘/ pApVp- [pAv]dx

*||P||HVP|| APV Apl| 2 | Av] <7V Ap|* ToE

4
<3 D17 IVl [ Apll| AV

||p|| VI3 (1 Ap]5 | Av|s

d . . . .
<n||VAp|2+ = (M26)7 || Ap||? || Ap||# [|Av]|E

<n||VAp|?+ = (M25)5 (|| Ap|2 | Ap|12+ | Ap| | Av]?).

"E"P\ Y "3'

For Ri3(t), we have

(Rus (1) \ [PV AD[EG) v+ (T3)T Tt (V) Tt pv]

= Zi) |R131 + Ri32+ Ri33+ Rizal.
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For Ri31, we have
2 2 2 2
|R131|:5 p“VAp-[H(p)-v]dx S;”Z’”LWHPVAPHHV pllzallvllza
]RQ
d 1 1 1 1
< 7 ol 2 | Ap|l[[pVAp|IVAp||Z[|v][ 2|V v|2
4 2 d
<3n|pVAp||z||VAp|3 +]; 11| Ap|[*|v]|* |V - v||?

d
SnHVAPH2+2TIIIPVAPIIQ+I;M125HAPIIZIIAPI\2-

For Ri32, we have
2 2 T
|Riz2|= - p*VAp-[(Vv)"-Vp|dx
P |Jr2
2 d 1 1 1 1
SEHPHLWHPVAPHHVPHL4||VV”L4SEHPHZHVP”zHPVAP||||APHHV‘V”2||AV||2
<nlpVARIE + L IVl APIZIY - vII|AY] <0V Ap|2 + -2 (M16%)3 | Ap|2]| A
<n|pVAp| + 3 [p[IVPIIAPIFIIV -v[[[Av] < n|pVAp|| +ﬁ2( 10°)2 || AplI*[|Av||
d 1
SWIIPVAPIIQ+I§(M152)2 (1Apl> + 1| AplIP [ Av]?).
For R133, we have

2
|Ri33| ==
p

/R VAPV V)Vl dx

2
< 5Pl PV APVl LIV - vi[2s

d 1
<nlpVApIP+ — (M18%) % (|| Ap[1* + | Ap]* [ Av]?).

252

For Ri34, we have

2
|R134|=’/ p*VAp-[pAv]dx
D JRr2

2 d
<3 ol lpV Apll| Av]| < 5 IplliapllipvAp]liavi

d d
SnIIPVAPIIQJr? ]| Ap|* | Av SnllpVApll%r?Ml | Ap||?]|Av].

For Ry4(t), we have

R14(t)|—4’/ PApVp-V(V-v)dx| <4|pl|r=[[Vpl| = [ Apll[| Av|
R2

<d|lpll=[|Ap]| > | Vol 2 [VAp|Z | Apll|Av|
<nl[VAp|>+d|pl 5 | Ap| [Vl [ AplF|Av]E
<[ VAp|?+d(M16)5 || Ap|3 | Ap]| 7 | Av]|s
<nl|VAp|*+d(Mi0)F (| Ap[* + || Apl* | Av]?).
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For Ry5(t), we have

| Ras(t)| =2 /RQPQVAP'V(V'V)CZX <2|plli~ IVAP[|Av] <d|lpll|Ap] [V Ap||Av]

<nlVApI*+dllpl*[| Apl* | AvIZ <0 [V Ap|* +d My || Apl|*|| Av]f*.

For Ry¢(t), we have

4
|Ri6(t)] 25 ’/ pApVp-VAp dx
Rz

4
< 5 oV Apl[IVpll || Ap| £
d 1 1 1 1
< 5 oV Ap|l[[Vpll 2 | Apll2 | Apl| 2 ([ VAp]| 2
4 3 d
<3n|lpVAp||3||VAp||>2 T V|12 (| Apl[* | Ap||®

d
SUHVAPII2+277||pVAp||2+Z;5IIAPII2HAPII2~

For Ry7(t), we have

2 2
Rie(t)] = / P(ADP PV v+ p-vldx| = |Rirs + Rira.
]RQ

For Ri71, we have

2
R171|:‘/ p(Ap)2[pV'v]dx
D |Jr2

2
<3 Il APV -]

d d
=5 Pl APIIV APV v] §77||VAP||2+I§Ml5||AP||2HAP||2~

For Ry72, we have

2
|R172| = -
p

/ p(Ap)?[Vp-v]dx
R‘Z

2
< 5lIpllze 1ADIZ4lIVpllza V]l zs

d 1 1 1 1 d
< 7 Ipll (| APV AP Vel Z vz V-V S77|\VAP||2+1§M15HAPH2||AP||2-

For Ryg(t), we have

|R18(t)=2‘AQP(Ap)2V-V dx| <2||pl|p || Ap|| 74|V -V

<d|lp|z||Ap||Z |VAD| |V -v|| <0 || VAD|* +d(M:16%)Z || Ap|)?
<nlIVAp|*+d(M15%)2 (| Apl* + || Al Ap|?) .-
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For Rig(t), we have

|Ryo(t) ’/ (Ap)Pdx| = ‘ /(Ap) |Vp[*dx — 2/ pApVp-VAp dx
S5||Ap||L4||VPHL4+77||VAP||2Jr277||pVA;DH2 5||AP||2||AP\|2
Sg||VP||||AP||2HVAP||Jr77||VA10||2+277HPVAP||2Jr]%5\|Ap||2||APH2
<21

VApI2+2n||pVAp||2+d< )6||Ap2||Ap||2.

By assembling the above estimates, we find that the RHS of (3.79) is controlled by

300||[VAD|*+7n|pV Ap|I* +ep? | AV -v) |2+ K1 (| Vpl* + || Ap||?)
+ K2 (IVpl? + | AplI> +ep [V -v[I?) (Bl APl + 52 | Av]?),

where the constants Iy and Ko depend only on 1, M7,d,p and the constants in (3.1)—
(3.5), and therefore are independent of ¢t and remain bounded as € —0. By choosing
n=min{p/60,1/(14p)}, we arrive at (3.80).

Appendix B. Explicit examples. Next, we provide explicit examples of initial
data which fulfill the requirements of Theorems 1.1-1.2. In the three-dimensional
case, let us consider the following functions

n=1 [sin(ﬁ—f)—i—l}—kB 2nm <r<A4dnm,
po(x): n 2
B, r € (—o0,2nm)U(4dnm,o0);

5[ . T X
n-4 [sm(f—f)—i—l} —, 2nw<r<dnm,
vo(x): n 2 r

0, r € (—o0,2nm)U (4nm,00),

where B >0 is any fixed constant, n €N and r=|x|. Then there hold that V x vq=0,
and

1 1 3

a5 ~J 5 ~Y -5 ~ 7§
lpo = BI*=nz, |voll*=n=, [[Vpo|*=n~2, ||V -vol*=n~2. (B.1)
At the beginning of Section 2, we assumed that

sup (|lp(t) = BI?+[Iv(t)[|*) <Ny, sup_ (IIVP DIIP+V-v(®)?) <r
0<t<T 0<

As the proof proceeded, we required that N1k be smaller than some absolute constant
and obtained the following

Ny =(1+1/B) (Ilpr =Bl +Bllvol*) +1, £=2(1+1/B)[|[Vpol*+ B[ V-vol].
From (B.1) we see that Ny ~n?, k=n~2, from which we see that when neN is suffi-

ciently large, there holds that Nix=2n~!. Hence, the smallness of N1« can be realized
by choosing n €N to be sufficiently large.
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In the two-dimensional case, let us consider the following functions

Po(x) = J“Zlm[Si“(J{m‘g)+1}+Av 2f(nym <r <Af(n)r,

A, 7€ (—00,2f(n)m)U(4f(n)m,00); )
vo(x) = Msi“%—g)ﬂ]-? 2f(n)m <r<4f(n)r,

0, 7€ (—00,2f(n)m)U(4f(n)m,00),

where A >0 is any fixed constant, n €N, r=|x| and f(n) >0 is to be determined. Then
there holds that V xvy=0. As the proof in Section 3 proceeded, we obtained the
following qualitative relations:

o M;=4(1+1/A) E3(0)+1,

2(1+1/A)

o [IVP@I*+IV-vOI* <=

E4(0)exp{ (2M1+1)E3(0)},

SN

where

2e+1

1 A
o Ba0)= g lpo— AP+ G IvIE e [ (oo AlvoPax— 2 [ poA)axt
R2 R2
4 2¢? 2, |2 4 4
ki | (po—A)"dx+— [ (po—A)7|vol"dx+kz [ (vo1)"+(vo2) dx
R2 A R2 R2
= lpo— AIP +[voll*+ lIp0 — Al + 22 o — A)voll + [vol

A ) 1 1
o E4(0)= B ||VP0H2+A3||V'V0||2+§ | AVpo — (po *A)VPOHQJFQ [[(po— A)Vpo|?

=~ |[Vpol®+IV-vol* + [|(po — A) Vo .

For the functions in (B.2), direct calculations show that

EsO=n o BO= Fp T i (B3)
which imply
2 n'
M= By
Let
5:WE4(O)GXP{%(2M1+I)E3(O)}.

According to (B.3), we see that
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In the proof in Section 3, we required that §, M6 and M;? are smaller than some
absolute constants. From (B.4) and (B.5) we see that

M6= [f(717,)]2 (n2+ [f(n:)]2>2exp (n2+ [f?:)]?>2+ (n2+ [le:)]z>

Hence, the smallness of §, M0 and M;6% can be realized by choosing f(n) ~en’ and
n €N to be sufficiently large. In addition, by direct calculations, we can show that
[po—Al|3. =n? and ||vo|3.=n? Therefore, the L?-norm of the zeroth frequency of

the initial perturbation can be potentially large.
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