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Abstract

We derive a model for the non-isothermal reaction-diffusion equation. Combining ideas from non-
equilibrium thermodynamics with the energetic variational approach we obtain a general system modeling
the evolution of a non-isothermal chemical reaction with general mass kinetics. From this we recover a
linearized model for a system close to equilibrium and we analyze the global-in-time well-posedness of the
system for small initial data for a critical Besov space.
© 2022 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Overview

Reaction-diffusion systems are a crucial part in science; from chemical reactions and predator-
prey models to the spread of diseases. These are just a few examples of the applications of
reaction-diffusion systems. Many of these systems have been studied over the last decades at
a constant temperature or the equivalent in the respective field. In recent years however, the

* Corresponding author.
E-mail address: jsulzbach@hawk.iit.edu (J.-E. Sulzbach).

https://doi.org/10.1016/j.jde.2022.04.009
0022-0396/© 2022 Elsevier Inc. All rights reserved.


http://crossmark.crossref.org/dialog/?doi=10.1016/j.jde.2022.04.009&domain=pdf
http://www.sciencedirect.com
https://doi.org/10.1016/j.jde.2022.04.009
http://www.elsevier.com/locate/jde
mailto:jsulzbach@hawk.iit.edu
https://doi.org/10.1016/j.jde.2022.04.009

C. Liu and J.-E. Sulzbach Journal of Differential Equations 325 (2022) 119-149

focus shifted towards the analysis of non-isothermal models, that is systems with a non-constant
temperature, leading to an additional non-linear equation to govern the temperature evolution.

For the chemical reaction-diffusion equation, the addition of a heat term not only adds an
equation to the system, but also the material properties are affected, e.g. with different local
temperatures the viscosity and the heat conductivity can change. For the chemical reaction in
particular, the heat term also changes the reaction rate in the reaction. These thermal effects in
the chemical reaction equation have been studied from a chemical and engineering point in [1],
[6] and [34] or more recently [39] and [10].

In the mathematical theory of non-isothermal fluid mechanics there are two different ways to
find and prove the existence of solutions. One method is to study the existence of weak solutions.
We refer to [14] for dealing with a general Navier-Stokes-Fourier system and to [5] and [12] for
some applications of the general theory. Whereas the other method is to study the well-posedness
of global solutions of the system [8], [9] and [2]. In this paper we follow the later approach study-
ing the well-posedness of the reaction-diffusion system with temperature in a critical function
space. In addition, we present a new approach in the derivation of non-isothermal models in fluid
mechanics. This approach follows the theory of classical irreversible thermodynamics [22] and
[27] and adds a variational structure to it, see [28] and [26] for the application of this approach to
the ideal gas system. Other works that follow this idea but in a different setting or with a different
variational structure are detailed in the book by Frémond [15] and the articles by Gay-Balmaz &
Yoshimura [16,17] for example.

We consider the following system for the chemical reaction-diffusion system close to equilib-
rium, where we denote the concentration for each chemical species by ¢; fori = A, B, C and the
absolute temperature by 6. Further, we denote the equilibrium state by (¢4, ¢g, cc, 6) and the
system then reads

0;¢c; —k“Aci = —0; Ry +k°V - (c,-Vln@), fori=A,B,C (1.1
Ve - VO |VO|?
ZkQCi[a,e—kf)( lc,- + = >:|=/<A9+Zaik99R,
' ) ’ (1.2)
. |V (ci0)|
k)2 D 4 A(ci0
+( ),Z[(m g T )}
where
Rt=k01n(ﬂ)—k"1ne+kf
cc

The goal of this paper is to show the well-posedness of the above system in a critical Besov
space. By a critical space we mean a function space that has the same invariance with respect
to scaling in time and space as the system itself. The scaling we consider is (¢;,0) — (cf‘, 6%)
where

cH(t, x) = ¢; (W%, Ax) and 0*(t, x) = 0(2%t, Ax).

A natural function space to consider would be the Sobolev homogeneous space H%/2 but for the
initial data in this space we cannot state the well-posedness result due to the lack of an algebraic
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structure. This can be overcome by considering the initial data of the problem in the critical

5d/2
Besov space B, .

This paper is structured as follows. In the next section, we present an overview of non-
equilibrium thermodynamics and the framework of our result. This is followed by the derivation
of the general model of a chemical reaction-diffusion system using these new ideas in Section 2.
In Section 3 we state the main definitions and theorems of the theory of Besov spaces that are
used to show the well-posedness of the system. The main result, i.e. the well-posedness of the
non-isothermal chemical reaction-diffusion system close to equilibrium, and its proof can be
found in Section 4.

1.2. Non-equilibrium thermodynamics

The theory of non-equilibrium thermodynamics derived from irreversible processes has been
developed almost 100 years ago. Starting from the 1930s seminal work by Onsager ([31], [32])
formulating his principles of irreversible thermodynamics with some underlying assumptions.
The idea is to extend the concept of state from continuum thermostatics to a local description
of material point in the continuum, i.e. every material point that constructs the continuum is as-
sumed to be close to a local thermodynamic equilibrium state at any given instant. Therefore,
we can define the state variables and state functions such as temperature and entropy past their
definition in equilibrium thermostatics. This theory is known as Classical Irreversible Thermo-
dynamics (CIT) ([22]). Besides the classical set of state variables, thermodynamic fluxes are
introduced to describe irreversible processes. In particular, the rate of change of entropy within a
region is contributed by an entropy flux through the boundary of that region and entropy produc-
tion inside the region. In CIT the entropy flux only depends on the heat flux. The non-negativity
of the entropy production rate grants the irreversibility of the dissipative process and states the
second law of thermodynamics. The introduction of the local equilibrium hypothesis led to an
impressive production of scientific research, but it is also the breaking point of the theory. For
systems far from equilibrium the CIT does no longer hold.

To extend the scope of the applications of non-equilibrium thermodynamics beyond the CIT,
Truesdall, Coleman and Noll among others introduced Rational Thermodynamics (RT) ([37],
[7]1, [24]). The main assumption of RT is that materials have memory, i.e. at any given time,
dependent variables cannot be determined by only instantaneous values of independent variables,
but by their entire history. Thus speaking, the concept of state as known in CIT is modified and
extended. One drawback of RT is that temperature and entropy remain undefined objects.

In both CIT and RT, limitations of the possible form of the state and constitutive equations
are obtained as a consequence of the application of the second law. No restrictions however, are
placed on the reversible parts, since they do not contribute to the entropy production. By using a
Hamiltonian structure restrictions on the reversible dynamics are provided. An early version of
a Hamiltonian framework for non-equilibrium thermodynamics was proposed by Grmela ([19]),
based on a single generator. This approach however was superseded by the work of Grmela and
Ottinger ([20], [21]) proposing the so called GENERIC formalism (General Equation for the
Non-Equilibrium Reversible-Irreversible Coupling) and further developed by Ottinger ([33]).
The GENERIC formalism relays on the generators, E the total energy and S the entropy. This
gives the theory more flexibility and emphasizes the central role played by the thermodynamic
potentials. The main achievement of GENERIC is its compact, abstract and general framework.
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In this level of abstraction lies also the main difficulty of the formalism, its application to specific
problems.

1.3. Framework of this work

The approach to non-equilibrium thermodynamics in this paper follows some of the ideas
of the classical irreversible thermodynamics (CIT) and extends it to a variational framework.
The main assumption in this framework is that outside of equilibrium, there exists an extensive
quantity S called entropy which is a sole function of the state variables.

The structure of the derivation of the thermodynamic model is the following. We introduce
the free energy W as a basic quantity to define the material/fluid properties. From here, we derive
the thermodynamic state function of the system. In the second step, we define the kinematics of
the state variables. Next, we derive the conservative and dissipative forces by using the Energetic
Variational Approach (EnVarA) [23], [18], [29] inspired by the work of Ericksen [13] and com-
bine them with Newton’s force balance. In the last step, we apply the laws of thermodynamics to
the state functions and obtain the full model system.

We recall the following definitions from thermodynamics [30], [35].

Free energy: The free energy W is a thermodynamic function depending on the state variables.
The change in the free energy is the maximum amount of work that a system can per-

form.

Entropy: The entropy given by s = —dy W is an extensive state function. By the second law of
thermodynamics the entropy of an isolated system increases and tends to the equilibrium
state.

Internal energy: The internal energy e = W + s6 is an extensive state function. It is a thermo-
dynamic potential that can be analyzed in terms of microscopic motions and forces.

In addition to the state functions we recall the laws of thermodynamics [4].
The first law of thermodynamics relates the change in the internal energy with dissipation and
heat

e g . (s.m-v (1.3)
de v . (5.w)-V.q. _
dt 4

where X denotes the stress tensor of the material and u its velocity; this part expresses the work
done by the system; and where g denotes the heat flux. We note that every total derivative can be
written as follows

ds
—=V.j+A, 1.4
a7 Jj+ (1.4

where in case for the entropy j denotes the entropy flux and § is the entropy production rate. The
second law of thermodynamics states that the entropy production rate is non-negative:

A>0. (1.5)
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2. Derivation

In this section we derive a thermodynamic consistent model for the chemical reaction-
diffusion equation with temperature. For more details on chemical reactions we refer to the book
by Kondepudi & Prigogine [25] and for a general chemical reaction equation derived by the
energetic variational approach we refer to Wang et al. [38].

We consider the chemical reaction
aA+BB=yC

and denote the concentration of each species by c¢;, wherei = A, B, C.
The kinematics of the concentration c; for each species is given by

orci +div(ciu;) =r(c,0) (x,t) e x(0,T) fori=A,B,C 2.1)

where u; : Q2 — R” is the effective microscopic velocity for the i-th species and r(c, 0) denotes
the reaction rate and we assume that r(c, 8) = 0 at equilibrium, i.e. the concentration of A and B
lost in the forward reaction equals the amount gained in the backward reaction and the same for
the concentration of C. In addition, we assume that u satisfies the non-flux boundary condition

ui-n=0 (x,T)€d x (0, T). (2.2)

Moreover, we assume that the temperature moves along the trajectories of the flow map.
For the free energy we have the following equation

Y(e.0)=Y Yi(ci.0) =Y kiciflnc; — k] c;01n0 (2.3)
i i

where for each species we consider the free energy of the ideal gas and we set the stoichiometric
numbers to be one.

From the free energy we obtain the following thermodynamic quantities. The entropy is given
by

s(e.0) =Y si(ci.0) = —% =—Y ci(kfInc; —k{ (Ing + 1)). (2.4)

1

Remark 2.1. We note that the free energy is convex in the temperature variable 6. This allows
us to apply the implicit function theorem and solve the entropy equation (2.4) for 6, i.e. 0 =

0(¢p,Ve,s).

Next, we can define the internal energy as follows

e(c,0) =Y _ei(ci,0) =V +0s =1 — g0

2.5
= Zk?cie =:e1(c,s)
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where we have used the convexity of the free energy i with respect to 6 to write the internal
energy in terms of ¢ and s.
Next, we define the chemical potential as

i = 0, Wi (i, 0) = kSO(Inc; + 1) — k?6 6. 2.6)

We observe that at equilibrium we have

HnaA+up=uc 2.7
and by using the definition of the chemical potential we obtain

k(‘ kC
in (S0 ) = ok 4. k) — (5 + 45— K2 29

C
Cc

and

kS kS 0420 10
A'B k% +k%—k
Ca B ARG

= oy = Kea® (2.9)
Cc

where K., (6) is the equilibrium constant for a fixed temperature 6 of the reaction equation.

Remark 2.2. The quantity n4 + up — ¢ is known as affinity of a chemical reaction, introduced
by De Donder as a new state variable of the system. Its sign shows the direction of the chemical
reaction and can be considered as the driving force of the reaction.

Now, we return to the chemical reaction and write it as the following system of ordinary
differential equations.

1 d
r=—2¢, fori=A,B,C (2.10)
o; dt

and 0 = («, B, —y). We observe that if we subtract two of the equations we end up with two
constraints

dca dcc ch dcc

2 =0, R
ydt+ dt dt ﬂ

and as a consequence we obtain
yea+acc =Zo, yep+ Bec =21,

where the constants Zy and Z are obtained by the initial concentrations. Thus we only have one
independent free parameter left, which we will call reaction coordinate R(¢) and we can write

¢i(t)=cio—oiR(t), fori=A,B,C. @2.11)
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Moreover we have that the reaction rate r is given by r = 9; R(t) = R;(t).
This allows us to rewrite the free energy in terms of the reaction coordinate and temperature,
ie.

Y(R,0)=>_ vi(ci(R),0). (2.12)

Next, we introduce the dissipation due to the reaction D(R, R;). Applying the principle of virtual
work we obtain that

SF(R,0) _D(R, Ry)

2.13
oR R; ( )
where
SF(R.0) N
SR = —"HA—HKUB T UC
Ky K
C,y C . . .
=06k + k% — k%) —91n< AkgB ) —0(k§ + kG — k)
C
C

The law of mass action determines the choice of the dissipation function. The general form of
the dissipation in the reaction we consider is the following

D(R, R) =i (R, 0)R; In(n2(R, O)Ry + 1), (2.14)
where 711 and 1, are positive functions in R and 6. Details of the derivation can be found in e.g.
[22].

In chemical reactions a linear response function is considered as a simplified function of the
general dissipation term. We obtain

D(R, R;) = n(R, 0)|R|* (2.15)

again with n being a positive function. Using the principle of virtual work with these two dissi-
pation terms yields the following reaction rates

k¢ 4

0

r =R, = A8 —1 (2.16)
cc exp(k°)

for the choice n{ (R, ) =6 and 12 (R, 8) = 1 which we can write as the usual law of mass action

ri =Ry =kys(ce,0)cacp —k(cc,0)cc, (2.17)
where
eké/kv 1
kg~ and k, ~ —.
cc cc
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Similar, for the linear response theory we obtain

CACB

r ZZRtZkCln( )—i—keln@—kc (2.18)

cc

where we assume that kic = k¢ and k? =k for i = A, B, C. The above observations can be
summarized in the following ODE system, where the derivation of the temperature part can be
found at the end of this section.

In addition to the reaction part we also consider a diffusion part in the concentration. To this
end we introduce the dissipation due to diffusion

D =3 miei. O)uj +v|Vuil®.

1

Remark 2.3. Note that the dissipation depends on both the velocity of the flow map u and its gra-
dient Vu. Thus the parameters in front of the two terms can be seen as an interpolation between
a Darcy-type and a Stokes-type of dissipation.

Applying the principle of virtual work for the concentration part we obtain
VP =V(cive, — ¥i) =i Vi, (2.19)
where P; denotes the pressure and has the form
Pi=cife, — Yi =kcib. (2.20)
Lemma 2.4. The pressure satisfies
VP =c¢iVi +sV0.
Proof. From the definition of the pressure we have P;(c;, 0) = v, ¢; — ¥ and thus we compute
VPi(ci,0) =VWep—V)=¢iVYe + ¥, Vei = VY
=¢iVye, + Ve, Vei — e, Vei — Yo VO =c¢iVipe, +sV0. O

Next, we apply the MDL and compute the variation of the dissipation with respect to the
microscopic velocity u. This yields

1
SMEDM’ = Zf ni(ci,u; -t +vVu; - Vidx
Q

:2/ ni(ci,Nu; -t — vAVu; - iidx
Q

and hence the dissipative forces are
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faiss =ni(ci, Ou; —vAu;

From the classical Newton’s force law for the concentration we deduce that the sum of the con-
servative and dissipative forces equals the change in the momentum, i.e.

d
fcons + fdiss = E(Ciui)
Thus we obtain
d .
vAu; —n;(ci, 0)u; — VP = E(Ciui) = 0 (ciu;) +div(ciu; ® u;) (2.21)

Remark 2.5. This is the momentum equation for the compressible Navier-Stokes equation with
the addition of a Brinkman-type contribution in the dissipation.

Before taking a closer look at the laws of thermodynamics we provide to useful Lemmas.
Lemma 2.6. ¢; 5(c, s) = dse1(c, s) =6(c, s).
Proof. Applying the chain rule to the left-hand side of the equation yields

dser(c,s) =0s[¥(c.0(c.s)) +6(c,s)s]
= Yp0s + 055 +0(c,s) =0(c, s),
where we used that s = —¢g. O
Lemma 2.7. ¥ g(c;, 0(ci, 5)) = ey, ; (i, 5).
Proof. By the chain rule applied to ey, , (c;, s) we have
8(},‘61[ (Cia S) = 861 [1//1 (Ci7 Q(C, S)) + Q(Ca S)S]
zwt‘j +w996i +9c,-S:W¢- D

We note that we have a weak duality of the time evolution of the temperature and the total
derivative of the entropy in the following way.

Remark 2.8. If 6 evolves as %9 = 6; + u - VO then by testing this equation with the entropy s
in the weak form yields

/@s +u-Vlsdx =— / 5:0 +div(su)f dx. (2.22)
Q Q

Thus s satisfies %s =s5; +div(su).

In the computations of the laws of thermodynamics we use the following constitutive relations
and assumptions
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e the Durhem equation ¢ = j0;
e Fourier’s law g = —«' V0,
e the positivity of n;, i.e. n;(c;, 6) > 0.

The general form of the first law of thermodynamics reads

% (K + 1) = work + heat,
Q

where in our case the kinetic energy K =), c;|u; |2. Then we compute
i/el(c,s)dx:/[zel it + €145 Jdx (2.23)
dt — ’
Q @ !
Using the kinematics for the density ¢; from equation (2.1) we obtain
= / [Y ere (= V- (ciu) —oiR,) + e1 45 )dx
o i
Applying Lemma 2.7 yields

= / [- ZV (erqciui) + ZVWC,-CI' Ui — chia,-R, + €155 dx
& i i i

In order to have the full expression for the gradient of the pressure we have to incorporate the term
sVO which can only occur if the kinematics for the entropy are as in Remark 2.8 and equation
(2.22). Moreover by equation (1.4) we have

= [ [= V- (D ercciui+erssu) + VY Yoci-ui+sVers-u
i i

Q

=) WeoiR +ei (V- j+ A)ldx

l

By Lemma 2.6 and the Duhem equation we have

= [ [ -V. (Zel,qciui —i—el,ssu) + VZWC,-Q' ‘u; +sVeys-u
i i

Q

- Vo
—ZWc,-UiRz +v.g-L 7 +6A]dx

1

Now, we can apply Lemma 2.4 to obtain
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:/[_ V. (Zel,c,-ciui +€1,ssu)+V~q+ZV(wcip —Cj) - Uj
Q i i

— > Ve oiRi — g +0A]dx
i

From the definition of the pressure and the absence of external forces and heat sources we have
that

- Vo
:/[Zwy Ui — Y Y0 R — qT +0A]dx
Q i i

where we used that the divergence terms equal to zero under the boundary conditions u - n =0
and V@ - n = 0. Thus we have

= / > (vAu; — i, O)ui + 3, (cup) + div(ciu; @ up)) - uidx
J 4

l
q-Veo
[ Sk~ onas
o !

and integration by parts yields

= / [ (= vIViil* = n(ci, 0)uf — oi Rylui|* — pioi Ri) |dx

Q i

q-Veo
- / [—5— +0Aldx 2.24)
Q

1 d .
— Ezi:(E/Ci|u,~|2dx+/d1v(ci|u,-|2u,-)dx>
Q Q

where we used the reaction equation and the momentum equation to express the pressure term.
Since there are no external forces or heat sources in our system the total internal energy must be
conserved and we obtain that

1
A= g(ZUWWIZ + Z(aiR, + r}(ci,G))lu,-|2 + Z,u,-aiR, +
' i i

1

K| V|2

). (2.25)

We observe that we have to restrict the function 7;(c;, #) and the reaction rate R; such that

Z (0i Ry + i (ci, 0)) lu;|* > 0.

l

Thus, we note that the second law of thermodynamics A > 0 is satisfied as long as 8 > 0.
In addition, we have shown that the total energy, i.e. the sum of the kinetic energy and internal
energy is conserved
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d
E/K(C’ u)+ei(c,s)dx =/ work + heatdx =0 (2.26)
Q Q

since we assume that there are no external forces and no heat flux through the boundary.
Moreover, we have that the total entropy is increasing in time, i.e.

d
E/S(C’ 0)dx =/s, + div(su)dx = /divj + A >0, 2.27)
Q Q Q

where we assume that there is no entropy flux through the boundary.

The above derivation can be summarized in the following general model for the chemical
reaction with temperature

0;¢c; +div(cju;) =—0oR;, fori=A,B,C (2.28)
O (ciui) +div(ciu; @ u;) — vAu; +n;(ci, O)u; =kVe;0 (2.29)
ds + div(Zsiu,-) = div <"%9) +A (2.30)
i
where
Ry =ri=ky(cc,0)cacg — kr(cc,0)cc (2.31)

for the general law of mass action or

CACB
cc

R,=r2=kC1n< )—i—kgln@—kc (2.32)

for the linear response theory. In addition, we have that the entropy production rate is given by

1

1 Kk|VO?
A= 5(Zv|wi|2 £ (iR + (e, 00) i + 3 ioi R, + S0 ) 233)
i i i

where the chemical potential is defined as

wi =k0(nc; +1) —k%601n6 (2.34)
and the entropy is defined by
s=Y si=— c¢i(kInci —k(In6 + 1)) (2.35)
i

After deriving the general model for the reaction-diffusion equation with temperature we con-
sider a simplified version. To this end, we make several assumptions.
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e First, we assume that the dissipation D depends only on the velocity u and not on its deriva-
tive, i.e. the dissipation we consider is of Darcy type.

e Second, we assume that Newton’s force law reduces to a force balance between conservative
and dissipative forces, i.e. frons + faiss = 0. This yields a Darcy type law for the velocity
17(C,', 9)14,' = —VP,'.

e Finally, as a consequence of the above we assume that we can neglect the influence of
the kinetic energy and set it equal to zero. Thus the conservation of internal energy holds

4 [ ei(p,s)dx =0.

Hence, we obtain the reaction-diffusion equation with temperature for a Darcy type velocity.

o;c; +div(cju;) = —oR;, fori=A,B,C (2.36)

ni(ci, O)u; = —kVe;0 (2.37)

dys +div(Y_ siup) = div YON LA (2.38)
t A4} - 9 .

i

where

Ry =r1=ky(ce,0)cacg —ky(cc,)cc
for the general law of mass action

R =r =k In (CACB) £ ke — k°

cc

and for the linear response theory. In addition, we have

1 k|VO?
A= 5(12v|w,-|2 + ;(oiRt +n(ci, 0))lu; > + Xi:MiGiRt + =

wi =k6(nc; +1) — k%0 1n6

S—ZS, = ch kclnc —k9(1n0+1))
l

This system of equations can be written in a condensed form by eliminating the velocity in the
reaction and entropy equation. Moreover we take a closer look at the temperature. To this end,
we explicitly compute the left-hand side of equation (2.38).

3,0
s ==Y (kK°dciIne; +kdc; — k?dci(Ing + 1) —k¥c; ’9

i

) (2.39)

and
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div() ~siup) = — div (Zc,- (kInc; — k% (In@ + 1))u,->

i

0
(2.40)

=_ Z |:kc Inc; div (c,-u) 4+ k“u;Ve; — ke(lné + 1) div (c,-u,-) — keciuiﬁ}

i
Adding these two equations and using the reaction equation for the concentration we obtain

dys +div()_siui) =Y (KInc; +k =k (In6 + D)oi R, + Y _ ke divu
i

i i

i
+ Xi:k(’g’(a,e +u;VO)
Thus multiplying the entropy equation by 6 yields
005 +div(d_siu)) =D Kci(@,0 +ui Vo) + Y kcif divu;
i i i

+ ) (i +KO0iR,

i

and the temperature equations reads

Zkeci (8,0 + div(Qu;)) = k AO + ZaikaeR, + Z (Vi >+ ni(ei, O)lui?).  (2.41)

i i i

This yields the following system of equations for the reaction-diffusion system

dci —k“Aci =—0iR; +k°V - (c;VIn®), fori=A,B,C (2.42)
Ve - VO |VO?
Koci|o,0 — ko — =k AB kPOR
N O e | O W
) (2.43)
+ (k) Z[(,— MM( 9)}

where we have the two different reaction rates derived from the general law of mass action and
the linear response theory

Ry =ri=ky(cc,0)cacp — ky(cc,0)cc,

CACB

Ri=r)= kcln< >+k91n9—kc.

cc
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3. Besov spaces

In this section we will present the theory behind the well-posedness problem for the reaction-
diffusion system with temperature. In order to so, we introduce the Besov spaces by using the
Littlewood-Paley decomposition. For the details in the Theorems and Definitions presented in
this section, we refer to [3] and [36].

We first define the building blocks of the theory of Besov spaces, the dyadic partition of unity.
Let C be the annulus {€ € R¢ : 3/4 < |&| < 8/3}, and let ¢ be a radial function with values in
the interval [0, 1] belonging to the space D(C) with the following partition of unity

Ve eRI\ {0}, D ¢(2778) =1

JEZ

We observe that for | j —i| > 2 we have supp¢(27/ - ) Nsupp$(2~' - ) = @. In addition, we define
the Fourier transform / of the whole space R?. Then we can define the homogeneous dyadic
block A ; and the homogeneous low-frequency cut-off operator S; for all j

Aju=F " ($Q277&)Fu)

S'ju = Z A,u

i<j—1

Hence, we can write the formal Littlewood-Paley decomposition
Id= Z A i
J
This allows us to define the homogeneous Besov spaces.

Definition 3.1. The homogeneous Besov spaces B;’, with s € R, p,r €[l, oo]2 and

d

d
s<§ifr>1, s§§ if r=1

consist of all homogeneous tempered distributions u such that

1/r
el gy o= (Z 2’”||Aju||r”> < o0.
JEZL

We remark that the (semi-)norms || - || s and || - || By, are equivalent. Furthermore, we observe

that H® C B3 , and equality holds if s < d/2.
We have the following remark:

Remark 3.2. Let (s1,52) € R? and 1 < py, pa,ri.ry oo withs <d/p ors=d/pifr=1.
Then the space By ,, N By, ,, is endowed with the norm || - |31+ |- ||z is a complete
P11 P22

normed space.
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One special feature of homogeneous Besov spaces is their scaling property. Next, we have
some useful embeddings.

Proposition 3.3. For p € [1, 00) the space BZ/ lp is continuously embedded in the space CY, i.e
the space of continuous functions vanishing at infinity.

Proposition 3.4. Let 1 < p1 < p» <ocoand let 1 <r; <rp; <oo. Then for any s € R the space

BS, ., is continuously embedded in By, 41/p1- 1/p2)

Remark 3.5. From this point on we work with the Besov spaces B 1 and by the above Proposi-
tion we have that it is continuously embedded into H".

The following product rule is the key in the well-posedness result for the reaction-diffusion
system.

Proposition 3.6. Let u € B2 | and letv € 32 | with s1, 52 <d /2. If sy + s2 > O then the product

€1+v2 dj2

uv belongs to B and the following inequality holds

Il goss-ae = Cllal g 015,

where the constant C depends on sy, s» and the dimension d.

We observe that for s = d/2 fixed we obtain an algebra structure for the space 32/1 , 1.e.

dj2  ed)2 -d)2
Bz’1 X B2’1 — B271 .

Next, we define the time-space Besov spaces, where the idea is to bound each dyadic block in
L1 ([0, T, L? ) than to estimate directly the solution of the whole partial differential equation in

L9([0, TT; B3, ,).

Definition 3.7. For T > 0 and s € R let 1 <r, p < oo and let the assumptions of Definition 3.1
hold. Then we set

o 1/r
lull a5, = (Zz’”||A,»u||LqT(LP)> :

JEZ

The spaces L’; (B;, ,) can be linked with the more classical spaces Lq([O, T1; Bf, ,) via the
Minkowski inequality and we obtain

||u||ﬁ‘%([3;‘r) = ”””L‘i([O,T];B;,,,) ifr>p,
and

”uHﬁ{;(Biw) = ”u”L‘I(IO,T];B;_,) ifr <p.
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Remark 3.8. The general principle is that all properties of continuity of the product, composi-
tion, etc. remain true in these time-space Besov spaces too. The exponent ¢ just has to behave
according to Holder’s inequality for the time variable.

The following result is the key in the existence proof later on.

Theorem 3.9. Let ug € B;,l be the initial data with regularity s < d/2. In addition, let f €

LlT (B%l) be the driving force, and we denote by u the unique solution to the following linear
parabolic PDE

du—Au=f inRyxRY, (3.1)
ul,_g=uo inR?, (3.2)

where A is a linear second order strongly ellipﬁc operator. Then the solution u belongs to the
space LT (B; 1) and the pair (8,u, Au) to £1T (B; | ) Furthermore the following inequality holds

ol goqss y + 90l gy + 1Al gy gy < Cloll g+ 1F 1Lty -
In addition, the following Corollary is used frequently in the later part.
Corollary 3.10. Let 1 <g,r <00, 2<p<ooand s € R and let I =[0,T) for any T > 0.

Suppose u is a solution to the system (3.1)-(3.2). Then there exists a constant C > 0 depending
ongq, p,r,n such that

el g gsviny < C (Il gy, +1F Ny iy )
for0<T <oo.
d/2

The following result considers the action of smooth functions on the Besov space B, ™.

Lemma 3.11. Let f be a smooth function on R which vanishes at 0. Then for any function
ue Bi /12 the function f (u) is still element of Bg,/f and the following inequality holds

. < 00 .
17 Gl < Q. luelzos) el .
where Q is a smooth function depending on the value of f and its derivative.
The above Lemma can also be applied to a product of two functions in the following way.

Corollary 3.12. Let u € Bg /12 andv € B; | such that the product is continuous in Bg /12 X B; | =

351 Let f be a smooth function on R, then f(u)v € Bgl and the following inequality holds

17 Gl S Q(F Nl e a1l -
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4. Well-posedness result

Now, we have all the necessary tools together to show the existence of solutions. We recall
the Darcy-type model for which we introduce perturbations close to equilibrium, where we set
ci(t,x) fori = A, B, C to be the concentration of the i-th species and 6 (¢, x) the temperature of
the system for (¢, x) € [0, T] x RY for d =2, 3. The system then reads

0;c; —kSAci = —0o;R; + k°V - (c,VlnG), fori=A,B,C 4.1)
Ve - VO |VO|?
Koci| o0 — ko — =k Ab k°OR
[ < )| <o+ Sawen
4.2)
+ (k)* Z Vet )|2+A( )
cif

with

R, =k In <ﬂ> — K 1n6 +k°
cc

Remark 4.1. The equilibrium state is defined such that R;(c4, ¢p, Cc, é) = 0, where we observe
that if (¢4, ¢, ¢c, 5) is at equilibrium then (Ac4, ACp, ACc, Ak keé) is also an equilibrium state.
Thus, we can assume that without loss of generality ¢; > 1/h2 fori = A, B, C and ] > l/h2 for
anyO<h < 1.

Next, we rewrite the system as perturbation to the equilibrium state (¢4, g, ¢c, é) by setting
ci=¢C 4z fori=A,B,C and 0 =6 + w.

In the nest step we linearize the reaction rate R; by doing a first order Taylor expansion around
the equilibrium state R; = 0 and obtain

R,—r—k‘Z oy k9“’

The perturbed system now reads

dzi —k“Az; = —o; [k‘Zoj kew}

(4.3)

Vo Aw _ . |Vw]?
+kc|:VZf-(- ~—i—Zi—~—(Zi—i-Ci)|—|~2:|,
w+6 w—+0 (w+6)

fori=A,B,C
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Vzi -V Vol?
Zk‘)(zﬁa)[a,w—k@( @Yo, Vel )}:mw
i

Zi + G w+0

+) 0k’ (@ +0) (k) ng—k‘g%)
. N Cj
i J

|(z +i +&) Vo + (o +§)Vzi|2]
k)2 i—1 _
T IZ[(" R YO

4.4

+ () [(Zi +&)Aw+Vzi - Vo + a)Az,}
i

Remark 4.2. We note that we modified the concentration equation and temperature equation
slightly by subtracting the term & Aw and 6 Az; respectively. This regularization of the equations
ensures that for constant concentration or constant temperature, i.e. the perturbation of the con-
centration z; = 0 and perturbation of the temperature w = 0, we obtain that the perturbation in
the state variables goes to zero, and thus the system returns to equilibrium.

We now state the well-posed result for the reaction-diffusion system with temperature

Theorem 4.3 (Well-posedness for the R-D system with temperature). Let there be a small positive
number h > 0 and let the initial data satisfy the following condition

ci’o—Ei:zi,oeB%z for i=A,B,C and Go—ézwoel_‘?g’/lz

and let the initial data fulfill the smallness condition
> lzioll jor + llewoll oo < h*. (4.5)
- : :

Then the reaction-diffusion system with temperature close to equilibrium admits a unique global-
in-time strong solution belonging to the following function spaces

¢ —Ci=:7; € E%O(Bg,/lz) and 9;c;, Ac; € 517(35,/12) fori=A,B,C 4.6)
0 —0=wec Ly (B)) and 96,76 c LL(B). 4.7)

In addition, the solution satisfies the following the inequality

Y llei = Glis+ 10 —6l5 < k2, (4.8)

1

where we define the space B is defined as follows

= ; 0 ; A 52, . 4.
il o= Nl e ey + 100l gy ey + 1Al gy e (4.9)
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The idea of the proof is to construct an iterative scheme of the following form
8lfk+l + Afk+1 — Fk

where we show that this yields a bounded sequence in some Besov space and where the difference
between two iterations forms a null sequence. From this we can follow that the iterative sequence
convergences.

4.1. Proof of Theorem 4.3

As mentioned before, the idea of the proof of the theorem is to use an approximate scheme
to construct the solution to the perturbed system of equations (4.3)-(4.4). We set the first term
in the sequence (z?(t,x), a)o(t,x)) is set to be zero everywhere in R} x R<. Then, we set
(zf.‘ (t, x), wk (t, x)) to be the solution of the following linear approximate system.

X — kAT = FF fori=A, B, C 4.10)

(k¢)? K
do ™ — [ b = AT = GF 4.11
rw 0 + 0 Zi z w ( )

where

z* k
FF=—o; [k‘ZaJ— e } +k‘< +f(a)k)>vz Vo
(4.12)

kc[zf(g + f(@) Ao’ — @ + 5»(% + g(w")Ww"Fﬂ
Gk=k0;sz~Vwk<Z
+ (—1 —i—f(Zz'-‘)) > ok (@ +é)(kCZaﬁ —ke‘”—k)
2 koe -5 l j 'ej 6
(¥ + ¢ Vo + (o +6)Vzh?
k kC 2 |: P — 1 1 _ l i|
<Z KOG +f(ZZ )>( 2= 2k + )k +6)

i

(Z T +f(Zz ))(kc) Z[VZ Vo +w Az]

k)) + k7| VaF| ( +f(a)k)> + kf(c) Ak

4.13)

and where we define

(x) := 1 1 d()'—;—i
f@x X+x iangx'_(x—i—)?)z X2

We note that for x > —x f and g are smooth functions and in addition for |x|/X < 1 the function
£ is O(x) and g is O(x?) respectively.
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Proposition 4.4 (Iterative scheme). Let (Z]/g, Z]fg, Z]é, k) be a unique global-in-time classical so-
lution to the perturbed system (4.3)-(4.4). Then the solution belongs to the space EOO( g /12)

fulfilling the following inequalities
Izflls <h? fori=A,B,C |5 <. (4.14)
Furthermore, the difference between two consecutive solutions satisfies

1825 lg < h? fori= A, B,C ||8o*|5 <h*. (4.15)

From this proposition the proof of Theorem 4.3 can be proven as follows. Let (zi, z%, z’é, k)

be an approximate solution satisfying the estimate of Proposition 4.4. Then the following series
converges

o
DD I8zl + 180l < oo.
k=1 i

Thus we conclude that the sequence (z’j‘, z%, z’é, wk) ren forms a Cauchy sequence in the space

B and the limit (z4, zp, zZ¢, w) is a strong solution of the perturbed system (4.3)-(4.4).

The proof of this proposition is split up into several steps. The first one is to show the approx-
imate solutions are bounded in the Besov space B.

Concentration equation: We consider an approximate solution zf? and aim to show that the

next level in the approximation is bounded by ||szrl g < h?. Then, by Theorem 3.9 we have

k+1

that the norm of ||z; ™" || is bounded by

k+1 c k+1
154 W gty + 002 Ly oy + RN gy
< C[lzioll sar2 + I FE 5d/2
[Nzioll e + IFEN 2y e,
By the smallness assumption on the initial data we obtain

o2y + 1002 gy oy +KNAZT Ny 0

= ClH* +1F N gy gor)]
We claim that the forcing term is bounded by

12511 21 Nkl g a2
L (B ) 0 ‘CT(BZ,I)
s I gy iy S K § 7, +k 3

+kc( +11f (@ M e iy )IVzf Iz ey Vo Iz ey
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N o, (5 + 1@ o 1AGF N 1
i E?O(Bg/lz) é ﬁw(Bd/2) El (Bd/Z)

+ K@+ 11z L) )( +llg@)l] L) )IVe! |2 X

Then the assumption on the equilibrium state we estimate
FAI o oan < KSR Rt
VFEN gy germy SEE DN gy gy + KN oy e
J

K07 1F @ e o IV 2 gy IV 3 gy
o+ KNz e e, (7 + 1L @ oo o A 1y gy

4 k
+ (h + ”Z ||£OO(B‘1/2 )(h + ”g(w )”ﬁDO(Bd/Z )va ”52 (Bd/Z)

and using Lemma 3.11 yields

ko <k e N2k 20500
VFEN gy oy SKE DI N51 gy gy + 12108 gy oy
J
c(1.2 k k k k
+ k(R + O(f, o) @ ||£%O(Bgﬁz))||in I g2 g IVl g3 gy
FKNZEN poo parn, (B + O(f, ) | Ad/z)nAw"n a2
LBy ’ LPBY) L3(ByD)

k
+ (2 + iz |I£oo(3d/2 )(h* + Q(g, )" I zse ey IV ||z:2(3 y

We observe that by the assumption on zf.‘ and o for any fixed k we have
1 gy gy KRR + K (02 + Q(f, ) h*h* + h?h?
+ KR (h* + Q(f, @ )R?)h? + (W% + h) (h* + Q(g. ")h?)R?
Thus we obtain that

k 4
VF I gy gy S @17

Combining the estimate from equation (4.16) with the estimate in equation (4.17) yields

12 e gy + 0002 gy gy +KNAZ gy oy < Ch (4.18)

and thus ||zk‘"1 g < h* which concludes the proof of the first estimate in (4.14).

Now, we consider the difference between two solutions 3zk+1 zk+2 1.‘“. Then 61?‘“ is a

solution to
825 — ke AsZE T = 5 F}
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where

k k k41,2

i ) . \%
:—a,|: E a,%—kai}—k‘&fu
¢j 0 (k+1 +6)2

c i Voft! X Viawk Vak§awk
+ k| Vézy - —————= —Vz; - =+ = =
L l
wktl 40 okt 40 (! +0)(wk +0)

o Akt ASF Aoksok
+ k| 8zf ————= + 2 = + = -
Wkt 46 k46 (@ +0) (k4 6)

_kc(zua)(vswkﬂ-(wk“ + Vo) Vo PRI+ 4o 5o )
t ! (a)k'H + 5)2 (wk—H 4 Q)Z(wk 4 9)2
This can be rewritten as follows
k ¢ 6 o0t " k1,1 k1
SFF=—o;|k Za,- - —k e +k°V8ZF - Vo (5+f(a) ))
: J

—kevzk. <V8a)k(% + f* )+ Va)k(ka(é + g(a)k+1,wk)))
+ kC(SzwakH(% + f(wkH))
+kz} (Aawk(% + f@ ) + Awkawk(éiz + g(wk“,wk»)
—k“Ssz|Vwk+1|2(éi2 +g(a)k+1))
—k(ZF+ &) (V(ka (Vo' + Vwk)( + g(*h)
— k(2K 4 &) VoF 220 + ! —i—a)k)( +g(a)k+1))( + g(o))sf
Again applying Theorem 3.9 yields
18257 Ml oy + 1082 oy ey + RNASZT gy oy < CNSFf gy gy (419)
where we can estimate further

Sk 5d )2

k
16231y iy
o = +

SFk N
18F 1 : ;

. <
B~
j
+[IvsZk| IV ) o <1+||f(w"“>|| 2d/2.)
3B DG LFBD
1

k ) k s k+1 ]

192513 a1 V8051 g gy G+ 1 @D o o)
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IVl g2 iy IVE N 2 g, 180 oo gare
1L By L7 (By1) LF By
1
! k1 k ,
x (é @™ @O o arz)
1
k . k+1 . - k+1 .
182 0 o oy 1 Ao ”07(3%2)(5 IS @ oo arz))
1
k _ k A k+1 ,
k ~ k . k .
+ (lz; IIL;O(Biqz) + ¢l Aw ||£1T(Bi/12)||3w IIE%O(B;/Iz)
1 k+1  k
x (= + 1@ 0Ol e o)

k+1 ”

1
I8 oy IV g g (25 + 18 @ Dl e a2

+ (IIz¥ I goe a9y +cl)<||Vwk+1||Lz 347 + IVt I 2 g2y
1
k ) 2 k+1 )
A+ IZEN poop gty +E Q2O+ NF TN e i A 10F ] oo par2)
gyt T LEBYD LEBYD

x (5

1
=+ 18@ Dl g a2 DIV

£2 (Bd/z)
1
1 k41 : k ;

x (52 + llg(@ )”c?(tzjﬁz)wsw "ﬁ?O(Bg,/lz)

By using the assumptions on the equilibrium state and by applying the previous estimates we
obtain

I8FE N gy gy S (0% + 0+ D182 gy gy + 119823 g e
J

IVl 3 oz, (0 + 1+ B + 11886 5y a1
+ (0 1 RO gy o
Now, taking into account the induction assumption yields the following

I8FE N1 977 S hi+? (4.20)

Combining the above estimates yields

1825+ crn T 18,8251 i+ ke AsZE| L = k1 “.21)
which concludes the proof of the induction.
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Temperature equation: We proceed in a similar fashion as for the concentration equation. Let
ok be the approximate solution to the previous step. Then by Theorem 3.9 we have that the
solution to the next step w**! in the approximate temperature equation exists and that the norm
of |w**1| 5 is bounded by

k
lo* ”Loc(Bd/z + 119, Iy caarzy + (N Ilﬁlr([;;z./lz)
< . .
< C[IIwOIIB%z +1IG* ”UT(B;’/,Z)]'
By the assumption on the initial perturbation in the temperature we obtain

k+1 k+1

) 4.22)
<c[h +1IG* ||L. sy

Next, we claim that the forcing term can be bounded as follows
k k k ~—1 k
1G 1y gy = DNV N g gy IVl 3 gy (c 1 € oo B;{/,z))
1

+ Vo ”LZ(B (9 +I1f (@ )IILw(Bd/2)>
K
+7( M oo iy 187 2y garey

1 ¢ ‘ -
+ (5 + £ )uﬁwgﬁz))(nw ey +0)

k k
1Zil ey ey ety iy
a0 +

Ej 0
1 k k k
+ (g +f >||£%O(B;/lz)) Z IV2{1 2 ey IV g3 gy
k
+( 1S e )an T LA P

where we assume that 7; = 1 and thus the additional term can be dropped. The assumptions on
the equilibrium state and applying Lemma 3.11 then yield

k< ko ko 2 ioky
NGl 2 e, NZHVZl ez a2y IVl g2 garey <h + O(f, Hlle IIL?(B;/12)>
v

IV I,

2 k k
(h +0(f, Ml ||£;O(B;/lz)>
k k
+ QUL MM g gy 180 1y
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—r(h2+-Q(ﬁcﬂnﬁwﬁﬁ@%g)<mfuﬁ$@iﬁ-+h%
x hz(z 1251 1 gy + ||wk||£;(gng))
J

+ <h2 +0(f, ck)||ck||ﬁgo(gng)> DNVl g gy IV 3 oy
,

+ <h2 +0(/, ck>||c’€||£%o(3;/lz)> DN gy 1827 Wy ey
,

Using the control of zg‘ and o* we have

k 4
1G 1 parzy =P (4.23)

Hence we obtain

lo* ||£oo(Bd/2 + 19! ||£1 iyt law* ||£1 B2 <Ch*, (4.24)

and thus

lo* g < n? (4.25)

which completes the proof of the second estimate in (4.14).

Finally, we consider the difference between two approximate solutions and set w*t! = wk+2 —
w**1. Then **! is a solution to

38T — R ASO*T! = 5GF,

where

G* =k (¢7" + f (D) Z (vszf Vot vk Vﬁwk)

i

+kQZVz - Vaoksao* ( ~|—g(ck+l,ck))

l
+k0V5wk . (V(l)k+l + Va)k)(é_l + f(a)k+l))
+ |V |28t (5_1 + g(a)k+1,a)k))
+rf (TS + kAt Y 82k g(c T ch)
i

k

~ 8z sk
k+1 ~—1 k+1 )
+ (w +9)(c + f(c ))( Ej oj 3 — >

0
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# (D2 =) (sof e+ etth)
j ‘G 8
+ (@ +0)) 87 (@7 + g, ck))>
i
+ (T ASE + 8wk AZE) (67 + £ FH)
i
+of Y ALY 8 (@ 4 g (ML h)
i

Then by applying Theorem 3.9 we have the following estimate

k+1 . k+1 . - k+1 . k
186 o oy + 19106 gy o+ IRASW 1y o) < CUSGH Iy (4.26)

d)2
1 B\’

where we estimate the last term as follows

k < (A k+1 . k . k+1 )
18G N 2y gy S (€1 H NS DN g ) DIVEZ N g3 g IVl 3 gy
]

e )L 5, o
+ @ NS DIy ) DNV g3 o IV868 N 3 gy
l

=2 k41 k ) k .
+ (@418 O o garn)) DNV N g e
l
X Va)k . (Sa)k o
IVl g gz, 10 o g,
;-1 k+1 ) k )
+E N f(w )IIK;O(B;/]Z))IIVM 2 aar2)
k+1 ) k )
x (Ve o2 gy + 1V ||£%(B;42))
G—1 k+1 k ) k)2 k )
+(O T Flg@ T w )IIE%Q(B;{/IZ))IIVCO ”L;(B;’f)”(sw IIL%C(B;/IZ)
k+1 ) k )

k k k+1  k
A | g 2y D187 oty 18 (M D ooy
l

k+1 (1 k+1
U g gy + D@+ 1D g o)

k k
X( 10zl o1 ey Mo ”c‘T<B§/f>>

Cj 0
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x [||8w"||ﬁlr(35’/lz)(6‘ F 1A D g ) + U g gy +6)
X Z “825.(”[‘%"(3;/12)(5_2 + IIg(Ck+1’ Ck)”E‘%O(Bg,/lz))]
i
+ (@ NS D e ) DN M o gy | ASZ] N 1y e
i
@ LD g i) Z 186 1 g gy I AZE L gy e
i
+ (@ + llg(e™t, Ck)”ﬁ;"(f’?é’,/.z)) "wk||cgo(33,ﬁ2>
X D18 gy gy 255 gy
i i
Using the assumptions on the equilibrium state and the previous estimates yields

2 4 k k k
||5G ||£1 d/2 <S(h“+h )Z <||A51i ”EIT(B;{_/IZ) + I Véz; ||£2T(B£1v/12) + 18z; ”5709(331,/12))

i
2, g4 k k k
+ h“+h )<||A8a) ”L}(Bi/lz) + |[Véw ||£2T(B§qz) ~+ |6 ||£%O(B§qz)>
By combining this inequality with the induction assumption we obtain

I8G* ey oy S nkt2 (4.27)

) ~
and therefore this results in the final estimate

||3wk+1||£%0(33/12) + (19,80 T an, + |k ASwtt any <h g (4.28)

||£l (B ||£l (B

which concludes the proof of the proposition.

The next step in the proof of Theorem 4.3 is to pass to the limit. From the uniform estimates

obtained in Proposition 4.4 we can take the limit as k£ goes to co. Since (z];‘, z%, z’é, a)k) keN is a

Cauchy sequence the following convergence result holds:

2=z inLP(BYY). @2k, AZ) - Bz Az) €Ly (BY)) fori=A,B.C (4.29)
o — 0 in LF(BYY), (3,0F, Ack) > (B0, Aw) € LL(BY) (4.30)

Therefore, by passing to the limit as k — oo we obtain that
(za.2B.2c.w) = (ca —Ea,cp — Cp,cc — Ec,0 —0)

is a classical solution to the reaction-diffusion system with temperature close to equilibrium
(4.1)-(4.2).
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The final step in the proof of Theorem 4.3 is to show the uniqueness of solutions.

Proposition 4.5. Let the initial data (ZA,O, ZB,0,2C,0, a)o) satisfy the assumptions of Theorem 4.3

and let (zf;‘, z{g, zé, a)j)forj =1, 2 be two classical solutions to the same initial data belonging
to the space B defined in (4.9). Setting 8z; = zl.l — ziz fori=A,B,C and §w = o' — ? the
difference between the two solutions it follows that

D lIzills + Idwls S h2<Z 18231l + ||8w||3). (4.31)
i i

This implies that for # > 0 small enough we have

> l8zills + l8elis =0

1

and therefore the two solutions coincide.

The proof of the proposition follows by repeating the arguments used to bound the differences of
two approximate solutions in equations (4.1) and (4.2).

This concludes the proof of the well-posedness result for the chemical reaction-diffusion system
with temperature.

4.2. Conclusion and remarks

From the general model of the non-isothermal reaction-diffusion system we can obtain the
ideal gas model by considering only one species with density p and by setting the reaction rate
to zero, see [28] for more details in the derivation. Thus the system has the following form

p—k’Ap=k"V-(pVIno)

V(p0)

Vp Vo Vo
p-VO _ oVl )=me+(kﬁ)2(n—1>p—9+("p)2“p9)'

I

k% p (a,e —k?

Similar, by using a different constitutive relation in the dissipation we can obtain the ideal gas
system discussed in [26]

9 p = A(pb)

Wamm-k%ﬁ+¢%v-@vmm):v-wvm.

We observe that the well-posedness result for the reaction-diffusion systems (Theorem 4.3) can
be applied to both systems, yielding the existence of solutions to a system with small perturba-
tions.

For a different approach to these systems we refer to [28], where the existence of weak solu-
tions to the Brinkman-Fourier system on a bounded domain is proven by using energy estimates
rather than scaling arguments.
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As for future work we want to extend the derivation of non-isothermal fluid mechanics to non-
local systems with the porous media equation and the Poisson-Nerst-Plank equation as examples,
see [11] for the case without temperature.
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