INDEPENDENT SETS OF A GIVEN SIZE AND STRUCTURE IN THE
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ABSTRACT. We determine the asymptotics of the number of independent sets of size | 5297 |
in the discrete hypercube Qq = {0, 1}d for any fixed 8 € (0,1) as d — oo, extending a result
of Galvin for 8 € (1—1/+/2,1). Moreover, we prove a multivariate local central limit theorem
for structural features of independent sets in Q4 drawn according to the hard core model
at any fixed fugacity A > 0. In proving these results we develop several general tools for
performing combinatorial enumeration using polymer models and the cluster expansion from
statistical physics along with local central limit theorems.

1. INTRODUCTION

Let Qq be the discrete hypercube: the graph with vertex set {0,1}% in which two vectors
are joined by an edge if they differ in exactly one coordinate. An independent set is a set
of vertices that contains no edge. Let Z(Q;) be the set of independent sets of g and let
i(Qq) = |Z(Qgq)| be the number of independent sets of the hypercube. The vertices of Q4 can
be divided into two sets, those whose coordinates sum to an even number and those whose
coordinates sum to an odd number. This partition shows that Q4 is a bipartite graph. We let
N := 291 be the number of even (or odd) vertices of Q4. A trivial lower bound on i(Qg) is
2.2V _1 obtained by considering independent sets of only even or only odd vertices. A better
lower bound is obtained by considering independent sets with an arbitrary (but constant)
number of ‘defect’ vertices on one side of the bipartition. This increases the lower bound by
a factor /e. Korshunov and Sapozhenko showed that this gives the correct asymptotics for
i(Qq) as d — oo [16].

Theorem 1 (Korshunov and Sapozhenko). As d — oo,

i(Qa) = (2ve +o(1))2" .

Galvin later studied weighted independent sets in the hypercube. For A > 0, define the
independence polynomial of Qg,

ZQd()‘) = Z AL
I1€1(Qq)
Taking A = 1 recovers i(Qq). In what follows we will drop @4 from the notation, writing
Z(X\) and T for Zg,(A) and Z(Qq).

The independence polynomial Z()\) is also the partition function of the hard-core model
on Qg: the probability distribution jy on Z defined by py(I) = A1/Z()\). By generalizing
Sapozhenko’s alternative proof of Theorem 1 in [20], Galvin found the asymptotics for Z(\)
for A > v/2 — 1 [10] (as well as the asymptotics of log Z()\) for A = Q(log d/d"/?)).
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Theorem 2 (Galvin). For A > +v2 —1,

d
as d — oo.

Analogously to Theorem 1, the trivial lower bound for Z()) is 2(1 + A\) — 1, and the
asymptotic formula in Theorem 2 includes the contribution from independent sets with a
constant number of defect vertices, captured by the exponential factor.

Galvin also studied the typical structure of the defect vertices under the probability dis-
tribution py. Formally, given an independent set I € Z, if [I N O| < |I N E|, we refer to the
elements of I N O as the defect vertices of I; otherwise we say that I N E is the set of defect
vertices. A natural way to describe the structure of a set S C O, & is to describe the graph
Q2[S] where Q? denotes the square of Q4. Given an independent set I with defect vertices
S, we refer to the connected components of Qfl[S] as the defects of I. Galvin showed that for
A > /2 — 1, all but a vanishing fraction of Z(\) comes from independent sets with defects of
size at most 1.

Recently, the first two authors found the asymptotics of Z(\) for all fixed A > 0 [15]. The
asymptotic formula takes into account defects of arbitrary, but constant size. The smaller A
is, the larger the size of defects that must be considered.

Theorem 3 (Jenssen and Perkins). There is a sequence of polynomials R;(d,\), j € N, such
that for any fited t > 1 and X > 21/t — 1,

t—1
Z(\) =2+ 01)(1+N)Nexp [N Rj(d, A)(1+A)~*
j=1

as d — oo. Moreover the coefficients of the polynomial R; can be computed in time ¢OlilogJ)

In particular, Ry = A, recovering the formula in Theorem 2.

Given these results it is natural to ask for the asymptotics of i,,(Qg), the number of
independent sets of size m in Q4. There is a trivial lower bound of i,,(Q4) > 2(% ), obtained
by considering independent sets composed entirely of even or odd vertices, but depending on
how large m is, we may need to take into account independent sets of size m with defects up
to a given size.

Galvin [11] gave the asymptotics of i,,(Q4) in the range for which almost all independent
sets of size m contain defects of size at most 1.

Theorem 4 (Galvin). Fiz 3 € (1 —1/v/2,1) and let A\ =

B
1-8°
(1) i8] (Qa) = (2 + o(1 ))<L5NJ> exp [ <

as d — 0o.

Then

)]

Note that the asymptotic formula (1) consists of the trivial lower bound 2 (L 5]}/\] J) multiplied

by the same exponential correction factor in the asymptotic formula for Z(\) in the range

A>V2 1.
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We show that a similar, but more complicated, formula holds for all § > 0. In particular,
when 3 < 1—1/+/2 the formula is not simply the trivial bound multiplied by the appropriate
exponential correction factor from Theorem 3. We explain below where the extra complexity
arises.

Theorem 5. There is a sequence of rational functions P;(d, ), j € N, such that so that for
any fired t > 1 and B € (1 — 21/t 1),

t—1

N ) exp | NS Pi(d, B) - (1— g

® 1wy (Qa) = 2+ o)
j=1

as d — o0o. Moreover the coefficients of P; can be computed in time eOUlogJ)

For small values of j the functions P; can be computed by hand. For example, P; = %,
and taking ¢ = 2 in Theorem 5 recovers Galvin’s Theorem 4. A more involved calculation
carried out in Section 3 yields

d(d—1)(2-B)p° —2(1 - 8)*p* _ p(1—dB)
4(1-p)* 2(1-8)%

By Theorem 5 this gives an explicit asymptotic formula for i) gy |(Qq) for 8 > 1 — 2-1/3,

P =

| N : dld =12 - HF 20 - 8 B0 - dp)?
ita @)~ 2( g ) e [N 25—+ v a2 - S a-e

In principle, one can continue to compute Ps, Py, ... and obtain explicit asymptotics for
any fixed 5. More generally, the results of [15] and of this paper hold for much smaller A and
08, tending to 0 as d — oo, as long as A > C'log d/d1/3 and 8 > C'log d/all/3 for an absolute
constant C. In this case, however, the asymptotic formulas in Theorem 3 and Theorem 5
become series with a number of terms that grows with d. These series can be used to give an
algorithm to approximate Z(\) and 4|gn|(Qq) up to a (1 + €) multiplicative factor in time
polynomial in 1/e and N (an FPTAS in the language of approximate counting; see e.g. [14]
for such an algorithm for independent sets in expander graphs). This raises an interesting
question of what it means to determine the asymptotics of a sequence f(d) as d — oc.
Evaluating a closed-form expression involving, say, exponentials or logarithms, might also
involve truncating a power series, and so in a sense an algorithmic definition is natural. We
do not pursue this further here and instead stick with 5 constant.

The proof of Theorem 5 makes use of the following simple yet useful identity. Let Z,, =

{I € Z:|I| =m} so that i,,(Qq) = |Zn|. For m € N and A > 0,
‘ Z(N)

g i @a) = 2 (2.
In fact this formula follows from the definition of uy and so holds for any graph, not just
Q4. To use (3) along with Theorem 3 to derive asymptotics for i,,(Q4), we must compute
the asymptotics of uy(Z,,). The feasibility of doing this depends very much on m and the
choice of A. By choosing A\ so that the expected size of an independent set drawn from
Wy is approximately m, we can compute the asymptotics of uy(Z,,) using a local central
limit theorem. In practice, we do not work with the hard-core model directly, but with an




4 MATTHEW JENSSEN, WILL PERKINS, AND ADITYA POTUKUCHI

approximating measure derived from a polymer model which describes the distribution on
defects in an independent set from the hard-core model (see Section 2). This polymer model
was introduced in [15].

In the next theorem we give an expansion in (1 — 3)? for a value of the fugacity A for

which the expected size of I, a random sample from the hard-core model, is close to |GN |.
By expanding the formula (5) below and combining this with (4) we obtain Theorem 5.

Theorem 6. There exists a sequence of rational functions Bj(d, ), j € N, such that the
coefficients of B; can be computed in time eOlloed) and the following holds. Fiz § € (0,1)
and let t > 1 be such that § > 1—2"Y* and let r = [t/2] — 1. Then with

¢ A= 1o+ B A) (L B
j=1

we have

(5) i (@u) = D) Z()

V2rNB(L - B) AP
as d — oco. Moreover,
B, [T — [BN]| = o(N/?).

In [15] the authors prove a multivariate central limit theorem for the number of defects of
different types in the polymer model. In Section 4, we establish a multivariate local central
limit theorem for this polymer model which allows us to refine Theorems 5 and 6 further still.
Given a defect .S, we define the type of .S to be the isomorphism class of the graph QE[S]. For
a given defect type T', we let X7 be the random variable that counts the number of defects
of type T in a sample from the hard-core model on Q4. We let mp = E) Xp.

Given a collection T of types and vector of non-negative integers k = (k7)7re7, let im x(Qq)
denote the number of independent sets in ()4 of size m with exactly kr defects of type T for
allT € T.

Theorem 7. Fiz € (0,1) and let A = Ag be as in Theorem 6. Let Ty be the set of defect
types T such that mp — pp for some constant pr > 0 as d — oo and Ta the set of defect types
T so that mp — oo. Let (kr)rer; be a vector of fized non-negative integers and let (kr)reT,
be such that kr = |mp + st| where |sp| = O(/mr) for all T € T3. Let k = (kr)remiurs-
Then

2

__°r
e~ PT e 2mr

) _ 1+ 0( /)T
(6) i15v) k(Qa) = J2rNB(L - B) )\LﬁNJ Tlel k)l pog V2mmr

as d — 0o.

This formula matches that of (5) with additional factors corresponding to Poisson proba-
bilities (for T' € 77) and local central limit theorem probabilities (for 7" € T3).

1.1. Methods: maximum entropy, statistical mechanics, and local central limit
theorems. The methods we use here combine several different probabilistic tools, including
abstract polymer models and the cluster expansion, large deviations, and local central limit
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theorems. Counting independent sets in the hypercube is a canonical combinatorial enumer-
ation problem, and so we hope this provides a template for using this combination of tools
in other combinatorial problems.

There is a long history of using local central limit theorems in combinatorics, with many ex-
amples in analytic combinatorics and the study of integer partitions (see e.g. [19, 7, 18, 17]) as
well as the enumeration of contingency tables [4] and graphs with prescribed degree sequences
(e.g. [5, 12]). Here we show that local central limit theorems work very well in combination
with two tools from statistical physics, polymer models and the cluster expansion, which have
been used recently in combinatorial enumeration [15, 2, 13].

The connection between these methods starts with a general approach to counting via
probability and the principle of maximum entropy which is laid out explicitly by Barvinok
and Hartigan in [3] (and later discussed in [17]), but appears implicitly in other enumera-
tions methods, such as the circle method (see [12] for an explanation of these connections).
The main idea is that to count a subset of objects defined by a number of constraints, one
considers the maximum entropy distribution on the larger set that satisfies the constraints in
expectation. The size of the subset can then be expressed as the exponential of the entropy
of this distribution times the probability that a random object drawn from this distribution
satisfies the constraints. In the example of enumerating integer partitions, these maximum
entropy distributions take the form of sequences of independent geometric random variables
with different means [9, 1], and asymptotic enumeration can be accomplished by solving
a convex optimization problem to find these means and then proving a local central limit
theorem for linear combinations of independent geometric random variables [19, 7, 18, 17].

This approach naturally leads to considering statistical physics models. For example, the
maximum entropy distribution over independent sets in a graph with a given mean size is the
hard-core model. The entropy of the hard-core model is the log partition function minus the
expected size of an independent set: H (uy) = log Z(\) —log A-EE,|I], and so the enumeration
problem for independent sets of a given size reduces to computing log Z and computing px(Z)
(via, say, a local central limit theorem) as described above.

The complication is that the quantities of interest (say, the size of an independent set from
the hard-core model) can no longer be written as the sum of independent random variables.
When interactions are weak enough (or density small enough) correlations between vertices
decay exponentially in distance and methods like the cluster expansion can be used to prove
both central limit theorems and local central limit theorem. This type of result is closely
related to the concept of equivalence of ensembles between the grand canonical ensemble
(fixed mean energy) and the canonical ensemble (fixed energy). For instance, Dobrushin
and Tirozzi showed that for spin models with finite-range interactions on Z%, a central limit
theorem implies a local central limit theorem [8] (see also [6] for an extension to long-range
interactions).

What we do here is prove local central limit theorems conditioned on a phase in the strong
interaction, phase coexistence regime. This, in combination with using polymer models and
the cluster expansion to find the asymptotics of Z(A), allows us to enumerate independent
sets of a given size and structure.

In Section 2, we recall the even and odd polymer models introduced in [15], and state and
extend some of the probabilistic estimates proved there.
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In Section 3 we prove Theorems 5 and 6, finding an expansion for a fugacity Ag so that
the expected size of an independent set is sufficiently close to | 5N that a local central limit
theorem will allow us to compute asymptotics.

In Section 4 we show how local central limit theorems for polymer models follow from
sufficiently fast convergence of the cluster expansion.

Finally in Section 5 we combine the above results to prove Theorem 7.

2. THE EVEN AND ODD POLYMER MODELS

Let £ C V(Qq) be the set of even vertices of the hypercube, those whose coordinates sum
to an even number, and let O C V(Qq) be the odd vertices. Note that (4 is a bipartite
graph with bipartition (£,0) and that || = |O] = N := 2971, A key insight of [15] is that,
for A not too small, the hardcore measure pg, » can be closely approximated by a random
perturbation of a random subset of either O or £. The random perturbation takes the form
of a polymer model with convergent cluster expansion, two notions that we introduce now.

For a set S C O (and analogously for S C &), let |S| denote the number of vertices of S,
N(S) be the set of neighbors of S, and [S] = {v € O : N(v) C N(S)} the bipartite closure of
S. We call a set S C O an odd polymer if (i) the subgraph of @4 induced by the vertex set
S UN(S) is connected and (ii) |[S]| < N/2. We let Py denote the set of all odd polymers.
The weight of an odd polymer S is

AlSI

(7) W) = G e

We say that two odd polymers S, S5 are compatible, and write S1 ~ So, if the graph distance
between Sp, .59 is Qg is > 2. We let 2 denote the set of all collections of mutually compatible
odd polymers and define the following Gibbs measure on Qp: for I' € Qp,

w(S
vo(T) = M where Ep = Z Hw(S)
Zo =
€Qp Serl
is the odd polymer model partition function. Using vo we define a measure pp ) on inde-
pendent sets in Qg.

Definition 8. Let jup \ be the measure on I defined by the following two-step process:

(1) Choose a polymer configuration I' € Qo from vo and assign all vertices of UgerS to
be occupied.

(2) For each vertex v in & that is not blocked by an occupied vertez in O, include v in
the independent set independently with probability 1%\

Let Zo(A\) = (1 4+ M)NZp, the independence polynomial of Qq restricted to independent sets
achievable in the odd polymer model; that is, those for which up x assigns positive probability.

We think of Step 1 in Definition 8 as a perturbation of the ‘ground state’ measure that
simply selects a p-random subset of £ with p = A/(1+ \). The polymer configuration chosen
in Step 1 will be typically small and so this process typically returns an independent set
that is highly unbalanced with the majority of vertices even. We define even polymers, the
even polymer model partition function Zg, and measures vg, gy analogously. It was shown
in [15] that for A > C'logd/d"/3, the hard core measure HQ . can be closely approximated
by the mixture %,u@’,\ + %,LL&)\.



INDEPENDENT SETS OF A GIVEN SIZE AND STRUCTURE IN THE HYPERCUBE 7

Theorem 9 ([15]). For A > C'logd/d"/3, we have
(3) llog Z(\) —log [2Zo(N)]| = O (exp(~N/d")) .
Moreover, letting i) = %u@)\ + %,ug)\, we have

lix = allry = O (exp(=N/d")) -

Finally, with probability at least 1 — O(exp(—N/d*)) any defect vertices of I drawn from po
are on the odd side of the bipartition; that is, the defects are the polymers of the polymer
configuration.

The lower bound on A in Theorem 9 is an artifact of Sapozhenko’s graph container method
as implemented by Galvin [10]. Theorem 9 quite possibly remains true for A = Q(1/d) though
proving this would require significant new ideas.

The power of Theorem 9 stems from the fact that the even and odd polymer models
admit convergent cluster expansions allowing for a detailed understanding of the measures
1o, e x- Let us now introduce the cluster expansion formally.

For a tuple I" of odd polymers, the incompatibility graph, H(T'), is the graph with vertex
set I and an edge between any two incompatible polymers. An odd cluster I' is an ordered
tuple of even polymers so that H(I') is connected. The size of a cluster I' is ||| = > g S].
Let C be the set of all odd clusters. For a cluster I' we define

w(l) = ¢(H(T)) [T w(s),
Serl
where ¢(H) is the Ursell function of a graph H, defined by

1
9 p(H) = —1)lAl,
(9) Dy 2 Y
spanning, connected

The cluster expansion is the formal infinite series
(10) logZo = Y _w(I).
rec
We define the cluster expansion of log Z¢ analogously and note that by symmetry the expan-

sions are identical.

In light of Theorem 9, throughout this section will we assume that A > C'logd/ d'/3. We
will also assume that A = O(1) as d — co. The following result from [15] shows that for such
A the cluster expansion converges, we have good tail bounds on the expansion, and the terms
of the cluster expansion can be efficiently computed. We say that a polynomial is computable
in time t, if its coefficients can be computed in time ¢.

Theorem 10. For fixed k > 1,

2dd2(k—1)
1; lw(l)| = O <(1 +)\)dk>
T[>k
and
(11) > w(@) =N Rp(Ad)(1+ 1)

rec
ITI=k
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where Ry, is a polynomial in d and \ of degree at most 2k in d and of degree at most 3k* in
. Moreover Ry, is computable in time e©¥1°8%) I particular,

k g 2dd2k
= = : —J
1og_O_NleJ(A,d)(1+A) +0<(1+A)d(k+1)> .
]:
We note that Theorem 3 follows in [15] from Theorems 9 and 10.

It will also be useful to record the following slightly strengthened tail bound on the cluster
expansion. The following lemma is essentially contained in [15], though it does not appear
explicitly and so we provide the details.

Lemma 11. Fort,f > 1 fixed,

2dd2(t—1)
L
> e = ((HW .

IIFHZt

Proof. In [15] (see Lemma 15) it is shown that
S (D)D) < 90132
rec
where
log(1 4+ A)(dk — 3k?) — Tklogd if k < &
y(d, k) = { LoalltVk ¢ 4 o f < gt

20
Wlfk>d4

Since e?(@#)/2 > kL for all k and d sufficiently large, it follows that

Z|w ‘Hp”fevd\\l“ll)ﬂ O(Qdd*3/2)'
rec

Keeping only terms in the above inequality corresponding to clusters of size at least k we
have

12) ST jwDT)¢ < O(2%d 32 @R/2),

rec
ITI=k

With ¢ > 0 fixed we have by Theorem 10 and (12) that

Z @I = fw@IITI + > eI

RE < |i<st R
9d2(t—1) od J11t
=0\ awa) tO <(1+>\)3dt/2>

d 2(t—1)
-0 2047 ‘
(1+ Ayt
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Let I' be a collection of compatible polymers sampled according to o (the polymer measure
at Step 1 of Definition 8, the definition of up ). We will use the above lemma to show
that ||T'|| and |[N(I')| obey a central limit theorem. Formally, we say a sequence of random
variables (X4) obeys a central limit theorem if (X;—EX)//var(Xy) converges to N(0,1) in
distribution as d — oo. To prove this central limit theorem we will make use of a connection
between the cluster expansion and cumulant generating functions.

Recall the cumulant generating function of a random variable X, is hy(X) = log EeX. The
tth cumulant of X is defined by taking derivatives of h;(X) and evaluating at 0:

O'hy (X
:‘if(li) - ;t(e )
t=0

In particular, k1 (X) = E(X) and k2(X) = var(X). The cumulants of | N(I")| can be expressed
in terms of the cluster expansion as follows. Consider the odd polymer model with modified
weights w;(S) = w(S)e!N ) for t > 0 and let Z; denote the corresponding partition function.
We then have

he(IN(T)]) = log Z; — logZo -

Applying the cluster expansion to log =, taking derivatives, and evaluating at ¢t = 0 shows
that

(13) re(IN(D))) =D w(D)NT)

TreC
Similarly ri(|T|)) = Lpee w(T)IT]"
Lemma 12. Let T' be a collection of compatible polymers sampled according to vo. Then

||| and |[N(T')| both obey a central limit theorem.

Proof. We show that |N(I')| obeys a central limit theorem and the proof for ||T'|| is identical.
Let Z = (|[N(T")| — E|N(T")|)/+/var(|N(T")|). To show that Z converges to N(0,1) in distri-
bution, it suffices to show that the cumulants of Z converge to the cumulants of a standard

normal i.e. it suffices to show that x¢(Z) — 0 for £ > 3. Now by (13) and Lemma 11,

re(INM@)) =D w@IND) <dD) w@)|T) =0 <M> ‘
rec e 1+

On the other hand, by (13) and Lemma 11 again we have

B A 2dd2
(NI = 3 wINOFR 2 3w =2 +0 (o)

It follows that if ¢ > 3 then
re(Z) = var(IN (D))~ re(IN(T)]) = 0
as desired. O
Next we will use the cluster expansion to give bounds on Ep »(|I|), the expected size of an

independent set sampled according to pue r. We begin by recording a useful expression for
Eo A (]I]) in terms of the cluster expansion.
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Lemma 13.
E I)=—-—-N + IIT —|N(T

Proof. Note that for an independent set I such that pp x(I) > 0, we have

A A

po(l) = ZoO\) = (1+MVZo

It follows that
71N d _ A _
EO,A(‘ID = Z m /\d)\ log ((1 + )\)N:O) = 1_’_7)\]\[ + )\(log :O)I-
I

We expand log Zp via the cluster expansion as in (10) (which converges absolutely by Theo-
rem 10). Recalling that w(T") = ¢(H (D) AITI(1 + X))~V for a cluster T', we have

)\|F|((1 + V)T = AIN(D)))
(11 \)NOHL

Eoa(T) = 1HN+Z¢
rec

=+ e (I - v

rec

Corollary 14. For fived k > 0,

k
)\
Eo(1)) = N+)\NZ oA

9 R;(\d) _ jdR;(\, d) ( 27 q2k+1 )
+ A

1+ )\)gd (1 + )\)jd—H (1 + )\)d(k—H)
Where the Rj(\,d) are as in Theorem 10.

Proof. By Lemmas 11 and Lemma 13, noting that |N(I')| < d||T"|| for any cluster I, we have

od g2k+1
E 1 —FN T N —_— ] .
oAl = TN+ 3w (101 25N ) 40 (7 e )
HFII<k
The result follows by recalling the definition of R;(\,d) at (11) . O

3. INDEPENDENT SETS OF A GIVEN SIZE

Theorem 6 will follow from several lemmas. The first says that almost all independent
sets of size m = |SN] are accounted for by exactly one of the two polymer distributions.
The second says that if we find A\g so that the expected size of the independent set drawn
from ppa, (as in Definition 8) is close to m then we have an asymptotic formula for the
number of independent sets of size m in terms of A\g and Zp(Ag). The third lemma gives
an efficiently computable formula for a suitable such A\g. We will then prove Theorem 5 by
analyzing expansions of log Zo(\s) and log Ag in powers of (1 — 3)<.

Let i,,(O) be the number of independent sets I of size m in ()4 that are achievable in the
odd polymer model (i.e. pp (L) > 0).
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Lemma 15. For any 8 > 0,
ipn|(Qa) = (24 0(1))i|sn (O)

as d — o0.

Lemma 16. Fiz 5 > 0. Suppose A = X\(,d) is such that
(14) EonlT — [3N]| = o(N1/).
Then

(L+XA)Zo(N)
ABNIV2r N
Lemma 17. There exists a sequence of rational functions Bj(d,B), j € N, such that B;

can be computed in time e©U1°89) and the following holds. Fiz t > 1 and let r = [t/2] — 1.
Suppose that m = |BN | with B > 1 — 2V, then if

ipn)(0) = (1 +0(1))

(15) As = 1_[’5 S BB, d)(1 - B,
j=1

then
[Eo, [T —m| = o(N1/?).

We prove Lemma 16 first, for which we need the following basic binomial local central
limit result.

Lemma 18. Fiz p € (0,1) and suppose X ~ Bin(n,p). Suppose n — oo and k = o(y/n),

then
1+ 0(1)

V2mnp(1 —p)
Proof of Lemma 16. Let m = |SN]. For any A > 0, we have

in(0) = Zf,ff)

where the probability is with respect to the measure o ». We therefore need to show that if
A satisfies (14), then

P(X =np+k) =

Po[[T] =m],

1+ A
2NN

(16) Pol[I] =m] = (1+0(1))

By considering first the collection of polymers I' chosen at Step 1 in the definition of ne x
(Definition 8), and then the probability that the correct number of additional vertices are
chosen at Step 2, we see that
(07)  Poallll=m] = 3 P =T]-P{Bin (N — N[O, -2 ) =m |

7 I'eQ 1+ ’
(@}

where we recall that {2» denotes the set of all collections of mutually compatible odd polymers.
By the large deviation bound [15, Lemma 16] we have

2N
P N2 2] - e~/
and so we can condition on the event |N(I')| < % throughout (17) and only change the result-
ing probability by an additive factor of O(exp(—N/d*)) = o(N~/2). Under this conditioning,
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the binomial probabilities in (17) are uniformly bounded by O(1/v/N). To establish (16), it
therefore suffices to show that with high probability in the choice of T', the binomial proba-
bilities in (17) are in fact equal to (1 + o(1))—A2-. By Lemma 18, it suffices to show that

V2rNX'
with high probability in the choice of I' we have
A
2 (N—|IND)))=m—|T N2y,
(18) T V= INID)]) = m — [T} + o(N5)

Now, by our assumption on A, (13) and Lemma 13,

A
m = Eoall| + o(N'/2) = E[[T]| + 12 (N ~EIN(T)]) + o(N'/2).

It follows that to show (18) holds whp with respect to T', it suffices to show that

(19) P [IT) = EJIT| + o(N*/3)] =1+ (1),
and similarly for |[N(T')|. This is an immediate consequence of Lemma 12 and the fact that
(20) E|T|| < EIN(D)| =) w(D)IN(T)| = o(N),
rec
where we have used (13) and Lemma 11. O

Next we prove Lemma 15.

Proof of Lemma 15. Let I, denote the set of all independent sets of size m in QJ4. Then by
Theorem 9 (and the symmetry between even and odd) we have

im (Qa)N™ _ im(O)A™
2Q, (M) Zo(N)

By Theorem 9 again it follows that

’MA(Im) - /l)\(Im)’ = =0 (exp(—N/d4)) :

. . Zo(A
(@) ~ 2+ 0(1)in(O)] = O (exp(~/a")) ZOR).
It therefore suffices to show that there is a choice of A such that i"”Z(f()A/\)m is much larger
than exp(—N/d*). This follows from Lemma 16 by choosing X satisfying (14). O

Next we prove Lemma 17. In the following, if P(z,y) is a polynomial in z,y, we write
deg, (P) for the degree of P in x.

Proof of Lemma 17. Let r = [t/2] — 1 and set
A= Xa= 1+ S BB - 57
j=1

where the functions B; are rational polynomials in 3,d of constant degree (independent of
d) to be determined later. Let X := Y27_| B;j(8,d)(1 — 8)’**! and note that X = o(1). It
will be useful to note that for k = O(d),

e =B ~ (kY r
(21) (1—|—)\)k—w_(l—ﬁ)kiz;(i)X+O(X+l).
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In particular, since 8 > 1 — 271/t

(22) (142" = (14 0(1))(1 - )+t =0 (e*cd . Q*d(ﬂrl)/t) —0 (efchq/z) ’

for some constant ¢ > 0.
By Corollary 14 and Theorem 10,

A " ZRi(Nd)  jdRj()d) d>r+t
EO,A(HD - Nl + A + AN . (1 4 /\)jd B (1 + )\)jd—i—l N(l + /\)d(r—i-l)
j=1
23 ~ M Naw Fj(\ d)(1+ \) 771 N1/2
(23) v Z Y14 A) +o0

where the Fj are polynomials in A, d with degy(Fj) < 2j + 1 and deg,(F;) < 3j2. Our
goal is to show that there exists an appropriate choice of Bjy,..., B, that makes this final
expression (23) equal to m + o (NI/Q).

Since deg) (F;) < 352, and A = (8 + X)/(1 — ) we may write
F]()‘vd) - (1 - ﬂ)_CjGj(BadaX)
for some non-negative integer ¢; < 352 and G; a polynomial in 3,d, X such that deg,(G;) <
2j + 1. Tt follows by (21) that

r

1+A+ZF Ad)(1+ )7 =B+ X)) (-X)

=0

T ) T o _ 1 ]
(24) +3 0 G(B,d, X)(1 = gyt Y < ga )Xl O XY,
j=1 i=0 ¢
We now recall that X = 7%, B;(1 — B)74+1 and we expand this final expression as a
polynomial in (1 — 8)¢. This yields
(25)
A

1+)\+ZF >\ d (1+>\) —Jd—l /8+ZQ](/Bvd7Bla7BT)(1_18)jd+O(d3TXT+1)

j=1
where Q; = Q;(5,d,B1,...,B,) is a rational function f,d, Bi,..., B, with denominator
(1 — B)% for some b; < 3j2 and with degy(Q;) < 2j + 1. Moreover, by examining the
expansion (24), we see that Q; is linear in B; where the coefficient of B; is (1 — 38)? (in
particular the coefficient is non-zero). It follows inductively that there is a choice of By, ..., By

such that Q1 = ... = @, = 0 where B; is a rational function of 3,d of constant degree
(depending on j but not d). With this choice of By, ..., B, it follows from (23) and (25) that

Eo(I)) = AN + O(Nd> X"*1) = BN + o(N'/?),

where for the last bound we used that @3 X7+ = dO-(0(1 — g)dr+1) = o(N—1/2) by (22).

Finally we note that the above argument gives an algorithm for computing the B;. Since
the R;, and so also the F; and G, can be computed in e©10gJ) time, we see that the Qj can
be computed in e?U1°85) time. The Bj can then be computed by solving j successive linear
equations. 0
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To give a concrete example of the algorithm above in action, we pause for a moment to
calculate the rational function B;. Using the definition of R; at (11), we see that Ry = A.
In the notation of the proof of Theorem 17, it follows that Fy = A\ + (1 — d)A\%. Noting that
A= (B8+ X)/(1 - B) we have

Fi=01-8)72[1-8)B+X)+(1-dB+X)]
and so G1 = (1 - B)(B+X) + (1 —d)(6+ X)? and ¢; = 2. Recalling that X := >7_) Bj(1 -
B)79+1 and examining the coefficient of (1 — 3)? in (24), we see that

B —-6)+ (1 —-d)s?
1-8 ‘

Q1= Bi(1—-B)*+

Solving Q1 = 0 yields

(dp—1)p

(26) Bi="—pr

3.1. Proof of Theorem 6. Combining Lemma 15, Lemma 16, and Lemma 17 gives us the
proof of Theorem 6.

3.2. Proof of Theorem 5. We now prove Theorem 5. Given the formula (5) from Theo-
rem 6, we need to extract the binomial coefficient (LBJ\ZIV j) and expand the logarithm of what
remains.

Lemma 19. Fiz § € (0,1). With \g = %,

N\ ) (14 )V
<LﬁNJ> =0+ (1))A55NJ 27NB(1— f)

as N — oo.

The proof follows from Stirling’s formula.

Proof of Theorem 5. Given Lemma 19, Theorem 3 and Theorem 6, we are left to compute
coefficients P; = Pj(83,d), j > 1, so that for t > 1 and g > 1 — 271/t we have

1+ A Py ot , B
(27) log (1 t ﬁ) —Blog 32 + 3 RydAg)(1+ A0) 9 = 37 Py (1= BP9+ o(N )
j=1

J=1

where \g is given by (4). We proceed by expanding each term on the left hand side of (27) as
a power series in (1—3)%. As in the proof of Lemma 17 we set X := > =1 Bi(B,d)(1 —B)id+1

where 7 = [t/2] — 1 and note that X* = o(N~!) since § > 1 — 27/t Tt follows by Taylor
expansion that

1+A A
log A —510g—’3 :10g(1+X) _/Blog(1+X/5)
14+ Xo Ao

i1 (—1)i+

(28) =D (1= BTIX Ho(N ).
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We now turn to the sum on the left hand side of (27). Since R; is a polynomial in Ag, d such
that degy, (R;) < 352 and degy(R;) < 2j and the fact that \g = (8 + X)/(1 — 3), we may
write

Rj(As,d) = (1= B)"95;(8,d, X)

for some non-negative integer ¢; < 352 and S; a polynomial in 3, d, X such that deg,(S;) < 2j.
It follows by (21) that

t t—1 t—1 .
(29) D Ri(Ag d)(1+Xg)" Y =D 8i(8,d, X)(1 - Y45y <_Z?d> X'+ 0@d*X?).

j=1 j=1 i=0

We note that O(d*X?) = O(d3 (1 — B)!) = o(N~1!). To compute the P; we simply sum (28)
and (29), expand the powers of X, and collect the coefficients of (1 — 8)4,..., (1 — g)t-Dd
Finally we note that since R;,S; and B; can each be computed in time eOlilogs) Pj can be
computed in time ¢?U1087),

0

3.2.1. Computation of P1, P». To illustrate the algorithm for computing the P; in Theorem 5,
we use it to compute P; and P,. First we note that in [15] it was shown that

(203 + ANd(d — 1) — 2)\2

Rlz)\and RQZ 4

It follows that (using the notation of the proof of Theorem 5)

1

1
S1=f+X and Sy = d(d—1)(2+X = B)(X +5)° - 5 (1 - B)*(X + )’
and ¢; = 1, ca = 4. Now, to compute Py, P, we compute the coefficients of (1 — )4, (1 — 3)2¢
in the sum of (28) and (29). The coefficient of (1 — 3)? in (28) is 0 and in (29) it is 3/(1 — )

and so

P]_ — % .
The coefficient of (1 — 8)2? in (28) is
L o 3
ﬁBﬂl B)”.

The coefficient of (1 — 8)?? in (29) is

(L= a1+ (1= ) (Jdld - D2 )~ 50— 575

Recalling (26), the formula for By, and summing the above two expressions yields

dd—1)(2-B)8° —2(1 - 8)*p* _ p(1—dB)*

h= (1) 21— B
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4. LOCAL CENTRAL LIMIT THEOREMS FOR POLYMER MODELS

In the odd polymer model, let T be a defect type, and X7 be the random variable counting
the number of defects of type T" in a sample from pp . Recall that my = EX7 and let
O'% = var(Xp). Moreover, let np denote the number of polymers of type T" and let wp denote

the weight w(S) (defined at (7)) of a representative polymer S of type T

Throughout this section we assume that A > C'logd/ d'/? as in Theorem 9 and probabilities
and expectations are with respect to the odd polymer model. The main result of this section
is a multivariate local central limit theorem for the number of polymers of different types,
extending the multivariate central limit theorem of [15, Theorem 6].

Theorem 20. Let 7 and Ty be two fized sets of defect types so that for each T € T1, mp — pr
for some constant pr > 0, and for each T € Tz, mp — o0 as d — oo. Let {kr}rer; be a
collection of non-negative integers and let {kr}reT;, be such that kr = |mq + sr| where

|sT| = O(y/m7) for all T € Ty. Then

2

P () Xe=kr|=0+ H"TeTPTH;Q;i

TeT1UT2 TeT: TeTs

The probability in the theorem statement is with respect to the odd polymer model, but
the statement also holds for defects of an independent set drawn from the hard-core model
on Qg via Theorem 9.

Before we proceed it will be useful to recall a result from [15] on the cumulants of the
random variables X7. Recall that for a random variable X we use k;(X) to denote the kth
cumulant of X. The following result appears as Lemma 20 in [15].

Lemma 21. For a defect type T, let Yr(T') denote the number of polymers of type T in the
cluster I'. Then for any fived k > 1,

(30) wr(Xr) = 3 w(T)Yr(D) = (1 + o(1))ngwr,
rec
and
(31) 3 ‘w(F)YT(F)k’ — o(nrwr).
rec
ITI>T
Given a random vector X = (Xy,...,X,) € R? its characteristic function is

px(t) = B!
for t € RY.

Lemma 22. Fiz q € N and a list Ty, ..., T, of defect types. Let X = (X1y,...,X7,). There
exists ¢ > 0 such that

q
lpx (t)] < exp {_Czt?nTini} )
i=1
for allt € [—m, ]9
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Proof. Given a cluster I' € C, let Y(I') = (Y1, (T'),..., Y7, (I')). Using the cluster expansion
we write

log Ee!(tX) = Z w(T)e Y M) — Z w(T)

rec rec
= w(@)(EY I —1).
rec
Let
M; = {F €C:j=max{i: Y (') > O},zq:YTi(F) > 1} .
i=1
Then
Relog Ee'"~) =3 (I (cos({t, Y(I'))) — 1)
rec
= ZnT wry (cos(t;) — 1) + Z Z w(T)(cos((t,Y(T))) — 1)
J=1TeM;
g——ZtnTwT+Z > (@)L, Y (I))?
j=1TeM;
J
< —*Zt%T wr, + Z > w@i ) Y (T)?
j=1TeM; i=1
<

1
~E Z tingwr, + Z t?o(nrwr,)
i=1 i=1

where for the first inequality we used that —t? < cos(t) — 1 < —t2/5 for t € [—m, 7. For the
next inequality we used Cauchy-Schwarz, and for the final inequality we used Lemma 21. [

Proof of Theorem 20. Let T1 = {T1,...,Tp}, T2 = {Tp41,..., T4} and T = T3 U To. Let
Xi = X1, mi = mr,, 0, = o, ki = kg, for i € [q]. Let X = (X1,...,X,) and let

~ X -m X,—m
p+1 p+1 q q
X:<X1,...,Xp, ey .
Op+1 9q

By Fourier inversion,

1 ,
= = . 77’<t7k>
P ( () Xr kT> @) /[M]q ox(t)-e dt .

TeT

Making the substitution ¢; = x; for i € [p| and t; = x;/0; for i > p we have

(32) P ( N Xr= kT>

TeT

—1

oz (x)g(x)dzy ... dry

By J B>

1>p
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where By = [—m,7|P, By = [=T0p41,TOp11] X ... X [—Tog4, mo,] and
m .
g(z) = exp ijjifzz%-kz]
i>p J<p

Let Y = (Y1,...,Y,) where Y; ~ Po(p;) for i € [p], ¥; ~ N(0,1) for i > p, and Y7,...,Y
are jointly independent. Then by Fourier inversion we have the identity

i, i = ][ ”T . y

R~ p TET : TET; v

(kT mT)2

By

By (32) (noting that m; = (1 + o(1))o? by Lemma 21), it therefore suffices to show that

/ / og(x)g(z)dr, ... dvy = / / x)dzg...dzy +o(1).
B1 J B>y B JRa— p

Since, m; — oo for i > p, Lemma 21 implies that o; — oo for ¢ > p also. It follows that

/Bl /qu\Bg oy (x)g(x)dz, ... dz; = o(1)

and so it suffices to show that

/ / log(x) — oy (x)|dzy ... doy = 0(1).
B1 J Bo

In [15, Theorem 6] it was shown that X converges to Y in distribution and so ¢ v = Py
pointwise. It therefore suffices, by dominated convergence, to show that |p;(x) — py ()] is
bounded by an integrable function. By Lemma 21 and Lemma 22,

_ q 2
|90X($)| = |(,0X(l‘1, R ,$p,.%‘p+1/0’p+1, cee »xq/aq” <e o =1 z) .

We have a similar bound for |py (x)| and so we are done.

5. INDEPENDENT SETS OF A GIVEN SIZE AND STRUCTURE

Here we prove Theorem 7. Recall that for a set of defect types 7 and a vector of integers
X = (z7)reT, We let iy, x(Qq) denote the number of independent sets in Q4 of size m with
exactly xp defects of type T for each T € T.

We use the following identity, an easy extension of (3). For any A > 0,

(39) imox(@a) = 2By 1) = m, () rer =

where X7 be the random variable counting the number of defects of type T in a sample from
tx. Theorem 7 follows immediately from (33), Theorem 6 and the following lemma.

Lemma 23. Fiz A\ > 0 and let m = m(d) be such that that |Ex|TI| — m| = o(NY/?). Let
Ti, T2 be the sets of defect types such that mp — pr for some fixed pr > 0 as d — oo for all
T €Ti and mp — oo for all T € Ta. Let (kr)rer; be a vector of fized non-negative integers
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and let (kr)ret, be such that kr = |mrp + sp| where |sp| = O(y/mr) for all T € T3. Let
x = (kr)rer;ury- Then

kr —pr - 2inT

Pr € e T
Py (1| = m, (X7)reriun = x| = (14 o(1))PA[|T] = m] [] ¥%;7r7|| S
TeT: ) rer T

Proof. Using Theorem 9 and Theorem 20, it is enough to show that
Po [I1] = m|(X7)reriun = x| = (1+0(1)Po I = m] ,

where the above probabilities are with respect to pp » and Xt is now the random variable
counting the number of defects of type 7" in a sample from pe . Let I' be the random
collection of compatible polymers chosen at Step 1 in the definition of pp » (Definition 8)
and let I' be a fixed collection of compatible polymers such that

(34) IT|| = E[IT||] + o(N'/?)
and
(35) IN(T)| = E[[N(T)|] + o(N'/?).

Then the proof of Lemma 16 gives us that
Po [Tl =m|D =T] = (1 + o(1))Po [T = m]

and so in particular, if I is also consistent with x (i.e. I' has precisely kp polymers of type T
for all T € T1 U Ts),

Pon [Tl = m|(Xr)renum = % T=T] = (1+0o(1))Pox [IT] = m]

Finally, Lemma 12 gives us that (34) and (35) both hold with probability 1 —o(1), completing
the proof.

0
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