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We improve upon all known lower bounds on the critical fugacity
and critical density of the hard sphere model in dimensions two and
higher. As the dimension tends to infinity our improvements are by
factors of 2 and 1.7, respectively. We make these improvements by
utilizing techniques from theoretical computer science to show that
a certain Markov chain for sampling from the hard sphere model
mixes rapidly at low enough fugacities. We then prove an equivalence
between optimal spatial and temporal mixing for hard spheres to
deduce our results.

1. Introduction. For a fixed radius r > 0, the hard sphere model in a
volume A C R? at fugacity A > 0 is a random point process X defined by
conditioning a Poisson point process of intensity A on A on the event that the
points are at pairwise distance at least 2r, or in other words, conditioning on
the event that the points X are the centers of a packing of spheres of radius
r. Conditioned on the number k of centers, the distribution is uniform over
all sphere packings of A with k spheres. Note that by a ‘sphere packing’
we simply mean a configuration of non-overlapping spheres, not a ‘close
packing’ which implies maximality.

The hard sphere model is a simple but fundamental model of monatomic
gases. Its theoretical importance is in part due to the fact that it conjec-
turally possesses a crystalline phase [1, 5, 19]. Understanding the phase
diagram of the model has presented a significant challenge even at the level
of physics [3], and mathematical results are almost exclusively restricted to
understanding the low-density (small A) phase (see [30] for a notable ex-
ception). In particular, it is an open mathematical problem to prove the
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existence of a phase transition in the hard sphere model. Not only is the
model the most studied example of a broad class of Gibbs point processes,
but it has played a starring role in the development of Markov chain Monte
Carlo methods since the beginning: the Metropolis algorithm was first ap-
plied to the study of the two-dimensional hard sphere model [26].

We will give a more precise definition of the hard sphere model below, but
for now we restrict our attention to aspects of the problem directly relevant
to our results. The reader unfamiliar with the model may find [25] to be an
inspiring introduction and broader overview. Without loss of generality, it
will be convenient to choose the radius r = rgz such that each sphere has
volume one and |X]|, the number of spheres in the random packing, is also
the volume covered by the packing.

The critical fugacity Ae(d) in dimension d is the supremum over A such
that the hard sphere model has a unique infinite volume limit in the sense of
van Hove, i.e., such that the set of weak limit points of {ua x}a as A — R?
is a singleton set. If A.(d) < oo, then the hard sphere model exhibits a phase
transition at fugacity A\.. When d = 1, A.(d) = oo, but it is not known in
any higher dimension whether or not A.(d) < oco. It is believed that A.(d)
is finite in dimension 3 (and in some or all dimensions d > 4), while the
case d = 2 is subtle and remains an active area of investigation even in the
physics literature [3, 35].

Proving a lower bound on A.(d) amounts to proving the absence of a
phase transition for A in an interval on the real line. Developing new and
more powerful methods for proving the absence of a phase transition has
been a central theme of statistical mechanics (e.g. [43, 10, 36, 7]), not only
due to the interest in understanding phase diagrams but also because of a
broad equivalence between the absence of phase transitions and important
probabilistic and dynamical properties of finite and infinite systems [11]. In
particular, the absence of a phase transition is related to mixing properties
of natural dynamics to sample from finite volume Gibbs measures, i.e., the
thermodynamics properties are connected to the performance of natural
algorithms to sample from finite volume systems. While this connection has
been made precise in the setting of lattice systems [34, 12, 38], it has only
been shown under more restrictive conditions in the setting of Gibbs point
processes like the hard sphere model (see the discussion below in Section 1.1).

Our main result is an improved lower bound on the critical fugacity A.(d)
that we prove by developing an unrestricted equivalence between finite vol-
ume Markov-chain mixing properties and correlation decay properties.

THEOREM 1.1.  For all d > 2, A\.(d) > 2179,
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The density of the hard sphere model on R? at fugacity \ is
.1
(1.1) p(A) = liminf ~Eq, z[X],

where @, is the d-dimensional cube of volume n centered at the origin, and
the expectation is with respect to the hard sphere model on Q,, at fugacity
A. The use of liminf in (1.1) is necessary as a priori the limit is only known
to exist for Lebesgue-a.e. value of A\. The critical density p.(d) of the hard
sphere model is p(A:(d)) (or limy_o p(A) if Ae = 00). That is, p.(d) is the
limiting expected packing density of the hard sphere model at the critical
fugacity A.(d). By making use of Theorem 1.1 we can obtain an improved
lower bound on the critical density.

THEOREM 1.2.  For all d > 2, pc(d) > 3%. As the dimension d tends to
infinity we have p.(d) > (.8526 + 04(1))274.

Before discussing how these results improve upon all previously known
bounds, we briefly outline the proof of Theorems 1.1 and 1.2. At a high level
this is done by adapting and combining three ingredients from the study of
algorithms, probability theory, and combinatorics:

1. We analyze a Markov chain for sampling hard sphere configurations in
a finite volume. By using techniques from theoretical computer science,
namely path coupling with an optimized metric (e.g. [37]), we show
that this Markov chain mixes rapidly at small enough fugacity. The
conclusion is Theorem 3.2 below. Our main contribution here is to
rigorously implement the idea that the hard sphere model behaves
like a hard-core lattice gas on a finite graph with many triangles.

2. We establish a continuous analogue of the equivalence of spatial and
temporal mixing from lattice spin systems (e.g. [34, 12]) to deduce
exponential decay of correlations from our fast mixing results. For ap-
plications to bounds on the critical fugacity of the hard sphere model
our main result here is Theorem 2.2. We also prove a full equiva-
lence between spatial and temporal mixing, see Theorems 2.3 and 2.4.
Our main contribution here is to prove an equivalence result for hard
spheres that does not rely on the convergence of a cluster expansion;
the importance of this is discussed below in Section 1.1.

3. We achieve the bounds on the critical density p. in Theorem 1.2 by
applying non-trivial lower bounds on the expected packing density of
the hard sphere model [20].
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After the presentation of some preliminaries in Section 2.1, we outline the
first two of these steps in more detail in Sections 2.2 and 2.3. Before this we
compare our results with those previously obtained in the literature.

1.1. Previous results. Historically, the main approach to proving the ab-
sence of a phase transition at low densities in the hard sphere model is to
use the cluster expansion. This is a convergent power series expansion for
the pressure of the hard sphere gas. The classical bound states that the
cluster expansion converges for all complex A with |\ < e7'27% and thus
Ae(d) > e 1274 For a given dimension it may be possible to improve upon
this result, e.g., in two dimensions, Fernandez, Procacci, and Scoppola [13],
proved the cluster expansion converges for |\| < .1277. However, one does
not expect to be able to improve the constant e~! as the dimension d tends to
infinity: the singularity determining the radius of convergence of the cluster
expansion is known to lie on the negative real axis, and there is a compelling
(but non-rigorous) argument that this singularity is at —e™1274(1 4 04(1)),
see [15]. Tt is known rigorously that the cluster expansion cannot have a
radius of convergence greater than 279, see [28, Remark 3.7].

To avoid the negative axis singularity a natural idea is to use techniques
that do not require analyticity, e.g., probabilistic techniques which concern
only positive fugacities A. One approach in this direction was taken by Hofer-
Temmel [18], who used disagreement percolation [36] and known bounds
on the critical intensity of d-dimensional Poisson—Boolean percolation to
prove lower bounds on the critical fugacity of the hard sphere model. In
dimension 2, his bound is A.(2) > .1367. Hofer-Temmel’s method and a
bound based on the non-rigorous ‘high-confidence’ results of [2] for Poisson-
Boolean percolation gives A.(2) > .28175 [18]. The asymptotics of the critical
intensity of Poisson—Boolean percolation as d — oo are known, and this gives
a bound of A\.(d) > (1 + o(1))2™%, improving upon the cluster expansion
bound by a factor e. Our probabilistic approach makes use of Markov chain
mixing times, a well-honed tool, instead of disagreement percolation. For
comparison, our bound A.(d) > 21=d is an improvement of a factor 2 as
d — oo, and of more than 3 compared to the rigorous results in dimension
2.

Finally, there has been work on developing exact sampling algorithms for
the hard sphere model. Guo and Jerrum [16] showed that a partial rejection
sampling algorithm is efficient in dimension 2 for A < .21027 and Wellens
improved this bound to A < .2344 [40]. For an approach combining coupling
from the past and rejection sampling, see [41].

While it appears we are the first to use Markov chains to estimate the crit-



CORRELATION DECAY FOR HARD SPHERES )

ical fugacity of the hard sphere model, there have been previous works that
obtain bounds on the critical density by showing that certain Markov chains
for sampling a configuration of hard spheres mix rapidly. To lower bound the
critical density these chains make use of the canonical ensemble, meaning the
configurations consist of a fixed finite number of spheres in a finite volume.
Results of this type include Kannan, Mahoney, and Montenegro who showed
that a simple Markov chain for the canonical ensemble exhibits rapid mixing
for densities p < 2717¢ [22], and Hayes and Moore who used an optimized
metric to show that in dimension 2 this same Markov chain mixes rapidly
at densities p < .154 [17]. The Markov chain studied in these papers moves
spheres in a non-local way. Dynamics involving only local moves have been
investigated by Diaconis, Lebeau and Michel as an application of a more
general geometric framework [9]; these local dynamics are restricted to van-
ishing densities due to the existence of jammed configurations of arbitrarily
low density, see [21].

To convert bounds on the critical fugacity to bounds on the critical den-
sity, we use the bound p(\) > H#i/\ where p(\) is the packing density of the
hard sphere model at fugacity A (see Section 5). Surprisingly, the estimates
on p. that result from combining this estimate with the high-dimensional
bounds from [18] coincide with the high-dimensional bounds on p. from [22].
Our results improve upon this by a factor of 4/3. Our stronger result as
d — oo in Theorem 1.2, which is an improvement of roughly 1.7, makes use
of a better estimate for p()), see Section 5. Our results are also the best
known in d = 2.

As mentioned above, our argument showing that rapid mixing implies
exponential decay of correlations is based on the argument given in [12] for
discrete spin systems on graphs. Previously there has been work relating
mixing times and correlation decay for continuous-time birth-death chains
for continuum particle systems with soft two-body potentials [4]. Later works
allowed for hard core potentials [42, 6], but all of these results apply only in
the low density regime, i.e., within the domain of convergence of the cluster
expansion. For the reasons discussed above, it is essential for us to have a
result that does not rely on the convergence of the cluster expansion. We
achieve this by using combinatorial techniques in our proof of equivalence
to avoid a low density hypothesis.

1.2. Future directions. One interesting benchmark for further progress
on determining the uniqueness phase of the hard sphere model would be to
obtain uniqueness for all p < 274, the point at which the system no longer
trivially (by a union bound) contains free volume. Passing this threshold ap-
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pears to require new ideas. Another tool from computer science that may be
applicable to the hard sphere model is Weitz’s correlation decay method [39],
although some adaptation will be necessary to deal with the continuous na-
ture of space for the hard sphere model.!

While it should be straightforward to generalize our methods to more
hard shapes that are not spheres, the adaptation to more general (soft) two-
body potentials is less clear. A generalization that covers stable two-body
potentials (the setting of, e.g., [29, 32]) would be interesting.

It is also worth remarking that the step in our arguments of obtaining
density bounds from fugacity bounds is a challenging and interesting prob-
lem in itself. At very low fugacities one can use the cluster expansion to write
a convergent power series formula for the density. Since, however, we are in-
terested in going beyond the radius of convergence of the cluster expansion,
this tool is not available. Developing alternative approaches to estimating
the density, whether by analytic continuation, direct study of the Virial
series, or other means, would be very interesting.

Lastly, there is of course the long-standing open problem of proving the
existence of a phase transition for the hard sphere model.

2. Spatial and temporal mixing. In this section we define the hard
sphere model with boundary conditions, define the notions of strong spatial
mixing and optimal temporal mixing, and reformulate our main results in
terms of these notions.

2.1. Hard spheres with boundary conditions. We begin by formally defin-
ing the hard sphere model in a bounded measurable volume A C R?. Recall
that we write r = r4 for the radius of a sphere of volume 1 in R?. Let

At = {z € A : dist(z,A°) > r}.

The hard sphere model on volume A at fugacity A > 0 with free boundary
conditions is a Poisson point process of intensity A on A, conditioned on
the event that all points are at pairwise distance at least 2r. In words, the
hard sphere model arises by conditioning on the event that the points form
the centers of a sphere packing in A with spheres of volume 1; we recall a
sphere packing in a set A is any collection of pairwise disjoint open spheres
that are entirely contained in A. Explicitly, the normalizing constant Zx (\)

1Subsequent to the posting of this article to the arXiv, one possible adaptation of
Weitz’s method to continuum particle systems has been found [27].
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where dx; is Lebesgue measure. We will denote the law of X by pa (the de-
pendence on A will be suppressed). The density of pp on Afm with respect to
Lebesgue measure is given by the integrand of (2.1) divided by the partition
function Z,(A). Note that the requirement that spheres lie entirely within
A instead of just requiring the centers to lie in A makes no difference in the
infinite volume limit, but it does have a regularizing effect in finite volume.

We will also be interested in the hard sphere model with boundary con-
ditions 7. More precisely, we define 7 C Ay as a set of forbidden locations
for centers. The hard sphere model on a volume A at fugacity A > 0 with
boundary conditions 7 is a Poisson point process of intensity A on Ay \ 7
conditioned on the event that all points are at pairwise distance at least 2r.
One possibility is that 7 represents the volume blocked by a set of perma-
nently fixed spheres: if Y is a set of centers and 7 = A N(Uyey Bar(y)), then
At \ 7 is the set of locations for centers that do not overlap with spheres
defined by the centers in Y. Note 7 need not have this form. The law of the
hard sphere model on A with boundary condition 7 will be denoted by ;.

2.2. Strong spatial mizing. Let Qp be the set of all configurations for the
hard sphere model on A, that is, the set of all finite point sets in Ay, whose
pairwise distance is at least 2r. Similarly, let €2} be the set of configurations
for the hard sphere model on A with boundary conditions 7. In particular,
Q= 08.

For two probability measures p1 and po on Qp we let ||u1 — po|| = [jp1 —
p2l|7y denote their total variation distance. For A’ C A probability measures
on {2) induce probability measures on Q5 by retaining only the points in
A’. To control the resulting measures, we let ||y — us2||as denote the total
variation distance between the pushforward of u; and ps to measures on
configurations in A’ under the projection map from A to A’. In particular,
if |[A’] < 1, then the only valid configuration is the empty set of centers and
s0 |1 — pallar = 0. For A € R? we denote its volume by |A].

We can now define the strong spatial mixing property.

DEFINITION 2.1.  The hard sphere model at fugacity \ exhibits strong
spatial mixing (SSM) on R? if there exist o, 3 > 0 such that for all compact
measurable ' C A C R? and any pair of boundary conditions T and 7/,

(2.2) s — i la < B |A'| exp(—a - dist(tAT', A")).
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We define the strong spatial mixing threshold on R as
(2.3) Assm(d) = sup{\: SSM holds for X < A\}.

It is well-known that a much weaker spatial mixing condition implies unique-
ness of infinite volume Gibbs measures (e.g. [33, 11]), and so A.(d) > Assm(d).
The inequality can in principle be strict; for example, it is expected that
/\SSM(2) < )\0(2).

2.3. Optimal temporal mixing. Consider the following Markov chain on
Q}, called the single-center dynamics. Given a configuration X; € 2}, form
Xiy1 as follows:

1. Pick x € A uniformly at random.

2. With probability 1/(1 + ), remove any y € X; with dist(z,y) < r;
that is, let X411 = X; \ By(x).

3. With probability A\/(1 4+ A), attempt to add a center at z. That is,
let X' = XU {z}. If X' € QF, then set X; 1 = X'; if not, then set
X1 = Xy

We show in Lemma 3.1 below that the stationary distribution of this Markov
chain is indeed pj.

Following [12], our notion of optimal temporal mixing for Markov chains
in the next definition is essentially O(nlogn) mixing for all regions A of
volume n and all boundary conditions.

DEFINITION 2.2. Let n = |A|. The single-center dynamics for the hard
sphere model on R? has optimal temporal mixing at fugacity \ if there exist
b,c > 0 so that for any compact measurable A C R%, any boundary condition
T, any s > 0, and any two instances (Xy) and (Y:) of the single-center
dynamics on 0},

(2'4) HXLan - YLan HTV < bneici

where, by an abuse of notation, the left-hand side means the total variation
distance between the laws of X s, and Y|

2.4. New results. Using the technique of coupling with an optimized met-
ric from Vigoda’s work on the discrete hard-core model on bounded-degree
graphs [37], we establish optimal temporal mixing of the single-center dy-
namics for fugacities A < 2174,

THEOREM 2.1.  For alld > 2 and all A < 2'~%, the single-center dynam-
ics for the hard sphere model on R exhibits optimal temporal mizing.
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We then prove that optimal temporal mixing of the single-center dynamics
implies strong spatial mixing.

THEOREM 2.2. Fix d > 2,\ > 0. If the single-center dynamics has opti-
mal temporal mizing on R?, then the hard sphere model on R® exhibits strong
spatial miring.

Together these theorems imply Theorem 1.1.

PrROOF OF THEOREM 1.1. Theorems 2.1 and 2.2 together immediately
imply that A.(d) > Agsm(d) > 2'=¢ the first inequality by the remark
following (2.3). O

The proof of Theorem 2.2 does not use anything specific about the single-
center dynamics except that it performs updates within a randomly chosen
ball of bounded radius. Another Markov chain with this property is the
heat-bath dynamics with update radius L > 0. To define this chain, recall
the ¢-parallel set A® of A ¢ R? is

(2.5) A®) = {2 e R?: dist(z, A) < £}
(

In particular, given our definition of A, above, we have A = AIQ. To make
one step of the heat-bath dynamics we pick a point = € Aﬁt) uniformly at
random and then resample the centers in By (z) subject to the boundary
conditions induced by the other centers in the current configuration and 7.
Optimal temporal mixing for the heat-bath dynamics also implies strong

spatial mixing.

THEOREM 2.3. Fixz d > 2, > 0,L > 0. If the heat-bath dynamics with
update radius L has optimal temporal mizing on R?, then the hard sphere
model on R exhibits strong spatial mizing.

The proof of this theorem is essentially identical to that of Theorem 2.2
(see Section 4.1), and hence will be omitted. We also prove a converse to
Theorem 2.3: that strong spatial mixing implies that the heat-bath dynamics
exhibit optimal temporal mixing, provided the update radius is sufficiently
large (we define optimal temporal mixing for the heat-bath dynamics just
as for the single-center dynamics).

THEOREM 2.4. Fizd > 2, X > 0. If the hard sphere model on R¢ exhibits
strong spatial mizing, then there is an Ly > 0 such that for L > Lo the
heat-bath dynamics with update radius L exhibits optimal temporal mizing.
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2.5. Notation and conventions. We briefly collect some frequently used
concepts. By(z) denotes the open ball of radius ¢ centered at = € R?, and
Vi = |By(x)| will denote the volume of this set. In particular, V;, = 1. More
generally, |A| will denote the Lebesgue measure of A C R%. For A C R? the
(-parallel set A of A is {x € R?: d(z,A) < ¢}. By an abuse of notation, if
B is a finite set, we will write |B| for the cardinality of B.

3. A rapidly mixing Markov chain for the hard sphere model.
In this section we prove that the single-center dynamics for the hard sphere
model at fugacities A < 2'~% mixes rapidly. We begin by reviewing Markov
chain mixing.

3.1. Markov chain mixing. Let ) denote the state space of a discrete
time Markov chain. Let p(®) be the initial probability distribution on €2, and
let p® be the distribution after ¢ steps of the Markov chain. Suppose the
chain has a unique stationary distribution p. The mixing time of the chain
is a worst-case estimate for the number of steps it takes the Markov chain
to approach stationarity. More precisely,

DEFINITION 3.1.  The mixing time of a Markov chain is

(3.1) tmio(€) = sup min {t e = pllry < e}
pDeP

where P denotes the set of probability distributions on €.

A common approach to bounding the mixing time of a Markov chain is
to construct a coupling. For our purposes, a coupling of two Markov chains
(X¢t)e>0 and (Y3)i>0 on € is a stochastic process (X¢, Y:)i>o with values in
2 x 2 such that the marginals (X;):>0 and (Y;):>0 are faithful copies of the
Markov chains, and Xy = Y11 whenever X; = Y;.

The path coupling theorem of Bubley and Dyer [8] says that constructing
a coupling for single steps of the Markov chains from certain pairs of con-
figurations in € is sufficient for establishing an upper bound on the mixing
time. To use this approach, one must represent the state space {2 as the
vertex set of a connected (finite or infinite) graph G with a function D > 1
defined on the edges of Gq. The path metric D corresponding to D is the
shortest path distance on the graph with edge weights given by D, ie.,

[v]—-1

(32) D(X,Y) = inf ;D(%,ml) ,
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where the infimum is over nearest-neighbor paths v = (y0,71,...,7)|) in
Gq with 79 = X and 7}, = Y. The path coupling technique requires that

D is a pre-metric on Gg, which by definition means that

D(X,Y)=D(X,Y) for all edges {X,Y} of Gq.

To establish a rapid mixing regime for the single-center dynamics we will
apply the version of Bubley and Dyer’s path coupling theorem stated below.
In the theorem and what follows, the diameter with respect to D(-, ), of the
graph on € is

(3.3) diam(2) = sup D(X,Y).
X,YeQ

THEOREM 3.1 ([23, Corollary 14.7]). Suppose the state space Q0 of a
Markov chain is the vertex set of a connected graph Ggq, and suppose that
Disa pre-metric on Gq. Let D be the corresponding path metric.

Suppose that for each edge {Xo,Yo} of Gq the following holds: if p©)
and ¢ are the distributions concentrated on the configurations Xo and Yy
respectively, then there exists a coupling (X1,Y1) of the distributions p)
and ¢V such that

E[D(X1,Y1)] < D(Xo, Yo)e™,

where E is the expectation with respect to the Markov chain. Then

log(diam(£2)) + log(l/s)w .

tmix(€) < [

«

REMARK 3.1.  [23, Corollary 14.7] concerns Markov chains on finite
state spaces, but the proof applies essentially verbatim to our context.

3.2. Single-center dynamics. We will use Theorem 3.1 to prove that the
single-center dynamics introduced in Section 2.3 are rapidly mixing at fu-
gacities A < 2179,

THEOREM 3.2. Let A C R? be compact and measurable, n = |A|, v €
(0,1), and let A = (1—v)2' =%, The mizing time of the single-sphere dynamics
with fugacity X on ) satisfies

An(log(2¢+2n) + log(l/e))w
- .

tmia(€) < [

for all boundary conditions 7.
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Before discussing the proof of this bound, we derive Theorem 2.1 from it.

PROOF OF THEOREM 2.1. Let A be a compact measurable subset of R?
of volume n. To show optimal temporal mixing with constants b,c > 0, it
is enough to show that with an arbitrary initial distribution Xo, || X | —

wrllrv < gne_cs, and then use the triangle inequality to bound || X |4, —

Y|snyllTv- In other words, setting ¢ = bne=cs, we want to show 7mix(e) <

|sn]. Taking b = 2973 and ¢ = /4 and applying Theorem 3.2 proves this.
O

To establish rapid mixing for the single-center dynamics, we follow the
approach of Vigoda for the discrete hard-core model on bounded degree
graphs [37]. This approach makes use of an extended state space Q* D Q.
In our setting, let Qj\* be the collection of all sets of centers X C Apy such
that each point in A is covered by at most two balls of radius r with a center
in X, i.e.

(3.4) X ey «— forallze A, |[{ye X :dist(z,y) <r}| <2

The purpose of this extended state space will become clear below when we
introduce a pre-metric. Note that the boundary conditions 7 play no role
in the definition of QX* Next we extend our definition of the single-center
dynamics to Q". At each step of the chain:

1. Pick x € A uniformly at random.

2. With probability 1/(1 + A), remove any y € X; with dist(z,y) < 7.
That is, set X1 = X¢ \ Br(2).

3. With probability A\/(1 + \), attempt to add a center at x. Let X' =
XeU{z}. If ¢ € Appg \ 7 and dist(z, X¢) > 2r, then set Xy = X', If
not, set X;11 = X;. That is, we add a center at x if it locally satisfies
the packing constraints and boundary conditions.

It X; € Q) then the chain will remain in {2} and the dynamics agree with
the definition given in Section 1. In addition, a Markov chain that starts in
QZ* \ Q} will eventually reach }. Since the chain has a unique invariant
measure when considered on the state space (1}, this shows the chain also
has the same unique invariant measure on QX*, and that the mixing time of
the chain on QR* is an upper bound for the mixing time of the chain on Q7.

Throughout the remainder of this section, we fix the dimension d, the

region A C R? and the boundary conditions 7. For simplicity we write
Q =0} and Q* = Q)"
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LEMMA 3.1.  The stationary distribution of the single-center dynamics
on  is the distribution of the hard sphere model on Q.

ProOOF. Consider two distinct configurations X,Y € . The transition
density from X to Y is proportional to 1|xay|-1- MY, Suppose without loss
of generality that Y = X U{z}. Let m denote the density of x, and let 7/ (V)
denote the transition density from state U to state V. Then 7(Y)/7(X) = A,
and 7mx(Y)/my(X) = A, and so the chain is reversible with respect to the
hard sphere measure on 2. ]

Since the single-center dynamics are a Harris recurrent chain, the previous
lemma implies that p is the unique invariant measure for the dynamics on €2,
and that p®) — 4 for all initial distributions p©), see, e.g., [31, Section 3.2].

3.3. Proof of Theorem 3.2. We begin with some preliminary definitions.
For X € Q* let

(3.5) D(X)=(A\Am)UTU ( U Bgr(g;)> .

zeX

This is the ‘blocked volume’ of a configuration X where an additional center
cannot be placed.

For v € A we write the ball Ba,(v) as the disjoint union of the occupied
(or blocked) set Ox(v) and the unoccupied (or free) set Ux (v),

(36) Ox(v) = BQT(U) N F(X), Ux(’v) = BQT(U) \P(X)

We now use these notions to define a graph and pre-metric on 2*. For
X,Y € QF, we say that X and Y are adjacent (X ~ Y) if X has exactly one
more center than Y, and all the centers in Y are also in X (or vice versa).
That is, X ~ Y if and only if | XAY| = 1. We will write Gg+ for the graph
whose edges are pairs of adjacent vertices, and we define a pre-metric D(, )
on this graph by

24

(3.7) DX, X U{v}) =29 —clOx(v)|, c= CFRTE

Note that since ¢ is in [0,1/2] for X in [0,2'7%], we have that D(X,Y) is in
[24-1,29] for all edges {X,Y} of Gq+. Thus for each edge {X,Y} we have
ﬁ(X, Y)>1, and D is a premetric since any path from X to Y other than
{X,Y} has length at least 2¢ under the corresponding path metric.

The pre-metric D is the continuous analogue of the pre-metric introduced
by Vigoda in [37]. Defining the state space to be Q* rather than € affects the



14 HELMUTH, PERKINS, PETTI

metric D. Consider a simple example with free boundary conditions in which
A'is a ball of radius 3r/2. Then Q =0 U, {{7}}. For the state space
Q the graph of adjacent states is a star graph with center (), and so for non-
empty distinct X,Y € Q, D(X,Y) = D(X,0)+ D(Y,0) = 2%+1. In contrast,
for the state space Q*, we have that D(X,Y) < D(X, XUY)+D(Y, XUY) =
24+1(1—¢). This is relevant in our proof when we bound the distance between
a pair of configurations using the triangle inequality applied with a third
configuration that is in Q* \ Q (see (3.15)).

To apply Theorem 3.1 we will couple adjacent configurations using the
following coupling.

DEFINITION 3.2 (The identity coupling for the single-center dynamics).
The identity coupling for the single-center dynamics is defined as follows.
If X; and Y; are separate instances of the single-center dynamics for pj at
time t, we couple them in a Markovian manner via the transition rule

e Choose a point © € A uniformly at random.

o With probability 1/(1+\), in both X; andY; delete any center in B, (x)
to form Xy41 and Yip1 respectively.

o With probability /(1 + X), attempt to add a center at x in both X,
and Y;.

Consider X,Y € Q* with Y = XU{v}. Let X’ and Y’ denote the resultant
states after one step of the Markov chains coupled according to the above
identity coupling, and let

(3.8) A =D(X'\Y') = D(X,Y)

denote the random change in distance between configurations. The next
lemma bounds the expectation of A.

LEMMA 3.2. Let X,Y € QF such that Y = X U{v}. Let A = (1—~)2'7¢,
with v € (0,1). Then
24(2¢ — 1) 724

(3.9) E[A]Sm:_(2—v)(1+)\)n<o'

PrOOF. Let Y = XU{v}. The change in distance A is a random variable
whose value is a function of the current configurations of the chains, the
random point w chosen in a single step of the coupling, and whether or not
the coupling tries to add or remove spheres. We begin with a case analysis
of A. Throughout the proof we will use that D(X,Y) = D(X,Y) for edges
{X,Y}.
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1. Let A; be the event the center v is removed from Y, i.e., the chain
removes spheres and w lies within distance r of v. The probability of
this event is 1/(n(1 4+ X)). After A; occurs, X' = Y’ and so A =
—D(X,Y). It follows that

1 2d—c|OX(v)|

(810)  E[A-Ly] ==y DY) = ——07=0

2. Let A denote the event that a center is added to X but not Y. This
occurs when w lies in Ux (v) and the coupling attempts to add a sphere,

as Ux(v) is blocked in Y and not blocked in X. In this case we have
A=DXU{w},Y)—-D(X,Y). It follows that

A

(3.11) E[A-1y4,] = Y

/ (D(X U {w},Y) — D(X,Y)) dw.
Ux (v)

3. Let Az be the event that a new center w is added to both X and Y.
Note that this event only occurs when w € A\ T'(Y) and the coupling
adds a center. In this case

A = —c|{z € Ux(v) : x is blocked by the new center w}|.

For x € Ux(v), let A3 be the event that x becomes blocked by the new
center, i.e., that X' = X U{w}, Y =Y U{w} and 2 € Oxyqu}(v)-
In order for the event A to occur, it must be the case that w €

Ba,(z) \T'(Y). Hence
/ —clag dx]
Us

)
cA
T o1+ /Uz(v) /A Lueps, @)\r(y) dw dz
cA

(3.12) BETIESY) /Ux(v) | Bo(z) \T'(Y)| dz

E[A-14,]=E

4. Let A4 be the event that at least one center is removed in both X and
Y, and v is not removed. Let S, be the set of centers removed; since
w & By(v) we have S, = X N B,(w) =Y N B.(w). In this case,

A = c|{x € Ox(v) : x is no longer blocked after S,, is removed}|.

For x € Ox(v), let A7 be the event that X' = X \ Sy, Y/ =Y \ Sy,
and x € Ux\g, (v). If Af occurs there is a center b, € X that is the
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closest center to = that blocks x. In particular, b, € S, and hence
w € By(by). Using this observation we obtain

E[A-1A4]—E[/ clAzd:c]
Ty // LB, o) do

c|Ox(v)

(3.13) = m

The events Ay, Ao, A3, and A4 are mutually exclusive and exhaustive, so

4
=F A-ZlAi].
=1

To derive an upper bound on E[A] we first need to estimate the integrand
in (3.11). We will use the triangle inequality with the configurations Y U{w},
X U{w}, and Y. Temporarily deferring the justification of the use of the
triangle inequality, note that since ¢ > 0, D(Y U{w}, X U{w}) < D(Y, X).
Further, by definition, D(Y U {w},Y) = 2¢ — ¢|Ba,(w) N T(Y)|. Hence by
the triangle inequality

(3.14)

D(X U{w},Y) - D(X,Y) < DY U{w}, X U{w}) + D(Y U{w},Y) — D(X,Y)
(3.15) < 2% — ¢| By, (w) NT(Y)).

To justify this use of the triangle inequality we must establish that X U
{v,w} € Q. Note that no point of A is covered by three balls of radius r
whose centers are in Y because Y € Q*. No point that is covered by B,(w)
is covered by B,(u) for some u € X since w is added to X by the Markov
chain. It follows that no point in A is covered three times by Y U {w}, i.e.,
Y U{w} e Q.

Inserting the estimates given in (3.10)—(3.13) into (3.14) we obtain

1
E[A] < n(1+A)< — (2% = ¢|Ox (v)]) + A/UX(U)(zd — ¢|Bay(w) NT(Y))]) dw

ex /U | Br@\ T do + c\Ox<v>\>

- n(llJr)\) (—2'+ 2l0x ()] + 2201 = O)|Ux (w)])
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where the last line follows from | By, () N T'(Y)|+|Ba,(z) \ T'(Y)| = 2¢. Since
\Ux (v)| + [Ox (v)| = 2¢ and 2¢ = X\2¢(1 — ¢), it follows that

29(2c—1) 724
B =05 ~ " eoas o -

Now we deduce Theorem 3.2 from Theorem 3.1.

PROOF OF THEOREM 3.2. First we bound the diameter of Q* with re-
spect to D(-,-). Note that if X € Q* then | X| < 2n since each ball covers one
unit of volume and each point cannot be covered more than twice. Recall
that we defined the graph Ggq- by putting an edge between configurations
that differ by exactly one sphere location. It follows that the combinatorial
diameter of Gqo+ is bounded above by 4n. For two adjacent states X and
Y, D(X,Y) = D(X,Y) < 2% and hence diam(€2*) < n2%+2. Note also that
G-~ is connected since there is a path from any configuration to the empty
configuration.

Next we find a suitable value for « in the statement of Theorem 3.1. Let
Xo =X and Yy = X U{v}. Applying Lemma 3.2 we obtain

E[D(X;,Y1)] = D(Xo,Yo) <1 + W)
gl
< D(Xo, Yp) <1 Cn2-9)(1+ )\)>

~
< D(Xo, Yp) exp [_n(z —¥)(1+ )\)}

< D(Xo, Yp)e i .

The first inequality used that E[A] < 0 and D(Xj,Yy) < 2%, and the last
used that 14+ A < 2. Since D is a pre-metric, we have verified the hypotheses
of Theorem 3.1 with « = 7/4n, which gives Theorem 3.2. O

4. Spatial and temporal mixing. In this section we prove Theo-
rems 2.2 and 2.4 following the approach of Dyer, Sinclair, Vigoda, and
Weitz [12] who proved similar results for the discrete hard-core model on the
integer lattice Z%. At the heart of this technique is the idea of disagreement
percolation, bounding the distance that a disagreement between two copies
of a Markov chain can typically spread in a fixed number of steps. This idea
appeared in [34] in the context of spatial and temporal mixing with further
refinements and applications due to van den Berg [36].
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The main complication in the continuous setting is that there is a richer
variety of domains and boundary conditions to consider. To handle this we
will need the following lemma about the volume of parallel sets in Euclidean
space.

LEMMA 4.1 (Fradelizi-Marsiglietti [14]). Suppose L > r, then

Lt
,A(L), < r7|A( ),.

In particular, for L > r we have ]Aﬁt)\ < %]AL

ProoF. For A, B C R¢ compact with B convex, Fradelizi and Marsigli-
etti [14, Proposition 2.1] proved that the function |sA + B| — s%|A| is non-
decreasing and continuous as a function of s on R, where sA + B is the
Minkowski sum of sA and B. In particular,

L L\*
A+ B0 - A < [Ea 4 50) - (£) a1

where we have used the continuity in L to obtain the result for the open
ball By, (0) instead of its closure. Since L > r this implies

L L\*
|A + Br(0)] < ‘TAJF BL(O)‘ = <T> |A + B-(0)] ,
and the first claim follows since A(Y) = A + By (0) and A") = A + B,.(0).

The second claim follows since A = Af,. O

4.1. From temporal to spatial mizing. The following lemma bounds how
fast a disagreement between two copies of the single-center dynamics can
spread. This is a continuum variant of [12, Lemma 3.1].

For A’ ¢ A € RY we write X; [A’] to denote the projection of X; C Ay
to the set Ap,. In words, X;[A] is the set of centers of spheres in X; that
are entirely contained in A’.

LEMMA 4.2. Let X; and Y, be two copies of the single-center dynamics
for the hard sphere model on A with boundary conditions T7x and Ty and
initial conditions Xy, Yy € Q/T\* Suppose both XoAYy and Tx Aty are con-
tained in A C A. Let B C A with dist(A, Bry) = s > 0. Then for all positive
N < —zqav1, under the identity coupling we have

(4'1) Pr [X\_WLJ [B] 7& YLnnJ [BH < |B| : 6_8/(4T)7

where n = |A|.
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PROOF OF LEMMA 4.2. We couple X; and Y; via the identity coupling.
Say ' is the smallest ¢ so that X;[B] # Y;[B]. That is, there is a center in
Bt in one configuration but not the other. Since removing a center will not
create a disagreement, at step t’ exactly one of the Markov chains must add
a center at some w € Bryt. In order for the update point w to be added to
only one of the Markov chains, it must be that Ba,(w) contains a point y
of disagreement, meaning that y is a center in one of the configurations but
not the other.

Proceeding further, if X|,,,|[B] # Y|, [B] then there must be a connected
(overlapping) chain of balls of radius 2r joining A to By with the property
that there is a point of disagreement in each update ball. In particular, the
balls must be ordered in time to propagate a disagreement forward. We call
such a chain of balls an ordered chain. With s = dist(A, Bry), there must
be an ordered chain of at least m = (4—“;] balls connecting A to Biyg.

In any ordered chain each ball must intersect the last ball added to the
chain, so the probability of extending a chain of balls of radius 2r by one
ball is at most 4/n. The probability of forming an ordered chain of ¢ balls
of radius 2r with the final ball centered in By, is thus at most

() (2

where we have neglected the constraint that a disagreement must be created
in each update ball. This upper bounds the probability of a disagreement in
B at time |nn] by

!Blntl Z < ) ( > < IBInt\ Z (6774d> \Blnt! Z (4T6€>

The first inequality used (Ag ) < (eM/0)* and the second used the hypothesis
on 1, i.e., 1 < zrr- The ratio of consecutive terms in the summation is
at most 1/e, so the entire series is bounded by twice the first term. This
gives an upper bound of

2 |Blnt| ( S >m 2 ’BInt| fs/ (4r) -
By ) < |Ble—/@
4d derm/ — 44 |Ble ’

where the first inequality is due to the definition of m as a ceiling. O
REMARK 4.1. An inspection of the preceding proof reveals that it also

applies to the situation in which the boundary conditions Tx = Tx(t) and
Ty = Ty (t) change in time, provided tx(t)A1y(t) C A for all t. In this
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situation the configurations are in Q)" as they may not satisfy the boundary
conditions.

The next lemma shows that optimal temporal mixing implies what is
called projected optimal mizing [12, Lemma 4.1]. Recall the definition of
|| - |la from Section 2.2.

LEMMA 4.3. If the single-center dynamics has optimal temporal mizing
on R with constants b,c > 0 then there exist constants b', ¢’ > 0 such that,
for any compact measurable A C RY, any boundary condition T, any two
instances Xy and Y; of the dynamics on Q%, and any measurable A’ C A,
we have that

1X g = Yignyllar < 07 [A"[ =7

for any n > e724=%1 where n = |A|. The same conclusion also holds if

Xo,Yo € Q)7, as long as Xo[AR],Yo[AR] € Qa,,, with A as defined below
in the proof.

PROOF. Fix > e 24791 and let R = ne?r - 49F1. Define Ag to be
Ar = {z € A : dist(z, AL,) < R}

If |A/| < 1, then the total variation distance is zero since both X;[A’] and
Y;[A'] are the empty set since no spheres fit inside A’. Hence we may assume
that |A’| > 1, and our assumption on 7 implies that |Ar| > |A,| = |A/| > 1.

The proof proceeds by defining auxiliary Markov chains X/ and Y;® on
Ap that imitate X; and Y; closely, and then using the triangle inequality:
(4.3)

HX\_nnj _YLnnJ ”A/ < HXLnnJ _Xﬁmj ”A/_'_ HXﬁmJ _Y\_i/inj ||A’+||YL177nJ _Y\_nnj ||A"

The definition of A will ensure that it is unlikely that information can
pass from outside Agr to A’, which will ensure the first and third terms are
small. The second term will be handled by the optimal temporal mixing
hypothesis.

In detail, we define the Markov chains X/ and Y;® to be empty outside
of (AR)m¢ for all ¢, and to agree with Xy and Y{ respectively inside (AR)mt
at £ = 0. The two chains have the same dynamics:

e Uniformly select an update point z from A.

o If x ¢ Ag, do nothing.

e Otherwise perform an update of the chain, with the configuration out-
side Agr held empty as a boundary condition. Formally, the boundary
condition for this update is 7R = A\ (AR)mt-
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X[t and Y, are lazy dynamics on Ag: with probability 1 — |Ag|/n nothing
occurs, otherwise an update on Apg is performed.

We couple X7 with X; by a variant of the identity coupling: if X; updates
at a point outside A then X/ does nothing, otherwise attempt the same
update. The projections of X; and X/ to A’ are both copies of the hard
sphere model on A’ with boundary conditions and initial conditions that
only differ outside (AR )ms, see the third bullet above. As a result, Lemma 4.2
and Remark 4.1 imply that

1X g = X [y llar < A&7 /G = | Ajemne4,

nn)
The application of Lemma 4.2 is valid by the definition of R and Ag, i.e.,
that dist(Af,,, A%) > R. In particular, this holds even if X, € Q). Exactly
the same reasoning and bound apply to ”YLI;Ln |~ Y] A

As the configurations of X[ and V¥ agree outside Ar and Xo[Ag], Yo[AR] €
Q4,, the hypothesis of optimal temporal mixing applies. Hence the second
term of (4.3) is small provided the chain takes enough steps. There is prob-
ability |Ag|/n that the update point lies in Ag. So in nn steps, we expect
n|Ar| updates to occur in Agr. By a Chernoff bound at least n|Agr|/2 up-
dates occur in Ap with probability at least 1 — e 4rI/8 > 1 — ¢=1/8 gince
|Ar| > 1. This gives

IXE =Yl < IX (G = Y g < blAR|e™? 4 27775,

The first inequality has used that the total variation distance is weakly
decreasing when projecting to subsets. For the second we have applied the
definition of optimal temporal mixing and used a union bound to ensure both
Xﬁm and YLI;nJ have taken n|Ag|/2 steps. Putting these bounds together
with (4.3), we have

1X g = Yignyllar < 210|774 4 b] Ag| e/ 4 2¢77/%
< 2N |e 1 4 p(R/r) e AN | 4 26/

since Lemma 4.1 implies |Ag| < (R/r)%|A’|. With

V= sup b(ne?ade=e/t L4 and ¢ = min{c/4,1/8},
n26—24—d—1
this proves the claim. O

Using these lemmas we prove Theorem 2.2. Our proof follows that of [12,
Theorem 2.3].
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PROOF OF THEOREM 2.2. Fix A and d, and suppose that the single-
center dynamics for the hard sphere model on R¢ at fugacity A exhibits
optimal temporal mixing with constants b, c. Let A C R? be compact and
measurable, and suppose 7,7’ are two boundary conditions on A. Let A’ C A
be measurable, and let s = dist(7AT/, Af,).

Let Z; be a copy of the single-center dynamics with stationary distribution
ph and let Z] be a copy of the dynamics with stationary distribution /LX, and
take both initial conditions to be the same sample from uj\/. In particular
7 is distributed as uj for all ¢ (and thus Z; € Q7 ). On the other hand, we
only know Zy € Q)" since the initial condition might violate the boundary
condition 7.

We have, by the triangle inequality,

i = pillar =l = Zillar < wd = Zellar + 120 = Zillar
for any choice of . From Lemma 4.3, we have projected optimal mixing, and

so if we take
B sn
N [e2r-4d+1J ’

i — Zillar < VA [eme /(A

we have

We can apply Lemma 4.3 even though Zy € Q)™ since Zy[Ag] € Qa, with
Apg as defined in the proof of Lemma 4.3.

The centers of Z; and Z] outside of A’ determine the boundary conditions
of the projected chain restricted to A’. The symmetric difference of these
boundary conditions are contained in (7A7’)"). Therefore, by Remark 4.1
our choice of ¢ allows us to apply Lemma 4.2, which gives

120 Zillar < || m20/60)

Setting 8 = b/ +e/? and o = min{¢’/(e*r49t1),1/(4r)} and putting these
bounds together gives

T T/ —c's/(e?rqdtt —s/(4r —as
ik = A lar S VA e/ 4 [N e/ U0 < pIATjems . O

4.2. From spatial to temporal mixzing. Here we will show that strong spa-
tial mixing implies that the heat-bath dynamics with radius L > Ly (d, o, B)
exhibits optimal temporal mixing (Theorem 2.4). Along with Theorem 2.3,
this shows that strong spatial mixing and optimal temporal mixing of the
heat bath dynamics are essentially equivalent.
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PROOF OF THEOREM 2.4. Assume the hard-sphere model on R? exhibits
strong spatial mixing with constants o and 8. We will prove optimal tem-
poral mixing for the heat-bath dynamics with update radius L = Kr, for K
to be chosen large enough in the course of the proof.

We construct a path coupling using Hamming distance. That is, D(X,Y) =
| XAY|, the number of centers in the symmetric difference of X and Y. If
|A| = n, then at most n centers can fit in a valid configuration, and so the
diameter of )} under Hamming distance is at most 2n.

Suppose X; and Y; are two copies of the radius-L heat-bath chain on Q7
with X = YoU{u}. Again we use an identity coupling to couple the chains:
we choose the same update ball in each chain; if the boundary conditions
agree, we make the same update. If the boundary conditions disagree, then
we will choose a specific coupling detailed below.

Let A = D(X1,Y7) — D(Xop,Yy) under this coupling. If z is the random
center of the update ball and v € Bp(x), then the boundary conditions
agree and so with probability 1, X; = Y7, and so A = —1. This occurs with
probability

d
Pefu € By = P =

Int

where we set N = |A§£t)].

If w ¢ Brior(x), then again the boundary conditions of the update ball
agree, and so with probability 1 we will have X; = Y; U {u} and so A = 0.

Finally, if u € Bryo,(x) \ Br(z), the boundary conditions of the update
ball differ by the presence of u, and so the Hamming distance may increase.
We bound the probability that « is in this width 2r boundary of the update
ball:

|(Bryzr(u) N A™) \ Br(u)]

Prlu € Brior(z) \ Bi(z)] = |A(L)]
Int
< |Briar(u) \ Br(u)
AL
(K +2)*— K*
=

Next we bound the expected increase in Hamming distance in this case under
a specific coupling.

Fix z € Ag’t) so that uw € Bryor(z) \ Br(z). Let 7x be the boundary
condition on By (z) induced by Xy and let 7y be the boundary condition
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induced by Yp. In particular, 7x Aty C Ba,(u). Set t = r(K/8d)Y/¢ — 2r,
and let A = {y € Br () : dist(y,u) <t} and A = Br(z)\ A. We will bound
the change in Hamming distance by considering A and A separately; the
coupling will be chosen to control the change on A.

The increase in Hamming distance can be written as the sum of the
increase in Hamming distance restricted to spheres that intersect A plus
the increase in Hamming distance restricted to the configuration in A. An
upper bound on the increase in Hamming distance for spheres intersecting
A is twice the maximum number of centers possible in a valid configuration,
which we can upper bound by 2Va, ;.

We now turn to A. We can bound the total variation distance between
uTB)i (@) and ,LL‘B/L (@) restricted to A using the strong spatial mixing assump-
tion:

T —(r) —adist (7 Ty, A
B ) = B, 7 < BIAT [emedistmxaned)

< 5,2(’”) |€fadist(Bg,~(u),Z)

< B(K + 1)deot=2n)
Therefore, there exists a coupling of Xi,Y; so that X; and Y7 disagree
within A with probability at most 5(K + l)de_o‘(tzr). An upper bound on
the increase in Hamming distance restricted to A is twice the maximum

number of centers that can be placed in Z(T), which is 2(K +1)¢. Under this
coupling we can therefore bound the expected change in Hamming distance
by

E [Alu € Bgya)r () \ Brr(x)] < 2Vappr + 28(K + 1)*e27)

Putting this together yields that the expected change in Hamming dis-
tance is at most
K¢ (K+2)9¢-K?

<
E[A] < N+ N

Now since 2V;;, = K/4d and (K +2)? — K¢ < 2d(K + 2)?!, we have

(2V2r+t +28(K + 1)2‘1@—““—27")) .

E[A] < —% K —2d(K +2)*" (K +28(K + 1)2emolr (/80T d‘f’”))] ,

4d
and choosing K large enough as a function of d, a,, 3 we can ensure that
Ki1 1
EAl < —— - < ——
A < 3 N~ 3n

since N = ]A%ﬁt) | < K% by Lemma 4.1. Then combining this bound and the
diameter bound, Theorem 3.1 gives optimal temporal mixing. O
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5. Bounds on the critical density. In this section we prove Theo-
rem 1.2; this requires two preparatory results. Recall that

|
p(A) = liminf ~Eq, z|X],

where Q,, is the box of volume n centered at the origin in R%. We first give an
easy lower bound on p(\). This is closely related to an inequality of Lieb [24]
that applies to the canonical ensemble.

LEMMA 5.1. For all d and all X > 0,

A

>
PN = 1 ay

PROOF. Let pp(A) = |—[1\|IEA7>\\X] be the expected density of the hard

sphere model on A with free boundary conditions, and let

~ EaaHy € Ay @ dist(y, X) > 2r}|
a A

FA(N)

be the expected free volume fraction of A. A short calculation gives the iden-
tity pa(A) = AFA(A) for all bounded measurable A of positive volume [20,
Lemma 7]. Further,

FA(N) = [Ame] /IA] = 2%pA(N)

since each center in X can block at most volume 2¢. With a little algebra,
this implies
|AInt| A

|A] 14 A2d

Applying this bound to A = @),, and taking a limit gives the lemma. O

pA(A) >

We will also require the following bound on p(\).

THEOREM 5.1 ([20, Proof of Theorem 2]). For all d > 2 and all X\ > 0,
p(A) > inf max {)\e_z, z2_d6_2/\3d/2} .

In particular if X = 274, we have p(\) > (1 4+ 04(1))W (¢)27¢ where W (-)
is the Lambert-W function, i.e. the inverse of f(W) = We".
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PROOF OF THEOREM 1.2. To prove the first statement in Theorem 1.2,
we combine Lemma 5.1 and Theorem 1.1 to get

2!—d 2
> =
€T 142d21-d 3. 247

p

To prove the second statement in Theorem 1.2, we use Theorem 5.1 and
the bound A.(d) > 2!, to obtain

pe(d) > (14 04(1))W(2)27%¢ > (.8526 + 0g(1)) - 27¢,

as d — 0o. O
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