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ON THE STABILIZATION OF RELATIVE TRACE FORMULAE: DESCENT

AND THE FUNDAMENTAL LEMMA

SPENCER LESLIE

Abstract. Motivated by the study of periods of automorphic forms and relative trace formu-
lae, we develop the theory of descent necessary to study orbital integrals arising in the funda-
mental lemma for a general class of symmetric spaces over a p-adic field F . More precisely, we
prove that a connected symmetric space over F enjoys a notion of topological Jordan decom-
position, which may be of independent interest, and establish a relative version of a lemma of
Kazhdan that played a crucial role in the proof of the Langlands–Shelstad fundamental lemma.

As our main application, we use these results to prove the endoscopic fundamental lemma for
the unit element of the Hecke algebra for the symmetric space associated to unitary Friedberg–
Jacquet periods.
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1. Introduction

The study of relative trace formulae (RTFs) is a major component of the (global) rela-
tive Langlands program of Jacquet-Sakellaridis-Venkatesh. The recent spectacular success of
the proof of the (tempered) Gan-Gross-Prasad (GGP) conjecture for unitary groups [Zha14,
BPLZZ19, BPCZ20] via the Jacquet-Rallis trace formula comparison illustrates the power of
this method. However, many of the good properties present in the GGP setting (trivial generic
stabilizers on the geometric side, local multiplicity one on the spectral side) fail for more general
RTFs, and several new problems arise. More generally, many RTFs require a form of endoscopy
and stabilization analogous to the setting of the Arthur-Selberg trace formula in order to be
effectively compared. Though there are antecedents ([GW14], for example), these issues have
previously not been dealt with in any single example. As a first case, we recently proposed
a theory of relative endoscopy for the case of unitary Friedberg–Jacquet periods [Les19b], de-
scribed in more detail below, and proved the infinitesimal version of the endoscopic fundamental
lemma in [Les19a].

The goal of the present paper is to study relative κ-orbital integrals that arise in the geometric
expansion of RTFs associated to a general class of symmetric subgroups of connected reductive
groups. We develop the tools necessary to reduce the associated fundamental lemma to the
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tangent space at the identity (the “Lie algebra case”). Our approach is inspired by that of
Waldspurger in twisted endoscopy, but new problems arise since we work on a variety and
not a group. We establish several new geometric results for symmetric spaces over a p-adic
field which, to the best of the author’s knowledge, have no precedent in the literature. More
specifically, we first show that there is a good theory of topological Jordan decomposition for
symmetric spaces over a non-archimedean local field of odd residue characteristic. We then
prove a relative analogue of a lemma of Kazhdan, a generalization of which played a crucial
role in the proof of the Langlands–Shelstad fundamental lemma, describing integral models of
stabilizer group schemes of certain elements in the symmetric space.

Our main application is the case of unitary Friedberg–Jacquet periods. Extending our work
on the Lie algebra, we develop a relative theory of endoscopy for symmetric spaces of the form
U(2n)/U(n)×U(n) and apply our general results to prove the endoscopic fundamental lemma
for the unit element of the spherical Hecke algebra. This identity is the first such result in the
literature and plays a central role in the stabilization of the elliptic part of the relative trace
formula associated to the relevant automorphic period integrals [Les21b].

For the rest of the introduction, we describe the motivation and content of our main result
for unitary Friedberg–Jacquet periods (Theorem 1.1 below), then turn to our general descent
results as we outline the proof.

1.1. Unitary Friedberg–Jacquet periods. Let E/F be a quadratic extension of number
fields, with AE and AF the associated rings of adeles. Let W1 and W2 be two n dimensional
Hermitian spaces over E. The direct sum W1 ⊕W2 is also a Hermitian space and we have the
embedding of unitary groups

U(W1)×U(W2) →֒ U(W1 ⊕W2),

realizing U(W1)×U(W2) as the fixed-points of an involution. Let π be an irreducible cuspidal
automorphic representation of U(W1 ⊕ W2)(AF ). Then π is said to be distinguished by the
subgroup U(W1)×U(W2) if the period integral

∫

[U(W1)×U(W2)]
ϕ(h)dh

is not equal to zero for some vector ϕ in the π-isotypic subspace of automorphic forms on
U(W1⊕W2)(AF ). Here, [H] = H(F )\H(AF ) for any F -group H. We call these unitary Friedberg-
Jacquet periods in homage to [FJ93].

These periods have recently appeared in the literature in several ways (for example, [IP18],
[PWZ20], [GS20], and indirectly in [LZ19]). We would therefore like to study automorphic
forms distinguished by these subgroups. In 2018, Wei Zhang conjectured a comparison of RTFs
relating these periods to special L-values of certain L-functions (see [Les19a] for a discussion
about some related conjectures). Such a comparison is related to the general framework of Getz-
Wambach [GW14]; indeed, a similar conjecture for these period integrals first appears in the
thesis of J. Polák [Pol16]. We therefore study the RTF associated to unitary Friedberg–Jacquet
periods on U(W1 ⊕W2)(AF ).

However, as indicated previously, this relative trace formula is not stable. Spectrally, this
should be related to the non-factorizability of the period integrals for certain automorphic
representations. Geometrically, this instability manifests in that when we consider the action
of U(W1)×U(W2) on the symmetric space

Q := U(W1 ⊕W2)/U(W1)×U(W2),

invariant polynomials distinguish only geometric (or stable) orbits. Our goal is to stabilize the
geometric side of this relative trace formula by considering relative analogues of the theory of
endoscopy in order to establish these conjectures (as well as their generalizations).

In [Les19b], we introduced a putative theory of relative endoscopy for the infinitesimal sym-
metric space (that is, the tangent space at the distinguished U(W1) × U(W2)-fixed point of
Q(F ), which we refer to as the Lie algebra of Q), and proved the existence of smooth transfer
for many test functions. We then established the fundamental lemma for the unit function in
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this infinitesimal setting in [Les19a] via a combination of local harmonic analysis and a global
argument relying on a new comparison of relative trace formulae. Considering the linearized
case first was largely motivated by the case of (twisted) endoscopy, where both the existence
of smooth transfer and the fundamental lemma for the unit function were ultimately reduced
to the Lie algebra ([Wal95],[Wal97],[Wal08] [Hal95], [Wal06], [Ngô10]). We expect a similar
reduction for many symmetric spaces.

This paper accomplishes the first step in this reduction by extending the relative theory
of endoscopy to the symmetric space Q(F ) and proving the fundamental lemma for the unit
element by descending to the main result of [Les19a]. Section 1.3 below describes our descent
results needed to carry out this argument. We also establish the existence of smooth transfers
for many test functions (see Proposition 6.4).

In forthcoming work, we use these results to stabilize the elliptic part of the relative trace
formula associated to unitary Friedberg–Jacquet periods. We wish to emphasize however that
the main result here is the core identity showing that our proposed theory of relative endoscopy
gives rise to a global stabilization of the relative trace formula.

1.2. Main Result. Let us now state the main result. For brevity, we refer the reader to Section
6.1 for the relevant notations for orbital integrals and transfer factors.

Now assume E/F is an unramified quadratic extension of p-adic fields with odd residue
characteristic large enough depending only on F/Qp (for example, if F = Qp the only constraint
is p 6= 2).1 Let OF (resp. OE) denote the ring of integers in F (resp. E). We consider the
symmetric pair

(Gn,Hn) = (U(Vn ⊕ Vn),U(Vn)×U(Vn)),

where Vn is a split Hermitian space of dimension n. Concretely, we set Vn = En and equip it
with the Hermitian form represented by the identity matrix In. This affords the self-dual lattice
Λn = On

E ⊂ Vn, with respect to which we obtain hyperspecial subgroups

Hn(OF ) := U(Λn)× U(Λn) ⊂ Hn(F )

and

Gn(OF ) := U(Λn ⊕ Λn) ⊂ Gn(F ).

Set Qn := Gn /Hn and let 1Qn(OF ) to be the associated characteristic function.
In Section 6.1, we introduce the notion of an unramified elliptic relative endoscopic datum

Ξa,b = (ξa,b, α, β) where a + b = n, following the approach of [Les19b]; here ξa,b is a certain

unramified elliptic endoscopic datum of Gn, α (resp. β) is a Hermitian form on Ea (resp. Eb).
This gives rise to (a pure inner form of) an elliptic endoscopic groups Ga,α×Gb,β of Gn and a
symmetric subgroup Ha,α×Hb,β of Ga,α ×Gb,β. Let

Qa,α ×Qb,β := Ga,α /Ha,α×Gb,β /Hb,β

be the associated endoscopic symmetric space.
For a regular semi-simple element x ∈ Qrss

n (F ), the endoscopic datum determines a character
κ : C(Hn,x,Hn;F ) → C× on a certain subgroup of the Galois cohomology of the stabilizer Hn,x

of x; see Section 2.1 for a review of the necessary invariant theory. The set Ost(x) of rational
orbits inside the stable orbit of x is naturally a torsor for this group, so we define the relative
κ-orbital integral

Oκ(x, f) =
∑

[x′]∈Ost(x)

κ(inv(x, x′))O(x′, f),

where inv(x, x′) is the cohomological invariant associated to the rational orbit of x′ (see Section
2.1). When κ = 1 is the trivial character, set SO = O1.

We show in Section 6.1 that there is a good notion of the matching of regular semi-simple
elements

x ∈ Qrss
n (F ) and (xa, xb) ∈ (Qa,α(F )×Qb,β(F ))rss ,

1Lemma 8.1 is the only source of restriction, and is standard. We remark that when F is a number field, this
condition is satisfied at all but a finite number of places which may be explicitly calculated.
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and transfer factors

∆rel : (Qa,α(F )×Qb,β(F ))rss ×Qrss
n (F ) −→ C

in the sense that we can define the notion of smooth transfer of κ-orbital integrals on Qn(F )
and stable orbital integrals on Qa,α(F ) × Qb,β(F ) (Definition 6.3) and prove the existence of
smooth transfers for many test functions (Proposition 6.4).

We now state our main result.

Theorem 1.1. If (α, β) = (Ia, Ib), the functions 1Qn(OF ) and 1Qa(OF ) ⊗ 1Qb(OF ) match. Oth-
erwise, 1Qn(OF ) matches 0.

More precisely, for any regular semi-simple x ∈ Qn(F ) and matching elements (xa, xb) ∈
Qa,α(F )×Qb,β(F ), if κ is the character associated to the endoscopic datum, then

∆rel((xa, xb), x)O
κ(x,1Qn(OF )) =

{

SO((xa, xb),1Qa(OF ) ⊗ 1Qb(OF )) : (α, β) = (Ia, Ib),

0 : (α, β) 6= (Ia, Ib).
(1)

1.3. Descent of orbital integrals. As previously stated, the proof of Theorem 1.1 uses meth-
ods of descent inspired by those in the case of twisted endoscopy [Wal08]. However, relative
orbital integrals on a symmetric space are in general not as well understood as those on a group,
and we must establish several new results in order to make this precise.

In addition to the case of unitary Friedberg–Jacquet periods, there are several classes of
symmetric space for which stabilization of the RTF is desirable for global spectral conse-
quences. For example, the framework of twisted base change as outlined in [GW14] antici-
pates global spectral results from such stabilizations. Examples include Galois symmetric pairs
(ResE/F G,G) with G a reductive group over F , which are the subject of much current research
(see [Pra15, BP18, Fli99]); for a case of a different flavor, one may consider the non-tempered
symmetric pair (U(2n),Sp(2n)) [MO19]. For these reasons, we consider a general connected
symmetric space (G,H) over a non-archimedean field of odd residue characteristic, where G is
assumed to be unramified.

Setting Q = G /H, we consider the integral points Q(OF ) := G(OF )/H(OF ). The main
object of interest for the study of endoscopic fundamental lemma for Q is the (relative) κ-
orbital integral (see Section 2.1 for notation)

Oκ(x,1Qn(OF )) =
∑

[x′]∈Ost(x)

e(Hx′)κ(inv(x, x′))O(x′, f), (2)

where x ∈ Q(OF ) is regular semi-simple, e(Hx′) = ±1 is the Kottwitz sign [Kot83], and κ :
C(Hx,H;F ) −→ C×. If we assume that F = k((t)) is a non-archimedean local field of positive
characteristic for the moment, general arguments relate these values to k-point counts on certain
quotient stacks (see [Yun16, Section 3] for example). The combinatorics of such a point count
are prohibitive, and so one seeks to linearize the problem by showing that that (2) may be
expressed in terms of a linearization of the relevant stacks.

In this direction, for a non-archimedean local field F of odd residue characteristic we de-
velop the topological Jordan decomposition for certain elements of Q(F ). More precisely, for
elements x ∈ Qn(F ) which are strongly compact, we prove in Proposition 3.6 that is a unique
decomposition

x = xasxtu with xas, xtu ∈ Q(F )

where xas is the absolutely semi-simple part of x and xtu is the topologically unipotent part of
x; see Section 3.1 for the relevant definitions. The point is that since xas, xtu ∈ Q(F ), one can
hope to study relative orbital integrals inductively by passing to more regular elements. Given
the applications of the classical topological Jordan decomposition to character formulae ([AS08],
for example), we hope this result will have application to the study of relative characters for
symmetric spaces.

Our proof of this decomposition relies on the existence of the symmetrization map

s : Q −→ G,
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which realizes the symmetric space as a closed subvariety of G. This enables us to make sense of
taking products of elements of Q(F ), as well as the definitions of absolutely semi-simplicity and
topological unipotency, which involve eigenvalue constraints. We then combine the algebraic
properties of symmetric spaces with the structure of p-adic groups to obtain the decomposition.
It is an interesting question whether an analogous theory exists for general spherical varieties
of interest in the relative Langlands program.

We now assume that F has characteristic 0. With this decomposition, it now makes sense to
discuss absolutely semi-simple elements of Q(F ) and study their integrality properties. More
precisely, for any semi-simple element x ∈ Qss(F ), one considers the descendant Qx of Q at x.
Defined in Section 2.1, this gives a lower-dimensional degeneration modelling Q near x. Suppose
now that (G,H) admits a smooth OF -model, and let xas ∈ Q(OF ) be absolutely semi-simple. In
Proposition 4.5, we show that the stabilizer group Hxas of xas admits smooth group OF -scheme
model, which imposes strong constraints on the stable orbits of such elements. This is a relative
analogue of a result of Kottwitz [Kot86, Proposition 7.1] (itself a generalization of a lemma of
Kazhdan [Kaz84]).

In particular, this implies that the descendant Qxas at an absolutely semi-simple point has a
natural smooth integral model. Propositions 3.6 and 4.5 combine to give a systematic reduction
of the κ-orbital integrals arising in the fundamental lemma on Q(F ) to orbital integrals on
descendants at absolutely semi-simple elements. This is stated in Proposition 4.11, where orbital
integrals at a regular semi-simple element x = xasxtu are shown to equal orbital integrals on
Qxas(F ) at xtu. Our proof relies on a fixed-point result of Edixhoven on finite-group actions
on smooth schemes over OF [Edi92]; in particular, this step also relies on Q being a symmetric
space (as opposed to just a smooth G-scheme). Additional care is needed in our relative context
as the generic stabilizer of regular semi-simple elements need not be connected nor abelian; for
our result to hold, we impose a technical condition ensuring generic stabilizers are connected
(see Definition 4.2).

The upshot is that the topological unipotent locus of Q(F ) lies in the image of the exponential
map. In particular, one may now pass to the tangent space at the H(F )-fixed point of Q(F ) for a
general class of symmetric spaces. We expect this result to play a key role in the stabilization of
the (relatively) elliptic part of several relative trace formulae. The main obstacle is the correct
notion of relative endoscopic data and transfer factors. The results of Section 6 give such a
definition in the case (Gn,Hn) = (U(Vn ⊕ Vn),U(Vn)×U(Vn)); we prove the necessary descent
of the transfer factor in Lemma 8.6.

1.4. The proof of Theorem 1.1. Returning to the case of unitary Friedberg–Jacquet periods,
we end the introduction with a short sketch of the proof of the main result. The idea is to use
the results of Sections 3 and 4 to descend to the fundamental lemma for the Lie algebra of Qn,
which is the main result of [Les19a]. We recall this infinitesimal theory in Section 7.

Setting W = Vn ⊕ Vn, we consider the Cayley transforms cν : End(W ) 99K GL(W ), where
ν = ±1. These exponential-like maps are well suited for the study of the symmetric space Qn.

In particular, we introduce certain open subset Q♥,ν
n (F ) ⊂ Qn(F ), which we refer to as the

ν-very regular locus. We show in Section 7.5 that the Theorem 1.1 may be readily reduced to

the Lie algebra result via the Cayley transform whenever x ∈ Q♥,1
n (F ) ∪ Q♥,−1

n (F ). Combined
with certain elementary vanishing properties of orbital integrals (Lemma 6.7), it follows that
(1) is known unless x ∈ Qrss

n (OF ) lies in the OF -points of a certain singular sub-OF -scheme;
see Remark 7.10.

In Section 8, we apply Proposition 4.11 in these remaining degenerate cases and establish
the necessary descent of the transfer factors. In fact, we use the structure of descendants in
this case to establish a slight generalization (Lemma 8.3) of this proposition to simplify the
descent of transfer factors. The essential point is that the topologically unipotent part xtu lies
in the very regular locus of the descendant at xas, allowing us to pass to the Lie algebra. This
concludes the final cases of the fundamental lemma.
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1.5. Outline. In Section 2, we fix notation and review some background on invariant theory,
symmetric pairs, and unitary groups. We recall the topological Jordan decomposition for un-
ramified groups in Section 3, and develop the relative theory in Section 3.2. In Section 4, we
introduce the notion of a nice, simply-connected symmetric pair, and prove a relative version of
Kazhdan’s lemma in Proposition 4.5. Turning to orbital integrals in Section 4.3, we prove the
main descent identity in Section 4.4.

In Section 5, we specialize to case of unitary Friedberg–Jacquet periods and study the basic
geometry of the symmetric space Q. We also introduce the contraction map R used in defining
our transfer factors, and compute all semi-simple descendants of the symmetric space. In Section
6, we define elliptic relative endoscopic data and the relevant symmetric spaces. We then define
the matching of stable orbits and transfer factors, following the infinitesimal theory developed
in [Les19b], and state the main theorem as Theorem 6.6. These notions rely on the theory of
endoscopy for unitary Lie algebras, which we review in Appendix A for the convenience of the
reader. Section 7 recalls the infinitesimal theory and fundamental lemma (stated as Theorem
7.1). We then apply the Cayley transform in Section 7.4, deducing the fundamental lemma over
the very regular locus in Section 7.5. We complete the proof of Theorem 1.1 in Section 8.

1.6. Acknowledgements. I want to thank Jayce Getz for suggesting studying relative notions
of endoscopy and for many helpful suggestions while writing this paper. I am very grateful to
Wei Zhang for many clarifying discussions and for his generosity of time and ideas. I also want
to thank Yiannis Sakellaridis for several insightful conversations and for his interest in this
work. Finally, I thank the anonymous referee for several helpful comments and corrections,
which have clarified several parts of this paper.

This work was partially supported by an AMS-Simons Travel Award and by NSF grant
DMS-1902865.

2. Preliminaries

2.1. Invariant theory. For any field F and any non-singular affine algebraic variety Y over F
with G a connected reductive algebraic group over F acting algebraically on Y, we set Yrss to
be the invariant-theoretic regular semi-simple locus. That is, x ∈ Yrss if and only if its G-orbit
is of maximal possible dimension and Zariski-closed. We also recall the semi-simple locus Yss of
points with Zariski-closed orbits. When F is a local field of characteristic zero, and we endow
Y (F ) with the Hausdorff topology, it is known [AG09, Theorem 2.3.8] that x ∈ Y ss(F ) if and
only if G(F ) · x ⊂ Y (F ) is closed in the Hausdorff topology.

For x, x′ ∈ Yrss(F ), we say that x′ is in the rational G(F )-orbit of x if there exists g ∈ G(F )
such that

g · x = x′.

Fixing an algebraic closure F alg, two semi-simple points x, x′ ∈ Yss(F ) are said to lie in the
same stable orbit if g · x = x′ for some g ∈ G(F alg) such that the cocycle

inv(x, x′) := [τ ∈ Gal(F alg/F ) 7→ τ(g)−1g] ∈ Z1(F,Gx)

lies in Z1(F,G◦
x), where G◦

x ⊂ Gx is the connected component of the identity of the stabilizer
of x in G. When the semi-simple stabilizers are all connected (see Lemma 5.13), this cocycle
constraint is automatic.

A standard computation shows that the set Ost(x) of rational orbits in the stable orbit of x
are in natural bijection with

D(G◦
x,G;F ) := ker

[

H1(F,G◦
x) → H1(F,G)

]

.

Suppose that F is non-archimedean and of characteristic zero. When G◦
x is a torus, D(G◦

x,G;F )
is a finite abelian group and Ost(x) is naturally a D(G◦

x,G;F )-torsor. While this is true for
our main application (Section 5 and thereafter), many of our results apply to varieties with
non-abelian regular stabilizers. For these cases, the stabilization of the associated relative
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trace formula involves abelianized cohomology [Lab99]. Following Labesse’s formalism (see also
[Lab08, Section III.2]), we let

C(G◦
x,G;F ) := ker

[

H1
ab(F,G

◦
x) → H1

ab(F,G)
]

.

There is a natural injective map D(G◦
x,G;F ) −→ C(G◦

x,G;F ) [Lab08, pg. 25], which is bijective
if G◦

x is a torus. By composition, this gives a map

(G◦
x \G)(F ) −→ D(G◦

x,G;F ) −→ C(G◦
x,G;F ), (3)

x′ 7−→ inv(x, x′).

2.2. Symmetric spaces. Let F be a field. We recall standard notation and facts about sym-
metric spaces.

Definition 2.1. A symmetric pair is a triple (G,H, θ) where H ⊂ G are reductive groups
and θ is an involution of G such that H is the fixed-point subgroup. The symmetric pair is
connected if G /H is connected. The quotient variety Q := G /H is called the symmetric
space.

Fix a symmetric pair (G,H, θ); we will frequently drop θ from the notation and write (G,H),
which somewhat justifies the (standard) use of the word “pair.” Define the anti-automorphism
of G

σ(g) := θ
(

g−1
)

.

Denote
Gσ = {g ∈ G : σ(g) = g},

and define the symmetrization map

s : G −→ Gσ

g 7−→ gσ(g).

It is well known [Ric82, Lemma 2.4] that s induces an embedding of affine G-varieties

s : Q = G /H −→ Gσ .

Viewing Q as an H-variety, let Qss (resp. Qrss) denote the semi-simple locus (resp. regular
semi-simple locus) of Q. A torus S ⊂ G is called θ-split if θ(s) = s−1 for all s ∈ S. It is
well known that any two maximal θ-tori are stably conjugate by an element of H◦ and that
every semi-simple element of Q(F alg) is contained in a maximal θ-split torus [Ric82, Theorem
7.5]. The rank of such a torus is called the rank of the symmetric space Q and is denoted
rank(Q).

The symmetrization map allows us to relate these notions to (regular) semi-simplicity of
elements in G.

Lemma 2.2. [Ric82, Theorem 7.5] Using the symmetrization map, we identify Q ⊂ G as a
closed subvariety of G. Then x ∈ Q is H-semi-simple if and only if x ∈ Gss is semi-simple as
an element of G. In particular,

Qss = Q∩Gss .

The relationship between Qrss and Grss is more subtle. While in general they are unrelated,
the symmetric spaces we consider in Section 5 and beyond all satisfy

Qrss = Q ∩Grss; (4)

this is because the symmetric spaces we consider are quasi-split : the centralizer in G of a
maximal θ-split torus A ⊂ Q is a torus; see [Les21a, Section 1.2] for a discussion on quasi-split
symmetric pairs. It is easy to see that over an algebraically closed field (4) is equivalent to
(G,H) begin quasi-split.

Finally, for x ∈ Qss, let Gx denote its centralizer as an element of G and Hx its stabilizer.
Then (Gx,Hx, θ|Gx) is a symmetric pair [AG09, Definition 7.2.2], referred to as the descendant
of (G,H) at x. We will also refer to the symmetric space Qx := Gx /Hx as the descendant of Q
at x.
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There are two natural closed immersions of Qx into Q. The first is simply given by restriction
of s to Gx. For the second, define the symmetrization map at x by

sx : Gx −→ Q
g 7−→ gxσ(g) = xs(g).

The following is immediate.

Lemma 2.3. There is a commutative diagram

Gx

Qx Q.

s sx

x·

In particular, sx induces a closed immersion of affine Gx-varieties

sx : Qx −→ Q
y 7−→ xy.

2.3. Local fields. For simplicity, we fix a non-archimedean local field F of characteristic zero
and assume that the residue characteristic p is odd. A further assumption on p will arise in
Section 8, but the results of the prior sections (aside from the main result, which relies on
that section) are valid without this restriction. We note that the results of Sections 3 and 4
apply more generally. Nevertheless, the characteristic zero assumption is needed for the main
application.

We set | · |F to be the normalized valuation so that if ̟ is a uniformizer, then

|̟|−1
F = #(OF /pF ) =: q

is the cardinality of the residue field k := OF /pF . Here pF denotes the unique maximal ideal
of OF .

Let F alg denote a fixed algebraic closure of F and OF alg ⊂ F alg its ring of integers. For
a ∈ OF alg , we let a ∈ kalg denote its image in the residue field, and use similar notation for k.

For any quadratic étale algebra E/F of local fields, we set ηE/F : F× → C× for the character

associated to the extension by local class field theory. We also let NmE/F : E× −→ F× denote
the norm map.

Throughout the article, all tensor products are over C unless otherwise indicated.

2.4. Groups and Hermitian spaces. For a field F and for n ≥ 1, we consider the algebraic
group GLn of invertible n × n matrices. Suppose that E/F is a quadratic étale algebra and
consider the restriction of scalars ResE/F (GLn). For any F -algebra R and g ∈ ResE/F (GLn)(R),
we set

g 7→ g

to be the Galois involution associated to the extension E/F . Set

Xn(F ) = {x ∈ GLn(E) : x† := tx = x},
where t denotes the transpose. Note that GLn(E) acts on Xn(F ) via

gx = gxg†, x ∈ Xn(F ), g ∈ GLn(E).

We let Vn be a fixed set of orbit representatives. For any x ∈ Xn(F ), set 〈·, ·〉x to be the
Hermitian form on En associated to x. Denote by Vx the associated Hermitian space and U(Vx)
the corresponding unitary group. Note that if gx = x′ then

Vx
g†−→ Vx′

is an isomorphism of Hermitian spaces. Thus, Vn gives a set of representatives {Vx : x ∈ Vn} of
the equivalence classes of Hermitian vector space of dimension n over E. We will abuse notation
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and identify this set with Vn. If we are working with a fixed but arbitrary Hermitian space, we
often drop the subscript. For any Hermitian space, we set

U(V ) = U(V )(F ).

When E/F is an unramified quadratic extension of p-adic fields, we fix Vn = (En, In) as our
representative of split Hermitian spaces.

2.5. Measures and centralizers. We now assume F is a non-archimedean local field of char-
acteristic zero. We will only consider integration with respect to unimodular groups G(F ), so
we fix a Haar measure dg throughout. In general, when G is unramified and G(OF ) is a fixed
hyperspecial maximal subgroup, we choose the canonical normalization of dg giving G(OF )
volume 1. Outside of this setting, we may fix an arbitrary Haar measure as the precise choices
will not affect the results of this paper.

In Sections 6 and beyond, we work with unitary groups and tori therein, so pause we make a
few conventions here. When E/F is unramified, Vn = (En, In) our split Hermitian space, and
Λn = On

E ⊂ Vn is the standard self-dual lattice, we always fix the Haar measures giving the
hyperspecial maximal subgroups GL(Λn) ⊂ GL(Vn) and U(Λn) ⊂ U(Vn) volume 1.

We need also to consider the measures on regular semi-simple centralizers. Fix a Hermitian
form x and consider U(V ) = U(Vx). We will be interested in the twisted Lie algebra

Herm(V ) = {δ ∈ End(V ) : 〈δv, u〉 = 〈v, δu〉}.
The group U(V ) acts on this space by the adjoint action, and an element δ is regular semi-simple
if its centralizer is a maximal torus Tδ ⊂ U(V ). There is a unique maximal subgroup of Tδ and
we choose the measure dt on Tδ giving this subgroup volume 1. We will study orbital integrals
over regular semi-simple orbits and always use the measures introduced here to define invariant
measures on these orbits.

Remark 2.4. This convention fixes measures on various rational orbits in a given stable orbit
compatibly in the sense of transfer of measures along an inner twisting (see [Rog90, Chapter
3]).

3. A topological Jordan decomposition for symmetric spaces

We begin by recalling the topological Jordan decomposition for elements of unramified reduc-
tive groups G over a p-adic field F . We impose the assumption that the residue characteristic is
odd. We then develop a relative version of this for certain elements in p-adic symmetric spaces.

3.1. Topological Jordan decomposition. Let G be an unramified connected reductive al-
gebraic group over F . We assume that G(OF ) is a hyperspecial maximal compact subgroup of
G(F ). We recall the notions of topologically unipotent and absolutely semi-simple elements as
defined in [Hal93a]; see also [Spi08].

For any profinite group K with a normal pro-p-subgroup L of finite index, the prime-to-p
part of the order of K/L is independent of the choice of L; denote this integer by cK . Now for
our reductive p-adic group G(F ), if we fix representatives of the finitely many conjugacy classes
of maximal compact subgroups K1, . . . ,Kd, we may set cG to be the least common multiple of
cKi

.

Definition 3.1. We say that an element γ ∈ G(F ) is topologically unipotent if

lim
n→∞

γq
n

= 1,

where q = |k| is the size of the residue field of F .

Definition 3.2. We call a semi-simple element γ ∈ G(F ) absolutely semi-simple if γcG = 1.

We say γ ∈ G(F ) is strongly compact if satisfies the following equivalent criteria

(1) γ lies in a compact subgroup of G(F ), and
(2) the eigenvalues of ρ(γ) are units in F alg for some faithful finite-dimensional rational

representation ρ : G(F ) → GL(V ) defined over F alg.
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Clearly, topologically unipotent and absolutely semi-simple elements are strongly compact.
For each strongly compact element γ ∈ G(F ), there exists a unique decomposition

γ = γasγtu = γtuγas,

where γas is absolutely semi-simple and γtu is topologically unipotent; this is known as the
topological Jordan decomposition. This may be constructed as follows [Hal93a]: let l be a

positive integer such that ql ≡ 1 (mod c), and set γas = limm→∞ γq
lm

and γtu = γγ−1
as .

Lemma 3.3. The product γ = γasγtu gives the topological Jordan decomposition of γ.

We record the following useful fact about topological Jordan decompositions, referring the
reader to [Spi08] for more information.

Lemma 3.4. [Spi08, Lemma 2.25] Suppose that γ ∈ G(F ) is strongly compact element with
topological Jordan decomposition γ = γasγtu. Then γas, γtu ∈ Z(Gγ)(F ).

3.2. The case of symmetric spaces. Suppose now that (G,H) is a connected symmetric pair
over F . We have the embedding of algebraic varieties

Q := G /H −→ G

g 7→ s(g) = gσ(g),

where σ(g) = θ
(

g−1
)

. We show that the topological Jordan decompositions of strongly compact
elements of Q(F ) ⊂ G(F ) respects the inclusion into Q(F ). Our arguments combine the
algebraic properties of symmetric spaces with the structure of p-adic groups. We remark that
it is an interesting question whether this structure may be defined intrinsically to Q(F ); such a
definition might illuminate possible generalizations to spherical varieties that are not symmetric.

Lemma 3.5. Suppose that x ∈ G(F ) is topologically unipotent such that x ∈ Gσ(F ). Set
V (x) ⊂ G for the Zariski closure of the cyclic subgroup of G generated by x. Then there exists
y ∈ V (x)(F alg) such that σ(y) = y and x = y2 = s(y). In particular, x ∈ Q(F ).

Proof. We first assume that x = xu is unipotent. In this case, the lemma reduces to the classical
statement of Richardson [Ric82, Lemma 6.1].

We now assume that x = xs is semi-simple. If x has finite order, then since it is topologically
unipotent there exists a smallest m ∈ Z≥1 such that xq

m
= 1; in particular, the order of x is a

power of p. Thus there is a k such that V (x) ∼= µpk is the pk-th roots of unity. The squaring
map is an automorphism of this group, proving the lemma in this case.

Suppose now that x = xs is semi-simple of infinite order so that V (x) is a torus. Passing to
a finite extension as necessary, we are free to assume that there exist a F -split maximal torus
T (F ) ⊂ G(F ) containing x which is maximally θ-split [Ric82, Theorem 7.5]. Let A ⊂ T denote
the maximal θ-split torus contained in T . Then x ∈ A(F ) and since θ acts via inversion on
A(F ), it suffices to show that x is a square in A(F ).

Considering the split subtorus V (x) ⊂ A, there is an isomorphism

A(F )
∼−→ (F×)n

t 7→ (t1, . . . , tn)

such that for t ∈ V (x)(F ) we have

t 7→ (t1, . . . , tk, 1, . . . , 1).

Under this isomorphism, the involution θ = (θ1, . . . , θn) acts via inversion on each factor. If we
set

x 7→ (x1, . . . , xk, 1, . . . , 1),

the assumption that x is topologically unipotent implies that limm→∞ xq
m

i = 1 for each 1 ≤ i ≤
k. In particular, we have

xi ∈ 1 + pF
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for each i. This subgroup of O×
F is a finitely-generated Zp-module, hence is 2-divisible. Selecting

yi ∈ 1 + pF such that y2i = xi for each 1 ≤ i ≤ k, we obtain an element y ∈ V (x)(F ) such that
y2 = x.

Finally, let x = xsxu denote the Jordan decomposition of x. As we have seen above, there
are elements

ys ∈ V (xs)(F
alg) and yu ∈ V (xu)(F

alg)

such that y2s = xs and y2u = xu. Since V (xs), V (xu) ⊂ Z(Gx) by Lemma 3.4, we see ysyu = yuys,
so that

s(ysyu) = (ysyu)
2 = y2sy

2
u = x.

To see that ysyu ∈ V (x)(F alg), we claim that the product map

V (xs)× V (xu) −→ V (x)

(g, h) 7−→ gh

is an isomorphism. In particular, the result follows from knowing ys ∈ V (xs) and yu ∈ V (xu).
To see the claim, first note that xs, xu ∈ V (x)(F ) [Spr09, Theorem 2.4.8]. Therefore,

V (xs), V (xu) ⊂ V (x).

Since xsxu = xuxs, the commutator map

[·, ·] : G×G −→ G

(g, h) 7−→ ghg−1h−1,

vanishes on a Zariski-dense subgroup of V (xs)×V (xu); it follows that V (xu) and V (xs) commute
with one another in V (x). Since V (xs) ∩ V (xu) = {1}, the product map

V (xs)× V (xu) −→ V (x)

(g, h) 7−→ gh

is an injective homomorphism, the image of which is a closed subgroup of V (x). As x = xsxu
lies in this closed subgroup, the map is an isomorphism. �

The next proposition is the main result of this section. It allows us to discuss absolutely
semi-simple and topologically unipotent elements of a symmetric space.

Proposition 3.6. For any strongly compact element x ∈ G(F ), let x = xasxtu be the topological
Jordan decomposition. Then x ∈ Q(F ) if and only if xas, xtu ∈ Q(F ).

Proof. Note that if θ(x) = x−1, then

θ(xas)θ(xtu) = θ(x) = x−1
as x

−1
tu .

Uniqueness of the topological Jordan decomposition then forces

θ(xas) = x−1
as and θ(xtu) = x−1

tu .

A similar argument works for the converse, showing that x ∈ Gσ(F ) if and only if xas, xtu ∈
Gσ(F ).

Suppose first that there exists v ∈ G(F alg) such that s(v) = x. The previous lemma states
that there is a ytu ∈ G(F alg) such that s(ytu) = y2tu = xtu. We claim that ytu commutes with
x. Indeed, since Gx is a Zariski-closed subgroup of G and xtu ∈ Z(Gx) by Lemma 3.4, we see
that ytu ∈ V (xtu)(F

alg) ⊂ Z(Gx)(F
alg). Therefore,

s(y−1
tu v) = y−1

tu s(v)y−1
tu = y−2

tu x = xas.

Conversely, if s(yas) = xas and ytu is as in Lemma 3.5, then ytuxas = xasytu as they both lie in
Z(Gx)(F

alg) by Lemma 3.4. This implies

s(ytuyas) = ytus(yas)ytu = xasy
2
tu = x. �
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Suppose that x ∈ Qss(F ) is strongly compact element with topological Jordan decomposition

x = xasxtu. Note that since xas = limm xq
lm ∈ Gss(F ), Lemma 2.2 and Proposition 3.6 imply

that xas ∈ Qss(F ). Let Qxas denote the descendant at xas. Recall the symmetrization map at
xas

sxas : Qxas −→ Q.

Since xtu ∈ Gxas(F ) ∩ Qss(F ) and remains topologically nilpotent viewed as an element of
the centralizer, an application of Lemma 3.5 to the symmetric pair (Gxas ,Hxas) implies that
xtu ∈ Qss

xas
(F ). It is easy to see that sxas(xtu) = x.

Lemma 3.7. Suppose that (G,H) is a connected symmetric pair. Suppose that x = xasxtu ∈
Qrss(F ) is strongly compact element. Then xtu ∈ Qrss

xas
(F ), where Qxas is the descent of Q at

xas.

Proof. Suppose that y ∈ Qss(F ) and z ∈ Qss
y (F ), and consider the element sy(z) = yz ∈ Q(F ).

We first claim that sy(z) ∈ Qy(F ); that is, we claim that there exists g ∈ Gy(F
alg) such that

s(g) = sy(z).

Since we have assumed that z ∈ Qss
y (F ), it follows that there exists h ∈ Gy(F

alg) such that

s(h) = z. Thus there exists g ∈ Gy(F
alg) such that

s(g) = sy(z) = yz = hyθ(h)−1 if and only if s(h−1g) = y,

so it suffices to prove the claim when z = 1 and sy(1) = y. But the assumption that y ∈ Qss(F )
implies that y lies in a maximal θ-split torus A ⊂ Q ⊂ G [Ric82, Theorem 7.5]. Picking any
maximal torus S ⊃ A, we have S ⊂ Gy and (over the algebraic closure) the symmetrization

map surjects S onto A, proving that there exists g ∈ Gy(F
alg) such that s(g) = y.

Now viewing sy(z) ∈ Qy(F ), we have the equality

(Hy)sy(z) = (Hy)z

as the two elements differ by an element of the center of Gy. Noting that Hz = H∩Gz for any
z ∈ Q(F ), we see that for any z ∈ Qss

y (F )

(Hy)z = Hy ∩(Gy)z = H∩(Gy ∩Gz) = Hy ∩Hz .

In particular, (Hy)sy(z) ⊂ Hsy(z), from which we conclude that

dim((Hy)z) = dim((Hy)sy(z)) ≤ dim(Hsy(z))

for any z ∈ Qss
y (F ).

In general, it follows from [Ric82, Theorem 9.11] that there exists an integer m such that for
all y ∈ Qss(F )

dim(Hy) ≥ m,

and that y is regular if and only if this is an equality. Indeed, it follows from loc. cit. that

m = dim(StH(A))

is the dimension of the stabilizer in H of any maximal θ-split torus A in Q. Let y ∈ Qss(F ),
and let my denote the corresponding dimension for the descendant Qy. We claim that

my ≥ m.

To see that this proves the lemma, note that if z ∈ Qss
y (F ) has the property that sy(z) ∈ Qrss(F )

is regular semi-simple, then

m ≤ my ≤ dim((Hy)z) ≤ dim(Hsy(z)) = m

forcing m = my and z ∈ Qrss
y (F ). Applying this to y = xas and z = xtu proves the lemma.

We now prove that my ≥ m. As the statement is geometric, we are free to pass the algebraic

closure, and thus assume that F = F alg for the remainder of this proof. For y ∈ Qss(F ) and
z ∈ Qss

y (F ) as before, there exists a maximally θ-split torus A ⊂ Q ⊂ G such that y, z ∈ A(F ).
Indeed, since z ∈ Qss

y (F ) we may first choose a maximal θ-split torus A′ ⊂ Qy ⊂ Gy such

that z ∈ A′(F ). Since y is central in Qy(F ) ⊂ Gy(F ), it is contained in all such tori, so that
y ∈ A′(F ). Now take any maximal θ-split torus A ⊂ Q containing A′.
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It follows immediately from y, z ∈ A(F ) that StH(A) ⊂ Hy ∩Hz = (Hy)z, implying

dim((Hy)z) ≥ dim(StH(A)) = m.

This proves the desired inequality my ≥ m. �

We will use this in our descent of orbital integrals on Q(F ) at x to those on Qxas(F ) at xtn
in Section 4.4; see also Lemma 8.2.

4. A relative Kazhdan’s lemma and descent

In this section, we develop a version of an important lemma of Kazhdan (see [Hal93b, pg.
1364] for the statement and references) for symmetric spaces. This allows us to descend the
orbital integrals to certain descendants of Q(F ) arising from the relative topological Jordan
decomposition. We prove these results for a general class of symmetric pairs, which we specify
in the next subsection.

4.1. Nice and simply-connected symmetric spaces. We assume that the symmetric pair
(G,H) arises from a symmetric pair over the ring of integers OF in the sense that there is a
smooth reductive group scheme G over OF and an involutive automorphism

θ : G −→ G
such that θ : G −→ G arises as the generic fiber. Set H = Gθ. This gives a smooth group
scheme over OF [Edi92, Proposition 3.4] with reductive neutral component such that HF

∼= H.
The subscript F here denotes the base change from OF to F . In particular, G and H are both
unramified as groups over F .

Consider now the symmetrization map

s : G −→ G
g 7−→ gθ(g)−1,

and define Q to be the scheme-theoretic image of s. By definition, the induced morphism
s : G → Q is dominant and Q ⊂ G is a closed embedding of affine OF -schemes of finite type.
Note also that Q is finitely presented [Sta18, Tag 00FP].

The following lemma is surely well known; we could not locate a reference so include a proof
for the completeness.

Lemma 4.1. The scheme Q is smooth over OF and represents the fppf quotient G/H.

Proof. Since G and H are smooth affine group schemes of finite type over OF , the fppf quotient
G/H is represented by an OF -scheme, which we will also call G/H [Ana73, Théorème 4.C]. Let
q : G → G/H denote the resulting faithfully flat morphism of OF -schemes; it is an H-torsor over
OF . In particular, G/H is smooth and affine over OF since both G and H are [Poo17, Remark
6.5.2].

The morphism s clearly factors through G/H, so we obtain a morphism s̃ : G/H −→ Q such
that s = s̃ ◦ q. To prove the lemma, we must show s̃ is an isomorphism of OF -schemes. The
key input is Lemma 2.4 of [Ric82], which implies that the base change

s̃Spec(K) : (G/H)Spec(K)
∼−→ QSpec(K) (5)

for any field K over OF . Note that both schemes are finitely presented over Spec(OF ) with
G/H smooth over Spec(OF ). The fibral isomorphism criterion [Gro67, Corollaire 17.9.5] now
implies s̃ is an isomorphism by applying (5) to the residue fields of points of Spec(OF ). �

In particular, the generic fiber of Q is the symmetric space G /H, which by a slight abuse of
notation we continue to call Q. We have the canonical inclusion Q(OF ) ⊂ Q(F ).

Definition 4.2. We define a symmetric pair (G,H) over a field k to be simply connected
if for every field extension K/k and every semi-simple point x ∈ Q(K), the centralizer (HK)x
is connected. We say a symmetric pair (G,H) over OF is simply connected if both the generic
and special fibers are simply connected.

https://stacks.math.columbia.edu/tag/00FP
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Note that the above condition forces, in particular, H to be connected. One of the reasons for
restricting to simply-connected symmetric pairs is the following surjectivity statement, which
fails for general symmetric pairs (e.g. for (GLn,On)).

Corollary 4.3. Assume that (G,H) is a simply-connected symmetric pair over OF , and let Q
be the associated symmetric space over OF . Then the map s is surjective on OF -points: we
have a short exact sequence of pointed sets

1 −→ H(OF ) −→ G(OF )
s−→ Q(OF ) −→ 1.

Proof. Since the special fiber Hk is a smooth, connected reductive group scheme over k, a
theorem of Lang [Lan56, Corollary to Theorem 1] shows that H1(k,Hk) = 1. Hensel’s lemma
and the smoothness of H now implies that H1

ét(Spec(OF ),H) = 1. That is, all H-torsors over
OF are trivial.

Now for any x ∈ Q(OF ), the fiber q
−1(x) ⊂ G is an H-torsor over OF since G → Q is. It must

be trivial by the aforementioned vanishing of H1
ét(Spec(OF ),H), implying q−1(x)(OF ) 6= ∅. �

Definition 4.4. We say that a symmetric pair (G,H) over OF is nice if the ring of invariants

OF (Q)H

is a finitely generated OF -algebra such that for every x ∈ Spec(OF )

OF (Q)H ⊗OF
kx ∼= kx(Qx)

Hx ,

where x = Spec(kx), and the subscripts denote passing to the fiber at x.

If this holds, theOF -scheme A := Spec(OF (Q)H) has the property that for each x ∈ SpecOF ,
the fiber Ax is the categorical quotient for the Hx action on Qx.

Our primary example isG = U(Vn⊕Vn) andH = U(Vn)×U(Vn), where Vn is a split Hermitian
space of dimension n for an unramified extension E/F . We consider this case in detail in the
next section, proving it is nice and simply connected in Lemma 5.14. We suspect that smooth
symmetric pairs over OF are always nice, but do not have a proof. It is relatively easy to
check once a concrete model for the categorical quotient is constructed. Other examples of
nice simply-connected pairs are Galois pairs associated to simply-connected groups such as the
symmetric pair (ResE/F HE,H) for an unramified quadratic extension E/F , where HE denotes
the base change.

Proposition 4.5. Suppose that (G,H) is a nice simply-connected symmetric pair over OF and
suppose that γ ∈ Q(OF ) is absolutely semi-simple. Let (G,H) denote the associated symmetric
pair over F . The centralizer Hγ is unramified and arises as the generic fiber of a smooth
connected reductive group scheme Hγ ⊂ H over OF .

Moreover, if γ and γ′ ∈ Q(OF ) lie in the same stable H(F )-orbit, they are conjugate by an
element in H(OF ).

Proof. To begin, we explain that [Kot86, Proposition 7.1] applies to absolutely semi-simple
elements of G(F ). This is implicit in [Hal93a], and we provide the argument for the convenience
of the reader. Suppose that γ ∈ G(OF ) is absolutely semi-simple and suppose T ⊂ G is a
maximal torus such that γ ∈ T (F ). Our assumption on γ implies that γcG = 1 for cG defined
as in Section 3. In particular, for each root α of (G,T ), α(γ) ∈ µcG(F

alg). Since (cG, p) = 1 by
definition, it follows that 1−α(γ) ∈ OF alg is either 0 or a unit for each root α. This is precisely
Kottwitz’ criterion.

Now suppose that γ ∈ Q(OF ) is absolutely semi-simple as an element of G(OF ). Then [Kot86,
Proposition 7.1] implies that Gγ is a smooth group scheme over OF with reductive fibers. It is
evidently stable under θ, so we consider the automorphism

θ : Gγ −→ Gγ .

The fixed point scheme is given by

Gθ
γ(R) = {g ∈ Gγ(R) : θ(g) = g} = Hγ(R),
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for any OF -algebra R. It follows from [Edi92, Proposition 3.4] that Hγ is a smooth group
scheme over OF . By our assumption that (G,H) is simply connected, the smooth group scheme
Hγ has connected reductive fibers. In particular, Hγ = Hγ,F is unramified and Hγ(OF ) =
Hγ(F ) ∩H(OF ) is a hyperspecial maximal subgroup.

Now suppose that γ and γ′ ∈ Q(OF ) are absolutely semi-simple and lie in the same stable
orbit. Since the stabilizers are connected, this implies that γ′ = h · γ for some g ∈ H(F alg).
Viewed as elements of Q(F ), it follows that γ and γ′ have the same invariant a ∈ A(F ),
where A := Spec(F (Q)H ) denotes the categorical quotient. By the assumption of niceness, the
quotient map

Q −→ Spec(F (Q)H )

has a natural OF -model, which we also call A. This OF -scheme satisfies the property that for
each point x ∈ Spec(OF ), the fiber Ax is the categorical quotient of Qx with respect to Hx. We
have the commutative diagram

Q(OF ) Q(F )

A(OF ) A(F ),

where the horizontal arrows are the natural inclusions. In particular, a ∈ A(OF ).
Define now the OF -scheme given by

Y (R) = {g ∈ G(R) : gγg−1 = γ′}
for any OF -algebra R. By the proof of Proposition 7.1 of [Kot86], we know that Y is smooth
as an OF -scheme and that Y (OF ) 6= ∅. It is simple to check that the involution θ preserves Y
and so another application of [Edi92, Proposition 3.4] implies that Y θ is a smooth scheme over
OF such that for any OF -algebra R

Y θ(R) = {g ∈ G(R) : gγg−1 = γ′, θ(g) = g} = {g ∈ H(R) : gγg−1 = γ′}.
To prove the final claim, it suffices to show that Y θ(OF ) 6= ∅.

Let γ and γ′ denote the images of γ and γ′ in Q(k). These elements are semi-simple as γ and
γ′ are absolutely semi-simple as elements of G(OF ). Since the quotient map

A(OF ) −→ A(k)

a 7−→ a

is functorial, γ and γ′ have the same invariant a ∈ A(k). As there is a unique stable semi-simple
orbit in the fiber over a ∈ A(k) (see [AG09, Theorem 2.2.2]), it follows that γ and γ′ lie in the
same stable orbit under the action of H(k).

By the assumption that (G,H) is a simply-connected symmetric pair, the stabilizer Hγ,k is
connected. Lang’s theorem [Lan56, Corollary after Theorem 1] now implies the vanishing of
Galois cohomology H1(k,Hγ,k) = 0. In particular, there is a single H(k)-orbit in the stable
orbit of γ so that γ and γ′ lie in the same H(k)-orbit. That is,

Y θ(k) 6= ∅.
The smoothness of Y θ over OF and Hensel’s lemma now gives that Y θ(OF ) 6= ∅. �

4.2. Good orbits. Our main application of Proposition 4.5 will come in Proposition 4.11. We
derive a few more consequences here to be used in Sections 4.4 and 8. Suppose (G,H) are as
in the proposition; we continue to use calligraphic font of integral models and make use of the
canonical inclusions G(OF ) ⊂ G(F ) and Q(OF ) ⊂ Q(F ).

Definition 4.6. Let O ⊂ G(F ) be a closed H(F )×H(F )-orbit. We say that O is a good orbit
if

σ(O) = O,

where we remind the reader that σ(g) = θ(g)−1. We say that a closed H(F )-orbit in Q(F ) is
good if it is the image of a good H(F )×H(F )-orbit under the symmetrization map.
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This terminology is inspired by the notion of a good symmetric pair from [AG09, Section 7].

Corollary 4.7. Suppose that γ ∈ Q(OF ) is absolutely semi-simple. The orbit Oγ := H(F ) · γ
is good.

Proof. First, let x ∈ Q(F ) be any semi-simple element such that there exists g ∈ G(F ) such
that s(g) = x. To show that the orbit of g is good, it suffices to show that g lies in the
same H(F ) × H(F )-orbit of σ(g). Lemma 7.1.4 of [AG09] implies that σ(g) lies in the stable
H×H-orbit of g. In particular, s(g) lies in the same stable H-orbit as

s̃(g) := s(σ(g)) = σ(g)g.

Now let γ ∈ Q(OF ) be absolutely semi-simple as in the statement. Then Corollary 4.3 implies
there exists g ∈ G(OF ) with s(g) = γ and we show that the H(F ) ×H(F )-orbit of g is good.
Note that

γ̃ = s̃(g) = σ(g)g

also lies in Q(OF ). Proposition 4.5 now implies that γ and γ̃ lie in the same H(OF )-orbit. It
is easy to see that this implies that

σ(g) = h1gh2

for some h1, h2 ∈ H(F ), proving the claim. �

Corollary 4.8. Suppose that γ ∈ Q(OF ) is absolutely semi-simple. Then there exists g ∈
Gγ(OF ) such that s(g) = γ.

Proof. As before, Lang’s theorem implies that there exists g0 ∈ G(OF ) such that s(g0) = γ.
By Corollary 4.7, the H(F ) × H(F )-orbit of g0 ∈ G(OF ) is good. In particular, there exist
h1, h2 ∈ H(F ) such that σ(g0) = h1g0h2. Set g

′ := g0h1 and note that γ = s(g′).
We claim that

g′σ(g′) = σ(g′)g′.

Indeed,

σ(g′)g′ = h−1
1 σ(g0)g0h1 = h−1

1 σ(g0)σ(σ(g0))h1

= h−1
1 (h1g0h2)(h

−1
2 σ(g0)h

−1
1 )h1 = g0σ(g0) = g0h1(h

−1
1 σ(g0)) = g′σ(g′).

This now implies that

(g′)−1γg′ = (g′)−1g′σ(g′)g′ = σ(g′)g′ = gσ(g′) = γ,

so g′ ∈ Gγ(F ). Inspecting the previous argument, we find the equation

σ(g0)g0 = h1g
′σ(g′)h−1

1 = h1γh
−1
1 .

Noting that σ(g0)g0 ∈ Q(OF ), Proposition 4.5 now implies that

h1 ∈ H(OF )Hγ(F ).

Write h1 = hh′ for h ∈ H(OF ) and h′ ∈ Hγ(F ), and set g := g0h ∈ G(OF ). Then clearly
s(g) = γ and

g = g′(h′)−1 ∈ Gγ(OF ). �

4.3. Orbital integrals. Fix a connected symmetric pair (G,H) over F . We first define the local
relative orbital integrals that come most directly from the relative trace formula associated
to (global) H-periods, then reduce via the symmetrization map to orbital integrals on the
symmetric space. First, we need to introduce the following terminology.

Definition 4.9. We say that γ ∈ G(F ) is relatively (resp. regular) semi-simple if s(γ) ∈ Q(F )
is (resp. regular) semi-simple with respect to the H(F )-action.
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Set H1 := H. Fix an element x2 ∈ Q(F ) and let H2 ⊂ G denote its stabilizer in G under the
twisted-conjugation action:

G×Q −→ Q
(g, x) 7−→ gxσ(g).

Then H2 is the fixed-point subgroup of G with respect to the involution

θx(h) = xθ(h)x−1

and gives a pure inner form of H1. Set s2 : G −→ Q to be s2(g) = gx2σ(g).
For f ∈ C∞

c (G(F )), and γ ∈ G(F ) a relatively semi-simple element, we define the relative
orbital integral of f by

RO(γ, f) =
x

(H1 ×H2)γ (F )\H1(F )×H2(F )

f(h−1
1 γh2)dḣ1dḣ2,

where dḣ1dḣ2 denotes the invariant measure determined by our choice of Haar measures on
Hi(F ) and (H1×H2)γ(F ).

We now explain the reduction to orbital integrals on the symmetric space for regular semi-
simple orbits. Assume that γ is regular relatively semi-simple, then [AG09, Proposition 7.2.1]
implies that (H1×H2)γ ∼= Hs2(γ). Set x = s2(γ) ∈ Qrss(F ). The pushforward map (s2)! :
C∞
c (G(F )) −→ C∞

c (Q(F )) given by

(s2)!(f)(s2(g)) =

∫

H2(F )
f(gh)dh

is surjective onto the sub-module C∞
c,2(Q(F )) of functions whose support is contained in the

image of s2. Setting Φ := (s2)!(f) and x = s2(γ), the isomorphism (H1 ×H2)γ ∼= Hx and
absolute convergence of the relative orbital integral gives

O(x,Φ) :=

∫

Hx(F )\H(F )
Φ(h−1xh)dḣ = RO(γ, f), (6)

where dḣ denotes the invariant measure on Hx(F )\H(F ) induced from our choice of Haar
measures. More generally, for any f ∈ C∞

c (Q(F )) and regular semi-simple x ∈ Qrss(F ), we set

O(x, f) =

∫

Hx(F )\H(F )
f(h−1xh)dḣ

to be the orbital integral of f at x.
Finally, let κ : C(Hx,H;F ) → C× be a character. Recalling (3), we define the relative

κ-orbital integral by

Oκ(x, f) =
∑

[x′]∈Ost(x)

e(Hx′)κ(inv(x, x′))O(x′, f),

where e(Hx′) is the Kottwitz sign of Hx′ [Kot83]. When κ = 1 is the trivial character, we use
the standard notation SO(x,−) and refer to this as the stable orbital integral at x.

4.4. Descent of orbital integrals. Now suppose that (G,H) is a nice, simply-connected sym-
metric pair, and let (G,H) be the generic fiber. Let x = xasxtu ∈ Qrss(OF ) be the topological
Jordan decomposition. Proposition 3.6 implies that xas, xtu ∈ Q(OF ). Proposition 4.5 and
Lemma 4.1 imply that Qxas is a connected smooth scheme over OF .

Recalling the symmetrization map at xas sxas : Gxas −→ Q given by

sxas(g) = gxasσ(g) = xass(g).

By Proposition 4.5 and Corollary 4.8, this gives a closed embedding of OF -schemes

sxas : Qxas −→ Q
x 7−→ xasx = xxas.
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In particular, sxas(xtu) = x. In this section, we will relate orbital integrals on Q(F ) with orbital
integrals on Qxas(F ) via descent. Strictly speaking, the descent is not to Qxas(F ), but its image
under sxas. The next lemma says that the these give the same value.

Lemma 4.10. Suppose that x = xasxtu ∈ Q(OF ) as above. Then
∫

Hxas,x(F )\Hxas(F )
1sxas(Qxas(OF ))(h

−1xh)dh =

∫

Hxas,xtu (F )\Hxas(F )
1Qxas(OF )(h

−1xtuh)dh.

Furthermore,

e(Hx) = e(Hxas,xtu).

Note that this later integral is nothing but the Hxas(F )-orbital integral O(xtu,1Qxas(OF )) on
Qxas(F ).

Proof. This is immediate at xas ∈ Q(OF ) is central for Hxas and integral. Furthermore, Lemma
3.7 ensures that xtu ∈ Qrss

xas
(F ) and

Hxas,x = Hxas,xtu .

The identity of Kottwitz signs also follows. �

Recall that we have fixed measures dh on H(F ), dt on Hx(F ), and dhxas on Hxas(F ) so that
our chosen hyperspecial maximal compact subgroups have volume 1. In particular, both Q(OF )
and Qxas(OF ) have volume one with these choices.

Proposition 4.11. Let κ ∈ C(Hx,H;F )D and let κxas denote the restriction of the character κ
to

C(Hx,Hxas ;F ) ⊂ C(Hx,H;F ).

Under the above assumptions, we have the identity

Oκ(x,1Q(OF )) = Oκxas (xtu,1Qxas(OF )).

Proof. Our choice of x ∈ Q(OF ) fixes a bijection

{H(F )-orbits in (Hx \H)(F )} ∼−→ D(Hx,H;F )

x′ 7→ inv(x, x′).

For each rational orbit H(F ) · x′, we decompose this with respect to the action of H(OF )

H(F ) · x′ =
⊔

y

H(OF ) · y

with y ∈ H(F ) · x′ running over a set of H(OF )-orbit representatives and set

#H(OF )[x
′] := #{y ∈ H(OF )\H(F ) · x′ : y ∈ Q(OF )}

to be the number of H(OF )-orbits in H(F ) ·x′ with an integral representative. With our choices
of measure, we see that

Oκ(x,1Q(OF )) =
∑

x′

e(Hx′)κ(inv(x, x′))#H(OF )[x
′].

Now if x′ = x′asx
′
tu ∈ Q(OF ) lies in the stable orbit of x, there is an h ∈ H(F alg) such that

xasxtu = hx′asx
′
tuh

−1 = (hx′ash
−1)(hx′tuh

−1).

It is not immediately clear that hx′ash
−1 and hx′tuh

−1 are F -rational; nevertheless, if we pass
to a finite extension L/F such that hx′ash

−1, hx′tuh
−1 ∈ G(L), uniqueness of the topological

Jordan decomposition forces

xas = hx′ash
−1 and xtu = hx′tuh

−1,

which a postiori implies the elements are F -rational. In particular, if x and x′ lie in the same
stable orbit, the same holds for their absolutely semi-simple and topologically nilpotent parts.
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Applying Proposition 4.5 now to xas and x′as, we may conjugate x′ by an element of H(OF ) to
assume that xas = x′as. This implies that x′ ∈ Gxas(F ) and if x = hx′h−1, then h ∈ Hxas(F

alg).
In particular, x and x′ lie in the same stable Hxas-orbit in sxas(Qxas(F )). This implies that

inv(x, x′) ∈ D(Hx,Hxas ;F ) ⊂ C(Hx,Hxas ;F ).

Furthermore, we claim that

#H(OF )[x
′] = #Hxas(OF )[x

′],

where the right-hand side counts the number of Hxas(OF )-orbits in Hxas(F ) ·x′ with an integral
representative. To see this, assume y ∈ H(OF )[x

′] represents an H(OF )-orbit with y ∈ Q(OF ).
Then hyh−1 = x′ for some h ∈ H(F ), and if y = yasytn is the associated decomposition, then
yas lies in the same H(F )-orbit of xas. Now Proposition 4.5 forces

h ∈ H(OF )Hxas(F ).

Thus, up to changing y by an element of H(OF ) to ensure that h ∈ Hxas(F ), we have

Hxas(OF ) · y ⊂ Hxas(F ) · x′.
On the other hand, suppose y′ ∈ H(OF ) · y is another element such that h′y′(h′)−1 = x′ for
some h′ ∈ Hxas(F ). Since hyh−1 = x′ for h ∈ Hxas(F ), we see that

yas = x′as = y′as,

forcing y′ ∈ Hxas(OF ) · y. Thus, the intersection of H(OF ) · y with Hxas(F ) · x′ consists of a
single Hxas(OF )-orbit. This sets up a bijection between the two sets of orbits and the claim
follows.

Using our normalization of measures, Lemma 4.10 implies the result. �

5. The symmetric space and invariant theory

We now specialize to the case of primary interest. Let W1 and W2 be two n-dimensional
Hermitian spaces with respect to our fixed quadratic extension of p-adic E/F . SetW = W1⊕W2

be the 2n-dimensional Hermitian space. Let ǫ ∈ U(W ) be an element of order 2 inducing the
eigenvalue decomposition W = W1 ⊕ W2. We then have the involution θ(g) = ǫgǫ on both
U(W ) and GL(W ), with corresponding fixed-point subgroups

U(W1)×U(W2) ⊂ U(W ) and GL(W1)×GL(W2) ⊂ GL(W ).

Set G = U(W ) and H = U(W1) × U(W2). In this section, we study the associated symmetric
space

Q(F ) := U(W )/U(W1)× U(W2).

5.1. The linear symmetric space. For the purposes of invariant theory, it is useful to first
consider the base change of the variety Q to E, the F -points of which are isomorphic to

S(F ) = ResE/F (QE)(F ) = GL(W )/GL(W1)×GL(W2).

Consider the symmetrization map s : GL(W ) −→ S. Since H1(F,GL(W1) × GL(W2)) = 0,
we have a surjection on F -points and an identification

s : GL(W )/GL(W1)×GL(W2)
∼−→ S(F ).

Given an element x = s(g) ∈ S(F ), write x =

(

A B
C D

)

. Then the block matrices satisfy the

polynomial relations

A2 = In +BC, D2 = In + CB, AB = BD, CA = DC.

These relations are not sufficient to cut out S, cutting out instead the subvariety Gσ ⊂ GL(W )
of elements satisfying σ(g) = g. Unwinding the definition, this is the variety of x ∈ GL(W )
such that ǫx is an involution. We have a decomposition of Gσ into irreducible components

Gσ =

2n
⊔

i=1

Gσ
i
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where if for any x ∈ Gσ(F ), we have an eigenspace decomposition

W = Wx,1 ⊕Wx,−1,

for the involution ǫx and

Gσ
i (F ) = {x ∈ Gσ(F ) : dim(Wx,−1) = i}. (7)

In general, a computation of the characteristic polynomial of ǫx distinguishes these compo-
nents. It is clear that S = Gσ

n, since ǫs(g) = ǫgǫg−1ǫ is conjugate to ǫ.

Lemma 5.1. An element x ∈ Gσ(F ) lies in Gσ
i (F ) if and only if −x ∈ Gσ

2n−i(F ). In particular,
x ∈ S(F ) if and only if −x ∈ S(F ).

Proof. Since multiplication by −I2n multiplies all the eigenvalues of the involution ǫx by −1,
the lemma immediately follows from (7) and the identification S = Gσ

n. �

Realizing the embedding GL(W1)×GL(W2) ⊂ GL(W ) in a block-diagonal fashion, the action
of (g, h) ∈ GL(W1)×GL(W2) on x ∈ S(F ) is given by

(g, h) · x =

(

gAg−1 gBh−1

hCg−1 hDh−1

)

.

The following lemma gives a nice set of orbit representatives of the semi-simple elements of
S(F ).

Lemma 5.2. [JR96, Lemma 4.3] Each semi-simple element x ∈ Sss(F ) is GL(W1)×GL(W2)-
conjugate to an element of the form

x(A,n1, n2) :=

















A 0 0 A− Im 0 0
0 In1 0 0 0 0
0 0 −In2 0 0 0

A+ Im 0 0 A 0 0
0 0 0 0 In1 0
0 0 0 0 0 −In2

















, (8)

with n = m + n1 + n2 and A ∈ glm(E) semi-simple without eigenvalues ±1 and unique up to
conjugation. Moreover, x(A,n1, n2) is regular if and only if n1 = n2 = 0 and A is regular in
gln(E).

This has the following simple consequence.

Lemma 5.3. Suppose that

x =

(

A B
C D

)

∈ S(F ).

The characteristic polynomial of x is

carx(t) = det(t2In − 2tA+ In).

In particular, if we let χx(t) := det(tIn −A) denote the characteristic polynomial for the n× n
matrix A, the eigenvalues of x are given by

Ω(x) := {α±
√

α2 − 1 : α is a root of χx(t)};
here we abuse notation in the non-archimedean setting and use ±√

a to denote the two square
roots of a ∈ F alg as a set.

Proof. It suffices to prove the claim on the Zariski-open and dense set Srss(F ) of regular semi-
simple elements. Using the previous lemma, this amounts to the following identity

det

(

tIn −A In −A
−In −A tIn −A

)

= det
(

(tIn −A)2 − (In −A)(−In −A)
)

= det
(

t2In − 2tA+ In
)

.
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Here we apply the block-matrix determinant identity

det

(

A B
C D

)

= det(AD −BC),

which holds whenever CD = DC. �

Consider now the GL(W1)×GL(W2)-invariant map χ : S → An given by sending x ∈ S(F )
to the coefficients of the monic polynomial χx(t) = det(tIn −A).

Lemma 5.4. The pair (An, χ) is a categorical quotient for (GL(W1)×GL(W2),S).
Proof. As the statement is geometric, we may assume that E = Ealg. We make use of Igusa’s
criterion [Zha14, Section 3]: let a reductive group H act on an irreducible affine variety X. Let
Q be a normal irreducible variety, and let π : X → Q be a morphism that is constant on H
orbits such that

(1) Q− π(X) has codimension at least two,
(2) there exists a nonempty open subset Q′ ⊂ Q such that the fiber π−1(q) of q ∈ Q′

contains exactly one orbit.

Then (Q,π) is a categorical quotient of (H,X).
To show this, we use Lemma 5.2. Given n-tuple (a1, . . . , an), one may form the polynomial

p(ai)(t) = tn + a1t
n−1 + · · ·+ an =

m
∏

i=1

(t− αi)× (t− 1)n1(t+ 1)n2 ,

for certain αi ∈ E. Setting A = diag(α1, . . . , αm), we see that χ(x(A,n1, n2)) = (a1, . . . , an) so
that χ is surjective. This shows the first requirement of Igusa.

For the second, we consider the subset Q′ ⊂ An given by

Q′ = {(a1, . . . , an) : p(ai)(t) = det(tIn −A) for some A ∈ glrssn (E)− (D1 ∪D−1)(E)},
where for any a ∈ E, Da = {X ∈ gln : det(aIn − X) = 0}. Lemma 5.2 shows that Q′ is
the image of the regular semi-simple locus of S. On the other hand, if x ∈ S(F ) such that
χ(x) ∈ Q′, Lemma 5.3 implies that x is regular semi-simple as an element of GL(W ). In
particular, x ∈ Srss(F ). The uniqueness statement of Lemma 5.2 now implies that there is a
unique orbit in the fiber over the coefficients of det(tIn −A). This implies the second criterion
for the open set Q′. �

Remark 5.5. In the process of our proof, we showed that Srss ⊂ GL(W )rss. This shows that
this symmetric space is quasi-split (see (4)). As this notion is geometric, this implies that
Q = U(W )/U(W1)×U(W2) is also quasi-split.

A similar argument gives the following lemma for the quotient by the GL(W2)-factor.

Lemma 5.6. Let R : S → gl(W1) denote the map
(

A B
C D

)

7−→ A.

Then (gl(W1), R) is a categorical quotient for the GL(W2)-action on S given by

h ·
(

A B
C D

)

=

(

A Bh−1

hC hDh−1

)

.

The map R is GL(W1)-equivariant with respect to the adjoint action on gl(W1).

Proof. The set of GL(W1) ×GL(W2)-orbit representatives given by (8) shows that the map R
is surjects onto the semi-simple locus of gl(W1). Indeed, it is a simple exercise that

(

A In
A2 − In A

)

∈ S(F )

for any A ∈ gl(W1). This shows R is surjective, proving the first criterion of Igusa.
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Let Q′ = gl(W1)
rss. Then as before, if x ∈ S(F ) satisfies R(x) ∈ Q′, Lemma 5.3 implies that

x ∈ Srss(F ). The uniqueness statement of Lemma 5.2 thus implies that

x = (g, h) · x(A, 0, 0)
for some h ∈ GL(W1) and for some g ∈ GL(W1)A. However, for such g we have

(

gAg−1 g(A − In)h
−1

h(A+ In)g
−1 hAh−1

)

=

(

A (A− In)(hg
−1)−1

hg−1(A+ In) (hg−1)A(hg−1)−1

)

,

so that x is in the same GL(W2)-orbit as x(A, 0, 0). The second criterion of Igusa thus follows.
�

5.2. The unitary symmetric space. We now account for various arithmetic aspects of Q.
We have the exact sequence of pointed sets

1 → U(W1)×U(W2) → U(W ) → Q(F ) → ker
[

H1(F,U(W1)×U(W2)) → H1(F,U(W ))
]

. (9)

Lemma 5.7. Let E/F be a quadratic extension of p-adic fields. There exist two isomorphism
classes of decomposition

W1 ⊕W2 = W = W ′
1 ⊕W ′

2.

We have a bijection of F -points

Q(F ) = U(W )/U(W1)× U(W2)
⊔

U(W )/U(W ′
1)× U(W ′

2)

where the first quotient is identified with the image of s : U(W ) → Q(F ).

Proof. This is a basic Galois cohomology calculation. We omit the details. �

We pause to introduce some notation. The symmetrization map takes the form s(g) = gǫg†ǫ,
where † denotes the adjoint map such that

U(W ) = {g ∈ GL(W ) : gg† = IW }.
Writing this out, we have

s(g) =

(

AA∗ −BB∗ CA∗ −DB∗

BD∗ −AC∗ DD∗ −CC∗

)

for g =

(

A B
C D

)

.

Here we need to be precise about the overloaded notation. For A ∈ End(W1), A
∗ is the adjoint

operator with respect to the Hermitian form Φ1 on W1:

〈Av,w〉1 = 〈v,A∗w〉1 for all v,w ∈ W1;

similarly with D ∈ End(V2). For B ∈ HomE(W2,W1), the endomorphism B∗ ∈ HomE(W1,W2)
is defined by

〈Bv,w〉1 = 〈v,B∗w〉2, for all w ∈ W1, v ∈ W2;

the map C 7→ C∗ is analogous. In particular, any element x ∈ Q(F ) may be written

x =

(

A B
−B∗ D

)

,

where A ∈ Herm(W1), D ∈ Herm(W2), and B ∈ HomE(W2,W1). As before, the blocks satisfy
the polynomial relations

A2 = In −BB∗, D2 = In −B∗B, AB = BD,B∗A = DB∗.

As in the linear case, we define the morphism χ : Q → An by sending x to the coefficients of
the monic polynomial χx(t) = det(tI −A).

Lemma 5.8. The pair (An, χ) is a categorical quotient for the U(W1)×U(W2)-action on Q.

Proof. As the assertion is geometric, we may prove this over the algebraic closure, at which
point the claim follows from Lemma 5.4. �
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5.2.1. The contraction map. We also have a unitary version of Lemma 5.6:

Lemma 5.9. Define the contraction map R : Q → Herm(W1) given by
(

A B
−B∗ D

)

7−→ A.

The pair (Herm(W1), R) is a categorical quotient for the U(W2)-action on Q.

A useful consequence of the orbit computations (8) is that if x ∈ Q(F ) is regular semi-simple,
then det(B) 6= 0 and A is regular semi-simple in Herm(W1). Let Qiso ⊂ Q denote the Zariski-
open subvariety cut out by this determinant condition. The superscript iso refers to the fact
that

x ∈ Qiso(F ) if and only if I −R(x)2 ∈ Iso(W1,W1).

Setting
Herm(W1)

iso = {A ∈ Herm(W1) : I −A2 is non-singular},
we obtain a map R : Qiso −→ Herm(W1)

iso.

Lemma 5.10. The restriction R : Qiso → Herm(W1)
iso is a U(W2)-torsor. Moreover, for

x ∈ Qiso(F ), we have an isomorphism

Hx
∼−→ U(W1)R(x)

given by (h1, h2) 7→ h1.

Proof. This is analogous to Lemma 3.6 of [Les19b], and is proved in the same way. �

Lemma 5.11. Identify H1(F,U(W2)) = F×/NmE/F (E
×) via the discriminant map

(W2,Φ) 7→ d(Φ) ∈ F×/NmE/F (E
×),

where
d(Φ) := (−1)n(n−1)/2 det(Φ).

Then X is in the image of R : Qiso(F ) −→ Herm(W1)
iso if and only if

d(I −X2) ≡ d(〈·, ·〉1) · d(〈·, ·〉2) (mod NmE/F (E
×))

Proof. The claim follows from the definition of the map R in Lemma 5.9 and the relation
In −A2 = BB∗. �

The inclusion Qrss ⊂ Qiso and Lemma 5.10 imply that the restriction of the contraction map
R : Q −→ Herm(W1) to the regular semi-simple locus is a U(W2)-torsor. The next lemma
enables us to use R to study κ-orbital integrals at regular semi-simple elements of Q(F ) in the
next subsection.

Lemma 5.12. Let x ∈ Qrss(F ) and set R(x) = y ∈ Herm(W1). The isomorphism

φ : Hx
∼−→ U(W1)y

induces an isomorphism

C(Hx,H;F )
∼−→ C(U(W1)y,U(W1);F ).

Proof. This is analogous to the Lie algebra version [Les19b, Lemma 3.9]; we include a slightly
more hands-on argument afforded by our restriction to the p-adic setting. In particular, we may
use the fact that

C(Hx,H;F ) ∼= D(Hx,H;F )

in this setting to prove the lemma using the invariant map. Consider the commutative diagram

H1(F,Hx) H1(F,U(W1))×H1(F,U(W2))

H1(F,U(W1)y) H1(F,U(W1)).

ιx

φ∗ p∗1

ιy
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where p1 : U(W1) × U(W2) −→ U(W1) is the projection, φ : Hx
∼−→ U(W1)y is the induced

isomorphism, and φ∗ and p∗1 are the maps induced on cohomology.
If α ∈ D(Hx,H;F ), then ιδφ(α) = p1(ιx(α)) = 1. This allows us to extend the diagram to

1 D(Hx,H;F ) H1(F,Hx) H1(F,U(W1))×H1(F,U(W2))

1 D(U(W1)y,U(W1);F ) H1(F,U(W1)y) H1(F,U(W1)),

ιx

φ∗ p∗1

ιδ

where the arrow D(Hx,H;F ) → D(U(W1)y,U(W1);F ) is an injection. To show it is surjective,
we show that it induces a surjection on rational orbits in the given stable orbit. Suppose that
y′ ∈ Herm(W1) is stably conjugate to y; this gives the element

inv(y, y′) = [τ 7−→ τ(h)−1h] ∈ D(U(W1)y,U(W1);F )

where h ∈ U(W1)(F
alg) such that y′ = hyh−1. Since R(x) = y and

d(I − (y′)2) ≡ d(I − y2) (mod NmE/F (E
×)),

Lemmas 5.10 and 5.11 combine to imply that there exists x′ ∈ Qrss(F ) such that R(x′) = y′.
Then

R(x′) = y′ = hyh−1 = R

((

h
I

)

· x
)

.

The U(W2)-torsor statement of Lemma 5.10 now implies that there exists h′ ∈ U(W2)(F
alg)

such that
(

I
(h′)−1

)

· x′ =
(

h
I

)

· x =⇒ x′ =

(

h
h′

)

· x;

that is, x′ is stably conjugate to x and

inv(x, x′) = [τ 7−→ (τ(h)−1h, τ(h′)−1h′)] ∈ D(Hx,H;F )

maps to inv(y, y′) ∈ D(U(W1)y,U(W1);F ). �

5.3. Descendants. For this subsection only, we let E/F denote a quadratic extension of fields
of either odd or zero characteristic.

We compute the possible descendants (Gx,Hx) of (G,H) at semi-simple points x ∈ Qss(F ).
An important corollary of this computation is that all the stabilizers Hx ⊂ H are connected
reductive groups (see Lemma 5.14)2. We remark that our descent argument in Section 8 only
encounters descendants of the form (1) and (2) below. Regardless, the general form will be
useful for later applications toward smooth transfer.

Lemma 5.13. For any x ∈ Qss(F ), there is an orthogonal decomposition of W

W = V0 ⊕ V1 ⊕ V−1,

with V1 (resp. V−1) is the 1-eigenspace (resp. −1-eigenspace) of x and V0 is the orthogonal
compliment of V1 ⊕ V−1 in W . The involution θ(g) = ǫgǫ preserves this decomposition, and the
symmetric pair (U(W )x, (U(W1)× U(W2))x) is a product of the following symmetric pairs:

(1) (U(V1), U(V1,1)× U(V1,−1)), where V1 is the 1-eigenspace of x, and

V1,±1 = {v ∈ V1 : ǫv = ±v};
(2) (U(V−1), U(V−1,1)× U(V−1,−1)), where V−1 is the −1-eigenspace of x, and

V−1,±1 = {v ∈ V−1 : ǫv = ±v};
(3) (GL(V ′), U(V ′)), where V ′ is a non-degenerate Hermitian space over E′/F ′. Here, F ′

is a finite extension of F and E′ = EF ′ is the associated quadratic extension;

2This fact already follows over the algebraic closure from the orbit computation (8).
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(4) (U(V ′)× U(V ′), U(V ′)), with U(V ′) embedded diagonally;

(5) (GL(V ′)×GL(V ′),GL(V ′)), with GL(V ′) embedded diagonally.

Proof. We begin by decomposition

W =
⊕

i

Vi

where each Vi is a subspace upon which the minimal polynomial of x|Vi
is irreducible. For each

i, let Ei be the finite extension of E cut out by x; we have then Vi
∼= Eni

i for some ni. We set

αi ∈ E×
i for the eigenvalue of x on Ei.

Let P (t) = carx(t) denote the characteristic polynomial of x and let Pi denote the minimal
polynomial of x|Vi

. Noting that

x ∈ U(W ) =⇒ x† = x−1,

we have P (t) = tdim(W )

P (0)
P (t−1), where P (t) denotes the action of the non-trivial Galois element

of Gal(E/F ) on the coefficients. This implies a product decomposition

P (t) =
∏

i∈I

Pi(t)
ni

∏

(j,j′)∈J

(

Pj(t)Pj′(t)
)nj ,

where for each i ∈ I,

Pi(t) =
tdim(Vi)

P i(0)
P i(t

−1),

and for each pair (j, j′) ∈ J

Pj′(t) =
tdim(Vj)

P j(0)
P j(t

−1).

Thus, for each i ∈ I, we obtain a Galois element (·) : Ei −→ Ei induced by

Ei
∼= E[t]/(Pi(t)) −→ E[t]/(P i(t)) ∼= Ei

αi 7−→ t 7−→ t 7−→ α−1
i .

Setting Fi to be the field fixed by this involution, we obtain a quadratic extension Ei/Fi and note
that αi = α−1

i . It is now easy to see that the Hermitian form on W restricts to a non-degenerate
Hermitian form on Vi with respect to the quadratic extension Ei/Fi.

For each (j, j′) ∈ J, a similar argument shows an isomorphism Ej
∼−→ Ej′ . Under the identi-

fication, we find that αj′ = α−1
j , and the restriction of the Hermitian form on W to Vj ⊕ Vj′ is

non-degenerate, the direct summands of the decomposition being maximal isotypic subspaces.
Thus, we obtain the product

U(W )x =
∏

i∈I

U(Vi)×
∏

(j,j′)∈J

GL(Vj).

We now compute the group (U(W1) × U(W2))x. For simplicity, fix i and set E′ = Ei,
V ′ = Vi, and let α = αi denote the associated eigenvalue. Since ǫxǫ = x−1, we see that ǫ(V ′) is
the α−1-eigenspace. In particular, ǫ fixes V ′ if and only if α = α−1. Set

C(α) = {α,α−1, α, α−1}.
Case 1: C(α) = {α}.

In this case, α = α−1, so that α = ±1. Clearly, E′ = E and ǫ(V ′) = V ′. This induces an
eigenvalue decomposition

V ′ = V ′
1 ⊕ V ′

−1.

A simple exercise shows that the restriction of the Hermitian pairing is non-degenerate on each
eigenspace, so we obtain the symmetric pair

(U(V ′), U(V ′
1)× U(V ′

−1)).
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It follows from the orbit representatives in Lemma 5.2 that dim(V ′) is even and that dim(V ′
1) =

dim(V ′
−1).

Case 2: C(α) = {α,α}.

In this case, α = α−1 but α 6= α. Then ǫ(V ′) is the α-eigenspace, and we find the symmetric
pair

(U(V ′)× U(ǫV ′), U(V ′)),

with respect to the embedding g 7→ (g, θ(g)).

Case 3: C(α) = {α,α−1}.

In this case, α = α, so that ǫ(V ′) is the α−1-eigenspace. This produces the pair

(GL(V ′), U(V ′′)),

where

V ′′ = {(w, ǫw) : w ∈ V ′} →֒ V ′ ⊕ ǫ(V ′).

The projection

U(V ′′) GL(V ′)×GL(ǫV ′)

GL(V ′)

p1

produces an embedding U(V ′′) →֒ GL(V ′) where the resulting form on V ′ is given by 〈w, ǫv〉,
for w, v ∈ V ′.

Case 4: C(α) = {α,α−1, α, α−1}.

Finally, we have the case that all eigenvalues are distinct. Then ǫ(V ′) is the α−1-eigenspace,
and the spaces V ′ and ǫ(V ′) belong to distinct pairs (Vj , Vj′) with (j, j′) ∈ J . Thus, we have
the pair

(GL(V ′)×GL(ǫV ′),GL(V ′))

with the embedding g 7→ (g, θ(g)). This exhausts the cases and establishes the lemma. �

As a corollary, we now show that our symmetric space admits a nice integral model in the
unramified setting in the sense of Section 4. We therefore assume that G = U(Vn ⊕ Vn) and
H = U(Vn) × U(Vn), where Vn is a split Hermitian space of dimension n for an unramified
extension E/F . Fix a self-dual lattice Λn ⊂ Vn and consider the associated group OF -schemes,
G = U(Λn⊕Λn) andH = U(Λn)×U(Λn), the involution θ extends naturally to an automorphism
of OF -schemes

θ : G −→ G
with Gθ = H.

Lemma 5.14. The symmetric pair (G,H) = (U(Λn ⊕ Λn),U(Λn) × U(Λn)) is nice and simply
connected.

Proof. Lemma 5.13 shows that the base change of this pair to any field has connected reductive
stabilizers, showing that the pair is simply connected. To see that the variety is nice, we appeal
to our explicit construction of the categorical quotient map

χ : G /H −→ An
F

x =

(

A B
−B∗ D

)

7−→ (a1(x), . . . , an(x)),
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where {ai(x)} are the coefficients of the characteristic polynomial of A. This map is clearly de-
fined over OF , andOF [a1, . . . , an] provides the necessary integral modelA = Spec(OF [a1, . . . , an]).

�

6. Relative endoscopy

Let E/F be a quadratic extension of p-adic local fields. We continue to let W1 and W2 denote
two n-dimensional Hermitian vector spaces over E, and set W = W1 ⊕W2. Set G = U(W ) and
denote by θ : G → G, the unitary involution with H = U(W1) × U(W2) = Gθ. Let Q = G /H
be the associated symmetric space, and let s : G −→ Q denote the symmetrization map.

6.1. Relative endoscopy. Recall that Vn denotes a fixed set of representatives of the isometry
classes of Hermitian form over E on En. Since E/F is an extension of p-adic fields, |Vn| = 2.
If E/F is unramified, we assume that the split Hermitian form is represented by In and set
Vn := (En, In) for the split Hermitian space.

Following [Les19b], we have the following definition.

Definition 6.1. We define an (elliptic) relative endoscopic datum of the symmetric space Q to
be a triple Ξa,b = (ξa,b, α, β), where

ξa,b = (U(Va)×U(Vb), s, η)

is an elliptic endoscopic triple for U(W1) and α ∈ Va (resp. β ∈ Vb). Setting

Qa,α := U(Va ⊕ Vα)/U(Va)×U(Vα) and Qb,β := U(Vb ⊕ Vβ)/U(Vb)×U(Vβ),

we define the associated endoscopic symmetric space to be Qa,α ×Qb,β.

For a fixed endoscopic datum, the endoscopic symmetric space is equipped with a contraction
map as in Lemma 5.9

Rα,β : Qa,α ×Qb,β −→ Herm(Va)⊕Herm(Vb),

(xa, xb) 7−→ (R(xa), R(xb)).

As in Lemma 5.8, the coefficients of the characteristic polynomials

(χxa(t), χxb
(t)) = (det(tIa −R(xa)),det(tIb −R(xb)))

gives the categorical quotient of Qa,α ×Qb,β.

Definition 6.2. Let x ∈ Qrss(F ) and (xa, xb) ∈ (Qa,α ×Qb,β)
rss (F ). We say that x matches

(xa, xb) (or that x is an image of (xa, xb)) if we have the identity

χx(t) = χxa(t)χxb
(t),

where χ is the invariant map from Lemma 5.8.

In particular, the elements x and (xa, xb) match if and only if

R(x) = y ∈ Herm(W1) and Rα,β(xa, xb) = (ya, yb) ∈ Herm(Va)⊕Herm(Vb)

match in the sense of Definition A.1. When W1
∼= Va ⊕ Vb, we say that (x, (xa, xb)) are a good

matching pair if (y, (ya, yb)) are.
Given matching elements (x, (xa, xb)), we define the transfer factor by

∆rel((xa, xb), x) := ∆((ya, yb), y), (10)

where the right-hand side is the Langland-Shelstad-Kottwitz transfer factor from Section A.2.2.
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6.2. Smooth transfer. Fix x ∈ Qrss(F ) and let Ξa,b be a relative endoscopic datum. The
endoscopic triple Ξ = (U(Va)×U(Vb), s, η) of U(W1) determines a character

κ : C(U(W1)R(x),U(W1);F ) −→ C×

via the construction of Lemma A.2. Using Lemma 5.12, we pull this character back along the
isomorphism

C(Hx,H;F )
∼−→ C(U(W1)R(x),U(W1);F ),

to obtain a character which we also call κ : C(Hx,H;F ) −→ C×. Using e(T ) = 1 for any torus,
we thus obtain the relative κ-orbital integral

Oκ(x, f) :=
∑

[x′]∈Ost(x)

κ(inv(x, x′))O(x′, f).

Definition 6.3. Let f ∈ C∞
c (Q(F )) and let fα,β ∈ C∞

c (Qa,α(F ) × Qb,β(F )). We say that f

and fα,β are smooth transfers of each other (or match) if the following conditions are satisfied:

(1) For any matching orbits x ∈ Qrss(F ) and (xa, xb) ∈ Qa,α(F ) × Qb,β(F ), we have an
identify

SO((xa, xb), f
α,β) = ∆rel((xa, xb), x)O

κ(x, f).

(2) If there does not exist x ∈ Qrss(F ) matching (xa, xb) ∈ Qa,α(F )×Qb,β(F ), then

SO((xa, xb), f
α,β) = 0.

We conjecture that transfers always exist. For test functions supported in Qiso(F ), the
existence of transfers readily follows from smooth transfer on the unitary Lie algebra.

Proposition 6.4. Let f ∈ C∞
c (Q(F )) and assume supp(f) ⊂ Q(F )iso. Then there exists

fα,β ∈ C∞
c (Qa,α(F )×Qb,β(F )) such that f and fα,β match.

Proof. The argument relies on the properties of the contraction map on Qiso to reduce the
statement to the existence of smooth transfer on the Hermitian Lie algebra. It is very similar
to the proof of Proposition 4.5 of [Les19b]; we omit the details. �

Remark 6.5. Using the discussion in Section 4.3, we may pull all these notions back to statements
of relative κ-orbital integrals on U(W ) and the (pure inner forms of) endoscopic groups U(Va⊕
Vα) and U(Vb ⊕ Vβ). We leave these details to the interested reader.

6.3. The fundamental lemma for the unit element. Now assume that E/F is an un-
ramified quadratic extension of p-adic fields and assume that our Hermitian spaces satisfy
Vn = W1 = W2. In this unramified setting, we will append our groups with a subscript n to
differentiate by rank of the associated symmetric space; for example, Hn(F ) = U(Vn)× U(Vn).

Fixing a self-dual lattice Λn ⊂ Vn, let Gn and Hn denote the corresponding smooth group
schemes over OF . We obtain hyperspecial subgroups

Hn(OF ) := U(Λn)× U(Λn) ⊂ Hn(F )

and
Gn(OF ) := U(Λn ⊕ Λn) ⊂ Gn(F ).

Set 1Gn(OF ) to be the associated the associated characteristic function.
Now consider the symmetric space Qn := Gn/Hn. Recall that Corollary 4.3 implies that we

have a short exact sequence of pointed sets

1 −→ Hn(OF ) −→ Gn(OF ) −→ Qn(OF ) −→ 1.

This is compatible with the sequence (9) on F -points and with our normalization of measures
implies the equality

1Qn(OF ) = s!(1Gn(OF )) ∈ C∞
c (Qn(F )). (11)

Now suppose that Ξa,b = (ξa,b, α, β) is an elliptic relative endoscopic datum. Our measures
conventions in Section 2.5 ensure that the given hyperspecial maximal subgroups of Hn(F ) and

Ha(F )×Hb(F )

each have volume 1. We now state the main result of this article.
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Theorem 6.6. Assume that the characteristic of F satisfies the assumption of Lemma 8.1.
If (α, β) = (Ia, Ib), the functions 1Qn(OF ) and 1Qa(OF ) ⊗ 1Qb(OF ) match. Otherwise, 1Qn(OF )

matches 0.

Combining (11) with (6), one obtains a matching of κ-orbital integrals between the test
functions

1Gn(OF ) and 1Ga(OF ) ⊗ 1Gb(OF ).

Note that Ga×Gb is an unramified elliptic endoscopic group of Gn.

6.4. Proof of Theorem 6.6. The proof of this theorem occupies Sections 7 and 8. For the
readers convenience, we summarize the components of the argument here.

We begin with the following simple reduction.

Lemma 6.7. Suppose that (xa, xb) ∈ Qa(OF ) × Qb(OF ). Then there exists x ∈ Qn(OF )
matching (xa, xb). In particular, if x ∈ Qrss

n (F ) is not in the same stable orbit as an element
x′ ∈ Qn(OF ), then x does not match any integral element of Qa(F )×Qb(F ).

Proof. In accordance with our conventions on split Hermitian forms, we may fix a basis of Vn,
Va, and Vb such that the forms are represented by the respective identity matrices. Writing

(xa, xb) =

((

A1 B1

−B∗
1 D1

)

,

(

A2 B2

−B∗
2 D2

))

,

it is clear that

x =









A1 B1

A2 B2

−B∗
1 D1

−B∗
2 D2









∈ Qn(OF )

matches (xa, xb). Indeed,

Rn(x) =

(

A1

A2

)

=

(

Ra(xa)
Rb(xb)

)

,

showing that x and (xa, xb) are a nice matching pair. �

Now suppose that Ξa,b is a relative endoscopic datum and suppose that x ∈ Qrss(F ) matches
(xa, xb) ∈ Qa,α(F )×Qb,β(F ). If the stable orbit of x fails to meet Qn(OF ), then

Oκ(x,1Qn(OF )) = 0,

and the fundamental lemma at x follows when (α, β) is ramified. In the unramified case (α, β) =
(Ia, Ib), Lemma 6.7 forces

SO((xa, xb),1Qa(OF ) ⊗ 1Qb(OF )) = 0,

finishing the proof in this case.
We now assume that x ∈ Qn(OF ). For ν = ±1, we define the ν-very regular locus by

Q♥,ν
n (OF ) = {x ∈ Qrss

n (OF ) : x ∈ Qn(k)−Dν(k)},
where

Dν(k) = {X ∈ End(Λn/̟Λn) : det(νIn −X) = 0}.
If x ∈ Q♥,ν

n (OF ), the fundamental lemma at x is shown in Proposition 7.9. If x /∈ Q♥,ν
n (OF )

for either ν = ±1, we must apply the descent techniques developed in Sections 3 and 4. The
fundamental lemma at x is shown in Proposition 8.7, which follows from the descent formulas
in Lemmas 8.4, 8.5, and 8.6. This completes the proof of Theorem 6.6.

7. The infinitesimal theory and the very regular locus

We begin by recalling the infinitesimal fundamental lemma from [Les19a]. We then study
the Cayley transform. Through this quasi-exponential map, we reduce Theorem 6.6 to the Lie
algebra case over the very regular locus. In Section 8, we apply the descent methods of Section
3 to complete the proof.
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7.1. The Lie algebra of the symmetric space. Consider the Lie algebra u(W ) of G = U(W ).
The differential of the involution θ acts on u(W ) by the same action and induces a Z/2Z-grading

u(W ) = u(W )0 ⊕ u(W )1,

where u(W )i is the (−1)i-eigenspace of the map dθ. Then the pair

(H, u(W )1)

is called the infinitesimal symmetric space associated to Q. This means that if x0 ∈ Qn(OF ) ⊂
Qn(F ) denotes the distinguished H(F )-fixed point, then

Tx0(Qn)(F ) ∼= u(W )1,

with H(F ) acting by restriction of the adjoint representation. We have a natural isomorphism
of H(F )-representations

u(W )1 ∼= HomE(W2,W1)

δ(X) =

(

X
−X∗

)

7−→ X,

where the action on the right-hand side is given by pre- and post-composition; we frequently
identify u(W )1 and HomE(W2,W1) via this map in the sequel.

We also recall the (infinitesimal) contraction map

r : u(W )1 −→ Herm(W1),

δ(X) 7−→ −XX∗.

This gives a categorical quotient of the U(W2)-action on u(W )1 [Les19b, Lemma 3.2]. Taking
the coefficients of the characteristic polynomial carr(δ)(t) gives the categorical quotient for the
H-action.

7.2. Relative endoscopy for the Lie algebra. We briefly recall the notions of relative en-
doscopy from [Les19b]. Fix a elliptic relative endoscopic datum Ξa,b = (ξa,b, α, β). As before,

we denote Vα = (Ea, α) and Vβ = (Eb, β) and consider the Lie algebras

u(Va ⊕ Vα) and u(Vb ⊕ Vβ),

and associated symmetric pairs

(U(Va)×U(Vα), u(Va ⊕ Vα)1) and (U(Vb)×U(Vβ), u(Vb ⊕ Vβ)1) .

In [Les19b], we define the direct sum of these symmetric pairs to be an infinitesimal endoscopic
symmetric pair associated to Ξa,b. It is clear that it is the tangent space at the identity of the
endoscopic symmetric space associated to Ξa,b defined in Section 7.2. In particular, the theory
we develop here is compatible with that of [Les19b].

This space comes equipped with the contraction map (see [Les19b, Section 3] for details)

rα,β : u(Va ⊕ Vα)1 ⊕ u(Vb ⊕ Vβ)1 −→ Herm(Va)⊕Herm(Vb),

(δa, δb) 7−→ (r(δa), r(δb)).

We say that a regular semi-simple element δ ∈ u(W )rss1 matches the pair

(δa, δb) ∈ [u(Va ⊕ Vα)1 ⊕ u(Vb ⊕ Vβ)1]
rss

if
carr(δ)(t) = carr(δa)(t)carr(δb)(t).

In particular, r(δ) ∈ Herm(W1) and rα,β(δa, δb) ∈ Herm(Va) ⊕ Herm(Vb) match in the sense
of Definition A.1; we similarly define when (δ, (δa, δb)) is a good matching pair. For matching
elements (δa, δb) and δ, we define the transfer factor

∆̃rel((δa, δb), δ) := ∆(rα,β(δa, δb), r(δ)),

where the right-hand side is the Langlands-Shelstad-Kottwitz transfer factor the twisted Lie
algebra. The notion of smooth transfer of orbital integrals was studied in [Les19b]; this again
is mirrored in Section 6 so we omit the details.
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7.3. The infinitesimal fundamental lemma. For the remainder of the paper, we assume
that E/F is an unramified extension of non-archimedean local fields of characteristic zero.
Suppose that Vn = W1 = W2 is split, and let Λn ⊂ Vn be a self-dual lattice. In this case,

u(W )1 = HomE(Vn, Vn) = End(Vn)

and the ring of endomorphisms End(Λn) ⊂ End(Vn) of the lattice Λn is a compact open subset.
The following was proved in [Les19a].

Theorem 7.1. If (α, β) = (Ia, Ib), the functions 1End(Λn) and 1End(Λa) ⊗ 1End(Λb) match. Oth-
erwise, 1End(Λn) matches 0.

Our goal is to show that this result implies Theorem 6.6.

7.4. The Cayley transform. For any ξ ∈ E, we define

Dξ = {X ∈ End(W ) : det(ξI −X) = 0}.
Lemma 7.2. The Cayley transform

c±1 : End(W )−D1(F ) −→ GL(W )

X 7−→ ∓(1 +X)(1 −X)−1

induces a U(V1)×U(V2)-equivariant isomorphism between u(W )1−D1(F ) and Q(F )−D±1(F ).
The images of u(W )1 −D1(F ) under c± form a finite cover by open subsets of Q(F ) − (D1 ∩
D−1)(F ). In particular, the images contain the regular semi-simple locus of Q(F ).

Proof. It is well known [Zha14, Lemma 3.4] that for any ν ∈ E the Cayley map

cν(X) = −ν(1 +X)(1−X)−1

induces a GL(W )-equivariant isomorphism between gl(W )−D1(F ) and GL(W )−Dν(F ). In-
deed, the inverse is of the same form: for x ∈ GL(W )−Dν(F ), set

βν(x) = −(ν + x)(ν − x)−1.

This gives the required inverse transformation. It is easy to check that the constraint that
cν(X) ∈ U(W ) whenever X ∈ u(W ) forces νν = 1.

We now show that for the transform to compatible with the involution θ, we need ν = ±1.
Indeed, if θ(X) = ǫXǫ = −X, then

θ(cν(X)) = −ν(1−X)(1 +X)−1 = (−ν−1(1 +X)(1 −X)−1)−1 = cν−1(X)−1.

Thus, θ(cν(X)) = cν(X)−1 if and only if ν = ±1. Furthermore, recalling the symmetrization
map s(g) = gθ(g)−1, we see that

c±1(X) = ∓s(1 +X)

whenever X ∈ u(W )1 − D1(F ). Lemma 5.1 implies that both ∓s(1 + X) ∈ Q(F ) and we
conclude that we obtain a pair of morphisms

c±1 : u(W )1 −D1(F ) −→ Q(F ) −D±1(F ).

For ν = ±1, suppose now that x ∈ Q(F )−D±1(F ), so that θ(x) = ǫxǫ = x−1. Then

θ(βν(x)) = −(ν + x−1)(ν − x−1)−1

= −(νx+ I)(νx− I)−1

= −(ν + x)(−ν + x)−1 = −βν(x),

where we made use in the third equality of the fact that ν = ν−1. This implies that c± induces
a GL(W )-equivariant isomorphism between gl(W )−D1(F ) and GL(W )−Dν(F ).

For the final statement, we can check over F alg. Using (8), we see that any x ∈ Qrss(F )
lies in the same H(F alg)-orbit as an element of the form x(A, 0, 0) where A ∈ gl(W1) is regular
semi-simple with eigenvalues avoiding ±1. Considering Lemma 5.3, the same is true of roots of
carx(t), implying that

Qrss ⊂ Q−D1 ∪D−1. �
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The next few lemmas show how the Cayley transform is compatible with the categorical
quotients considered in Section 5.2, our notions of matching, and transfer factors.

Lemma 7.3. For ν = ±1, there is a commutative diagram

u(W )1 −D1(F ) Q(F )−Dν(F )

Herm(W1)−D1(F ) Herm(W1)−Dν(F ),

cν

r R

cν

where by abuse of notation we let cν denote the Cayley transform on both u(W ) and Herm(W1).

Proof. Let δ ∈ u(W )1 −D1(F ), and let X ∈ HomE(W2,W1) such that

δ =

(

X
−X∗

)

, so that r(δ) = −XX∗.

We need to calculate

cν(δ) = −ν

(

I −X
X∗ I

)(

I X
−X∗ I

)−1

.

A simple matrix computation shows that
(

I X
−X∗ I

)−1

=

(

(I +XX∗)−1 −X(I +X∗X)−1

X∗(I +XX∗)−1 (I +X∗X)−1

)

,

In particular, we have

cν(δ) = −ν

(

(I −XX∗)(I +XX∗)−1 −2X(I +X∗X)−1

2X∗(I +XX∗)−1 (I −X∗X)(I +X∗X)−1

)

.

The commutativity of the diagram now follows from the definitions of r and R. �

We now consider the effect of the Cayley transform on the invariant polynomial maps.

Lemma 7.4. Let δ ∈ End(W )−D1(F ) and set x = cν(δ). Then

carx(t) = (t− ν)dim(W )carδ(1)
−1

(

carδ

(

t+ ν

t− ν

))

.

Proof. We may assume that F = F alg. It is a straightforward exercise that if λ ∈ F alg× is an
eigenvalue of multiplicity m(λ) of δ, then

λ′ := −ν

(

1 + λ

1− λ

)

is an eigenvalue of x with the same multiplicity. The rational function

carδ

(

t+ ν

t− ν

)

then vanishes on the eigenvalues of x. In particular,

(t− ν)dim(W )carδ(1)
−1

(

carδ

(

t+ ν

t− ν

))

is a monic polynomial with the correct roots and multiplicities, and so must be carx(t). �

Before we apply this to comparing transfer factors, we check that the Cayley transform
preserves our notions of matching orbits.

Lemma 7.5. Suppose that δ ∈ u(W )rss1 − D±, and let x = cν(δ) ∈ Qrss(F ). Fix an elliptic
datum Ξa,b. Then

(δa, δb) ∈ u(Va⊕α)1 ⊕ u(Vb ⊕ Vβ)1
matches δ if and only if

(xa, xb) = (cν(δa), cν(δb)) ∈ Qa,α(F )×Qb,β(F )

matches x.
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Proof. This follows immediately from our definition of matching and the preceding characteristic
polynomial calculation. Indeed, if x = cν(δ), then Lemma 7.3 implies that R(x) = cν(r(δ)).
Now Lemma 7.4 implies there is a bijection

λ 7→ −ν

(

1 + λ

1− λ

)

between roots of the characteristic polynomials of R(x) and r(δ). This implies that the invariant
polynomial of x has the same roots as that of (xa, xb) if and only if the same holds for δ and
(δa, δb). �

Lemma 7.6. With notation as in the previous lemma with x = cν(δ), consider the relative
discriminants

D̃a,b(δ) =
∏

ta,tb

(ta − tb) and Da,b(x) =
∏

za,zb

(za − zb),

where ta (resp. za) runs over the roots of the invariant of δ (resp. x) arising from δa (resp. ya)
and likewise with tb (resp. yb), then

D̃a,b(δ) = (−2ν)a·b
∏

za,zb

1

(za − ν)(zb − ν)
Da,b(x).

Proof. Lemma 7.4 implies that if χ̃δ(t) is the invariant of δ, then

χx(t) = (t− ν)nχ̃δ(1)
−1

(

χ̃δ

(

t+ ν

t− ν

))

is the invariant of x. It is clear that ±1 is not a root of this polynomial, and we see that if z is
a root of χx(t), then t = z+ν

z−ν is a root of χ̃δ(t) of the same multiplicity.
Applying this to the discriminants, we have

D̃a,b(δ) =
∏

ta,tb

(ta − tb)

=
∏

za,zb

(

za + ν

za − ν
− zb + ν

zb − ν

)

=
∏

za,zb

−2ν(za − zb)

(za − ν)(zb − ν)
.

Counting the number of factors gives the coefficient (−2ν)a·b. �

7.5. The ν-very regular locus. Let ν = ±1. If the pairs (x, (xa, xb)) and (δ, (δa, δb)) are as
in Lemmas 7.5 and 7.6, we set

Ca,b,ν(x, δ) := (−2ν)a·b
∏

za,zb

1

(za − ν)(zb − ν)
.

The results of the previous section imply the formula

∆̃rel((δa, δb), δ) = ηE/F (Ca,b,ν(x, δ))|Ca,b,ν (x, δ)|F∆rel((xa, xb), x).

Since E/F is unramified and the residue characteristic is odd, these transfer factors agree
whenever Ca,b,ν(x, δ) is a unit. In this section, we define certain open subsets of Qn(OF ) for
which this is the case.

Identifying u(Λn ⊕ Λn)1 = End(Λn), we define the very regular locus of End(Λn)

End(Λn)
♥ = {δ ∈ End(Λn)

rss −D1(OF ) : δ ∈ End(Λ/̟Λ)−D1(k)},
where δ ∈ End(Λ/̟Λ) denotes the image of δ under the modular reduction map. Similarly, we
define the ν-very regular locus of Qn(OF )

Q♥,ν
n (OF ) = {x ∈ Qrss

n (OF ) : x ∈ Qn(k)−Dν(k)}.
Lemma 7.7. Suppose that x ∈ Qn(F ) and suppose x = cν(δ) for δ ∈ u(W )1. Then x ∈
Q♥,ν

n (OF ) if and only if δ ∈ End(Λn)
♥.
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Proof. We begin by assuming x ∈ Q♥,ν
n (OF ). This implies that if λ ∈ O×

F alg is a root of the

characteristic polynomial of x, then ν − λ ∈ O×
F alg . In particular, ν − x ∈ GL(Λn). Clearly, we

also have ν + x ∈ End(Λn), implying that

δ = c−1
ν (x) = −(ν + x)(ν − x)−1 ∈ End(Λn).

In particular, δ = c−1
ν (x) and Lemma 7.4 implies that 1 is not a root of carδ(t).

Conversely, assume δ ∈ End(Λn)
♥ with x = cν(δ). Similar elementary considerations imply

that 1− δ ∈ GL(Λn), so that

x = −ν(1 + δ)(1 − δ)−1 ∈ Q♥,ν
n (OF ). �

This shows that

Q♥,ν
n (OF ) = cν

(

End(Λn)
♥
)

.

In particular, for any x ∈ Q♥,ν
n (OF ), the reduction x ∈ Qn(k) is in the image of the Cayley

transform.
The following lemma is immediate from the definitions.

Lemma 7.8. Let x ∈ Q♥,ν
n (OF ) and suppose x′ ∈ Qn(OF ) lies in the stable orbit of x. Then

x′ ∈ Q♥,ν
n (OF )

Proof. We need to show that x′ /∈ Dν(k). But Dν(k) is closed under the stable action of H(kalg)
and x /∈ Dν(k). �

Define Q♥,ν
n (F ) to be the open subset of Qrss

n (F ) consisting of elements in the same stable

orbit as an element in Q♥,ν
n (OF ); we similarly define End(Vn)

♥. This locus may be characterized
as those elements of Qn(F ) with eigenvalues λ ∈ O×

F alg all satisfying

|λ− ν| = 1.

The next proposition shows that the fundamental lemma holds for these open sets of Qn(OF ).

Proposition 7.9. Fix an elliptic relative endoscopic datum Ξa,b, and suppose that x ∈ Q♥,ν
n (F ).

Then the fundamental lemma holds at x. That is, if κ is the character associated to the endo-
scopic datum and if x and (xa, xb) ∈ Qa,α(F )×Qb,β(F ) match, we have

∆rel((xa, xb), x)O
κ(x,1Qn(OF )) =

{

SO((xa, xb),1Qa(OF ) ⊗ 1Qb(OF )) : (α, β) = (Ia, Ib),

0 : (α, β) 6= (Ia, Ib).

Proof. We begin with the transfer factor. First assume that x and (xa, xb) are a nice matching
pair. Then we have an embedding

φa,b : Herm(Va)⊕Herm(Vb) →֒ Herm(V )

satisfying that

φa,b(ya, yb)) = y,

where R(x) = y and similarly for (ya, yb) and

∆rel((xa, xb), x) = ηE/F (Da,b(x))|Da,b(x)|F .

The assumption x ∈ Q♥,ν
n (F ) implies that x = cν(δ) for some δ ∈ End(Vn)

rss. Moreover, the
same holds for the matching pair (xa, xb) = (cν(δa), cν(δb)). Lemma 7.5 implies that x and
(xa, xb) are a good match if and only if δ and (δa, δb) are.

Combining the calculation of Lemma 7.6 with the fact that Ca,b,ν(δ, x) is a unit when x ∈
Q♥,ν

n (F ), we have

∆rel((xa, xb), x) = ∆̃rel((δa, δb), δ). (12)

In general, suppose that x and x′ are in the same stable orbit with inv(x, x′) ∈ H1(F,Hx)
the corresponding invariant. Writing x′ = cν(δ

′), the equivariance of cν implies that δ′ is in
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the same stable class as δ and that under the induced isomorphism Hx
∼−→ Hδ, we have the

identification
inv(δ, δ′) = inv(x, x′).

Thus, the identity (12) holds for any matching pair x = cν(δ) and (xa, xb) = (cν(δa), cν(δb)).

We now note that Lemma 7.7 implies immediately that for any x = cν(δ) ∈ Q♥,ν
n (F ),

O(x,1Qn(OF )) = O(δ,1End(Λn)).

This shows that

∆rel((xa, xb), x)O
κ(x,1Qn(OF )) = ∆̃rel((δa, δb), δ)O

κ(δ,1End(Λn)). (13)

If (α, β) 6= (Ia, Ib), the proposition follows from the corresponding vanishing of orbital integrals
in Theorem 7.1.

Assuming now that (α, β) = (Ia, Ib), we further claim that

SO((xa, xb),1Qa(OF ) ⊗ 1Qb(OF )) = SO((δa, δb),1End(Λa) ⊗ 1End(Λb)). (14)

where (δa, δb) ∈ End(Vα) ⊕ End(Vβ). To see this, suppose (x′a, x
′
b) ∈ Qa(OF ) ×Qb(OF ) lies in

the stable orbit of (xa, xb). Since x ∈ Q♥,ν
n (F ), if λ is a root of carx(t), then

λ ∈ O×
F alg and λ 6= ν ∈ kalg.

By the definition of matching of orbits and Lemma 5.3, the same is true of the roots of the
characteristic polynomials of x′a and x′b. In particular,

(x′a, x
′
b) ∈ Q♥,ν

a (OF )×Q♥,ν
b (OF ).

The equality (14) now follows from Lemma 7.7. This proves the proposition by combining (13)
and (14) with the matching of orbital integrals in Theorem 7.1. �

Remark 7.10. Combining Lemma 6.7 and Proposition 7.9, the fundamental lemma at x is now
established unless x ∈ Qrss

n (OF ) has the property that

x ∈ (D1 ∩D−1)(k).

8. Descent to the very regular case

We now use the results of Section 3.2 and Proposition 4.5 to prove the final cases of Theorem
6.6. This is stated as Proposition 8.7 below.

Suppose now that x ∈ Qrss
n (OF ) such that

x ∈ (D1 ∩D−1)(k),

and let x = xasxtu be the topological Jordan decomposition. If W = V0 ⊕ V1 ⊕ V−1 is the
eigenspace decomposition of W for xas discussed in Lemma 5.13, we have

Gxas = G′
xas

×U(V1)×U(V−1), (15)

where G′
xas

is a product of groups in cases (3)-(5) in Lemma 5.13.
We need the following characterization of the eigenvalues of xas that can occur in V0.

Lemma 8.1. Let e be the ramification degree of F/Qp and assume that p > max{e+1, 2}. Let
ν ∈ {±1}. Suppose that x = xasxtu ∈ Qrss

n (OF ) is the topological Jordan decomposition. If
λ ∈ O×

F alg is an eigenvalue of xas such that λ = ν ∈ kalg, then λ = ν.

Proof. Recall the construction of xas: for cG as in Section 3.1, and l ∈ Z>0 such that ql ≡ 1

(mod cG), we have xas = limm→∞ xq
lm
. Thus, the eigenvalues of xas are

{

lim
m→∞

λqlm : carx(λ) = 0
}

.

Suppose now that λas ∈ O×
F alg is as in the statement of the Lemma. As above, there exists

λ ∈ Ω(x) (see Lemma 5.3) such that

λas = lim
m→∞

λqlm . (16)
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We claim that λ = ν ∈ kalg. Indeed, since xasxtu = xtuxas we may simultaneously diagonalize
these semi-simple elements of GL(W ) over F alg. A fortiori, this diagonalizes x = xasxtu and
shows that λ decomposes

λ = λasλtu

where λas (resp. λtu) is the associated eigenvalue of xas (resp. xtu). Since xtu is topologically
unipotent, we see that λtu = 1 so that

λ = λasλtu = λas ∈ kalg.

By assumption, we see λ = ν.
We now claim the limit (16) is ν. Let q = pf and note that 〈̟e〉 = 〈p〉. We may write

λ = ν + V with V ∈ OF alg such that v := val(V ) > 0. For m ≥ 1, set D = qlm. We have

λD = ν +

D
∑

j=1

(

D

j

)

ν(D−j)V j.

By our assumption that p > e + 1 and a simple argument on the divisibility of binomial
coefficients (see [Hal93a, Lemma 3.1]), we have

val

((

D

j

)

ν(D−j)V j

)

≥ val (DV ) = (lef)m+ v.

Thus,
∣

∣λqlm − ν
∣

∣

F
−→ 0 as m −→ ∞. �

In particular, for x ∈ Qrss
n (OF ) such that

x ∈ (D1 ∩D−1)(k),

this lemma implies that dim(V1) > 0 and dim(V−1) > 0.

8.1. Descent on Qn. While Proposition 4.5 allows us to descend all the way to the topologically
unipotent locus of Qxas(F ), this is not necessary in our present case. Indeed, Proposition 7.9
implies we need only descend to the very regular locus, which is larger than the topological
unipotent locus. To avoid a tedious comparison of our transfer factors to those associated to
the descendants of the forms (3) and (4), we establish a slight generalization of this proposition
(see Lemma 8.3 below).

Corollary 4.8 tells us that there exists g ∈ Gxas(OF ) such that

s(g) = xas.

Using the decomposition (15), we write g = (g′, g1, g−1) ∈ Gxas(OF ), so that

s(g) = (s(g′), s(g1), s(g−1)) = (xas|V0 , IV1 ,−IV−1) = xas.

We now decompose the absolutely semi-simple part xas = γ · yas where

γ = (IV0 , IV1 ,−IV−1) ∈ Gxas(OF ),

and

yas = (xas|V0 , IV1 , IV−1) ∈ Gxas(OF ).

In particular,

Gγ = U(V0 ⊕ V1)×U(V−1) ⊂ U(W ),

and Gxas ⊂ Gγ is a twisted Levi subgroup of Gγ . It is clear that both γ, yas ∈ Qn(OF ). If we
set y = γ−1x, then y = yasxtu ∈ Gγ(OF ) is the topological Jordan decomposition of y. Lemma
3.5 and Proposition 3.6 also imply that y ∈ Qn(F ).

Lemma 8.2. With the notation as above, y ∈ Qrss
γ (F ).
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Proof. The argument is similar to the proof of Lemma 3.7. In our present setting, n = 1
2 dim(W )

gives the dimension of the centralizer of an element of Qrss
n (F ). As Qγ is a product of two lower

rank analogues of Qn, it follows that the dimension of a regular stabilizer in Qγ is

mγ =
1

2
dim(V0 ⊕ V1) +

1

2
dim(V−1) = n,

as well (here we use the fact that dim(V−1) is even). Arguing as in the proof of Lemma 3.7, for
x = γy ∈ Qrss(F ) as above,

(Hγ)y = Hx .

This proves the claim. �

Decomposing W with respect to the action of γ, we make a slight abuse of notation3 and
write

W = W1 ⊕W−1,

where W1 = V0 ⊕ V1 and W−1 = V−1. The descendant (Gγ ,Hγ) decomposes as a product

(Gγ ,Hγ) = (Gγ,1,Hγ,1)× (Gγ,−1,Hγ,−1)

where for both ν = ±1,

(Gγ,ν ,Hγ,ν) = (U(Wν),U(Wν,1)×U(Wν,−1)).

Here Wν,ν′ = {w ∈ W : γw = νw, ǫw = ν ′w}. We have the associated symmetric spaces

Q1 = U(W1)/U(W1,1)×U(W1,−1)

and

Q−1 = U(W−1)/U(W−1,1)×U(W−1,−1).

Proposition 4.5 implies that each of these Hermitian spaces are split. In fact, we can identify
the self-dual lattices directly. For the factors of Hγ , we have the decomposition

Λ1 = (Λ1 ∩W1,1)⊕ (Λ1 ∩W−1,1)

and

Λ−1 = (Λ−1 ∩W1,−1)⊕ (Λ−1 ∩W−1,−1).

are both self-dual lattice giving rise to a hyperspecial subgroup Hγ(OF ).

Lemma 8.3. Writing x = γy = (y1,−y−1) ∈ Q1(OF )×Q−1(OF ), we have

−y−1 ∈ Q♥,1
−1 (OF ) and y1 ∈ Q♥,−1

1 (OF ).

Proof. The first assertion is immediate as y−1 is topologically unipotent, so that −y−1 /∈ D1(k).
Likewise, our analysis of eigenvalues of yas in Lemma 8.1 tells us that no eigenvalue of y1 is

congruent to −1, so that y1 ∈ Q♥,−1
1 (OF ). �

The product decomposition of (Gγ ,Hγ) induces a decomposition of the centralizer

Hx = Hx,1×Hx,−1 ⊂ U(W1)×U(W−1) (17)

and a resulting decomposition

κγ = (κ1, κ−1) : C(Hx,1,U(W1);F )× C(Hx,−1,U(W−1);F ) −→ C×.

We now prove a generalization on Proposition 4.11 for the decomposition x = γy, the central
point being that the uniqueness property of the topological Jordan decomposition holds implies
a similar uniqueness principal for this decomposition.

Lemma 8.4. Let x ∈ Qn(OF ) be regular semi-simple. With the notation as above,

Oκ(x,1Qn(OF )) = Oκ1(y1,1Q1(OF )) ·Oκ−1(−y−1,1Q−1(OF )).

3The notation W = W1 ⊕ W2 was used for the eigenspace decomposition of ǫ, but this should cause no
confusion.
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Proof. We have the two decompositions

x = xasxtu = γy.

Let x′ = x′asx
′
tu ∈ Qn(OF ) lie in the same stable orbit as x. Arguing as in Proposition 4.11,

Proposition 4.5 allows us to assume that xas = x′as. In particular, if we set y′ = yasx
′
tu, we have

a similar decomposition
x′ = γy′ = y′γ, with y′ ∈ Gγ(OF )

such that y and y′ lie in the same stable orbit. This implies that x′ ∈ Gγ(OF ).

Now, for any h ∈ H(F alg) such that x = hx′h−1, the uniqueness of the topological Jordan
decomposition forces xas = hxash

−1, so that h ∈ Gxas(F
alg). Applying this to the decomposition

xas = γyas = (hγh−1)(hy′ash
−1),

along with h = (h0, h1, h−1) ∈ Gxas(F
alg) preserving the decomposition of xas, we conclude

that
γ = hγh−1.

In particular, x and x′ lie in the same stable Hγ-orbit. Noting that y ∈ Qrss
γ (F ) by Lemma 8.2,

the natural generalization of Lemma 4.10 holds and the proof now follows mutatis mutandis as
in Proposition 4.11. �

8.2. Descent on the endoscopic side. Suppose now that (xa, xb) ∈ Qa,α(F ) × Qb,β(F )
matches x. Comparing characteristic polynomials, it follows from the definition of matching of
orbits, Lemma 5.3, and the definition of strongly compact elements that xa ∈ U(Va ⊕ Vα) and
xb ∈ U(Vb ⊕ Vβ) are strongly compact. In particular, there exist topological Jordan decompo-
sitions

xa = xa,asxa,tu and xb = xb,asxb,tu.

Running the above argument in each case gives the descendants

(Gγa ,Hγa) and (Gγb ,Hγb)

where we have (xa, xb) = (γaya, γbyb), with the obvious meaning for the notation. Write

Wa = Va ⊕ Vα and Wb = Vb ⊕ Vβ.

The action of γa on Wa and γb on Wb induce analogous decompositions

Wa = Wa,1 ⊕Wa,−1 and Wb = Wb,1 ⊕Wb,−1

and the centralizers are of the form

Gγa = U(Wa,1)×U(Wa,−1) and Gγb = U(Wb,1)×U(Wb,−1),

and the groups Hγa and Hγb are the appropriate products of unitary subgroups as above.

Lemma 8.5. If (α, β) 6= (Ia, Ib), then

Oκ(x,1Qn(OF )) = 0.

Otherwise, the stable orbital integral

SO((xa, xb),1Qa(OF ) ⊗ 1Qb(OF ))

equals

SO
(

(ya,1, yb,1),1Qa,1(OF ) ⊗ 1Qb,1(OF )

)

· SO
(

(−ya,−1,−yb,−1),1Qa,−1(OF ) ⊗ 1Qb,−1(OF )

)

,

where Qa,±1 and Qb,±1 are the descendants associated to (γa, γb) ∈ Qa(F )×Qb(F ).

Proof. If (α, β) 6= (Ia, Ib), then at least one of the forms on the four Hermitian spaces

Wa,1, Wa,−1 or Wb,1, Wb,−1

is not split. Combining Lemma 8.4 with the vanishing statement in Proposition 7.9 now implies
that

Oκ(x,1Qn(OF )) = 0.
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Thus, we assume may that (α, β) = (Ia, Ib), and the result follows from Proposition 4.11,
augmented as in Lemma 8.4. �

8.3. Descent of transfer factors. Finally, we consider the transfer factor.

Lemma 8.6. Suppose that x ∈ Qn(OF ) and (xa, xb) ∈ Qa(F )×Qb(F ) match, with x satisfying
the assumption of Proposition 8.7. Then

∆rel((xa, xb), x) = ∆rel((ya,1, yb,1), y1) ·∆rel((−ya,−1,−yb,−1),−y−1).

Proof. The matching induces a partition of multi-sets

R = Ra

⊔

Rb,

where R ⊂ F alg× are the roots of χx (with multiplicity) and Ra (resp., Rb) are the roots of the
invariant of xa (resp., xb). On the other hand, the decomposition

W = W1 ⊕W−1

induces a partition of multi-sets

R = R1

⊔

R−1.

The actions of γa on Wa and γb on Wb induce analogous decompositions

Ra = Ra,1

⊔

Ra,−1 and Rb = Rb,1

⊔

Rb,−1.

It is immediate from the definition of matching that these partitions are compatible.
Recalling the formulas for the transfer factor in Appendix A.2.2, consider the relative dis-

criminant

Da,b(x) =
∏

(za,zb)∈Ra×Rb

(za − zb).

If za ∈ Ra,1 and zb ∈ Rb,−1, then Lemma 8.1 implies that za−zb is a unit in OF alg , and similarly
if za ∈ Ra,−1 and zb ∈ Rb,1. Thus, recalling x = (y1,−y−1) ∈ Qγ(OF ), if we set

D(a,ν),(b,ν)(νyν) =
∏

(za,zb)∈Ra,ν×Rb,ν

(za − zb)

we compute that

|Da,b(x)|F =
∣

∣D(a,1),(b,1)(y1)
∣

∣

F
·
∣

∣D(a,−1),(b,−1)(−y−1)
∣

∣

F

and

ηE/F (Da,b(x)) = ηE/F

(

D(a,1),(b,1)(y1)
)

· ηE/F

(

D(a,−1),(b,−1)(−y−1)
)

.

In particular, if (x, (xa, xb)) is a good matching pair, then the definitions of the transfer factors
in (10) and Section A.2.2 immediately imply the lemma.

When (x, (xa, xb)) is not a good matching pair, the assumption that (α, β) = (Ia, Ib) implies
that we can fix an embedding

ϕa,b : Herm(Va)⊕Herm(Vb) →֒ Herm(Vn),

and set A′ := ϕa,b(Ra(xa), Rb(xb)). Then A′ is stably conjugate to R(x) ∈ Herm(Vn), so Lemma
5.12 tells us that there exists x′ ∈ Q(F ) in the same stable orbit as x such that R(x′) = A′. In
particular, x′ and (xa, xb) are a good matching pair.

Letting x′ = γ′y′ be the analogous decomposition, we similarly write x′ = (y′1,−y′−1) ∈
Qγ′(F ). Suppose that x′ = hxh−1 for h ∈ H(F alg). As we have seen in the proof of Lemma
8.4, uniqueness of the topological Jordan decomposition forces

γ′ = hγh−1 and y′±1 = hy±1h
−1.

This proves that under the isomorphism induced by the decomposition (17) we have

H1(F,Hx) ∼= H1(F,Hx,1)×H1(F,Hx,−1),

inv(x, x′) 7−→ (inv(y1, y
′
1), inv(−y−1,−y′−1)).
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In particular,

κ(inv(x, x′)) = κ1(inv(y1, y
′
1)) · κ−1(inv(−y−1,−y′−1));

The formulas for the transfer factor (18) now implies the lemma for all matching pairs (x, (xa, xb)).
�

8.4. Final cases of Theorem 6.6. We may now complete the proof of Theorem 6.6.

Proposition 8.7. Suppose x ∈ Qrss
n (OF ) such that

x ∈ (D1 ∩D−1)(k).

and that (xa, xb) ∈ Qa,α(F )×Qb,β(F ) match. Then the fundamental lemma holds for (x, (xa, xb)).
That is, if κ is the character associated to the endoscopic datum, we have

∆rel((xa, xb), x)O
κ(x,1Qn(OF )) =

{

SO((xa, xb),1Qa(OF ) ⊗ 1Qb(OF )) : (α, β) = (Ia, Ib),

0 : (α, β) 6= (Ia, Ib).

Proof. Lemma 8.3 allows us to apply Proposition 7.9 to the descended orbital integrals and
transfer factors appearing in Lemmas 8.4, 8.5, and 8.6 on the descendant Q1 × Q−1. The
resulting matching of orbital integrals gives the identity. �

Appendix A. Endoscopy for unitary Lie algebras

We recall the necessary facts from the theory of endoscopy for unitary Lie algebras. We
follow [Les19b] closely. Assume E/F is a quadratic extension of p-adic fields and let W be a
n-dimensional Hermitian space over E. As previously noted, we will work with the twisted Lie
algebra

Herm(W ) = {x ∈ End(W ) : 〈xu, v〉 = 〈u, xv〉}.
Let δ ∈ Herm(W ) be regular and semi-simple. Recalling that the set of rational conjugacy

classes Ost(δ) in the stable conjugacy class of y form a D(Tδ,U(W );F )-torsor, we have a map

inv(δ,−) : Ost(δ)
∼−→ D(Tδ,U(W );F )

trivializing the torsor by fixing the orbit [δ] as the base point. This map is given by

[δ′] 7→ inv(δ, δ′) := [σ ∈ Gal(F alg/F ) 7→ σ(g)−1g],

where g ∈ GL(W ) such that δ′ = Ad(g)(δ).

A.1. Endoscopy for unitary Lie algebras. An elliptic endoscopic datum for Herm(W ) is
the same as a datum for the group U(W ), namely a triple

(U(Va)×U(Vb), s, η),

where a+ b = n. Here s ∈ Û(W ) a semi-simple element of the Langlands dual group of U(W ),
and an embedding

η : Û(Va)× Û(Vb) →֒ Û(W )

identifying Û(Va) × Û(Vb) with the neutral component of the centralizer of s in the L-group
LU(W ). Fixing such a datum, we consider the endoscopic Lie algebra Herm(Va)⊕Herm(Vb).
Let δ ∈ Herm(W ) and (δa, δb) ∈ Herm(Va)⊕Herm(Vb) be regular semi-simple.

Denote Wa,b = Va ⊕ Vb. In the non-archimedean case, the isomorphism class of Wa,b is
uniquely determined by those of Va and Vb [Jac62, Theorem 3.1.1].
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A.2. Matching of orbits. We first recall the notion of Jacquet–Langlands transfer between
two non-isomorphic Hermitian spaces W and W ′. If we identify the underlying vector spaces
(but not necessarily the Hermitian structures)

W ∼= En ∼= W ′,

we have embeddings

Herm(W ), Herm(W ′) →֒ gln(E).

Then δ ∈ Herm(W ) and δ′ ∈ Herm(W ′) are said to be Jacquet–Langlands transfers if
they are GLn(E)-conjugate in gln(E). This is well defined since the above embeddings are
determined up to GLn(E)-conjugacy. Note that if δ and δ′ are Jacquet–Langlands transfers,
then

δ′ = Ad(g)(δ)

for some g ∈ GL(W ) and we obtain a well-defined cohomology class

inv(δ, δ′) = [σ ∈ Gal(F alg/F ) 7→ g−1σ(g)] ∈ H1(F, Tδ)

extending the invariant map on D(Tδ; U(W );F ).

Definition A.1. In the case that W ′ = Wa,b, we have an embedding

φa,b : Herm(Va)⊕Herm(Vb) →֒ Herm(Wa,b),

well defined up to conjugation by U(Wa,b). We say that δ and (δa, δb) are transfers (or are
said to match) if δ and φa,b(δa, δb) are Jacquet–Langlands transfers in the above sense.

For later purposes, if W ∼= Wa,b, we say that a matching pair y and (δa, δb) are a nice

matching pair if we may choose φa,b so that

φa,b(δa, δb) = δ.

We remark that being Jacquet–Langlands transfers is equivalent to belonging to the same stable
conjugacy class, while the notation of a nice matching pair is equivalent φa,b(δa, δb) and δ lying
in the same rational conjugacy class.

A.2.1. Orbital integrals. For δ ∈ Herm(W )rss and f ∈ C∞
c (Herm(W )), we define the orbital

integral

O(δ, f) =

∫

Tδ\U(W )
f(g−1δg)dġ,

where dg is a Haar measure on U(W ), dt is the unique normalized Haar measure on the torus
Tδ, and dġ is the invariant measure such that dtdġ = dg.

To an elliptic endoscopic datum (U(Va) × U(Vb), s, η) and regular semi-simple element δ ∈
Herm(W ), there is a natural character (see Section 2.1 for notation)

κ : C(Tδ,U(W );F ) ∼= D(Tδ,U(W );F ) −→ C×,

which may be computed as follows. For matching elements δ and (δa, δb),

H1(F, Tδ) =
∏

S1

Z/2Z =
∏

S1(a)

Z/2Z×
∏

S1(b)

Z/2Z = H1(F, Tδa × Tδb),

where the notation indicates which elements of S1 arise from the torus Tδa or Tδb .

Lemma A.2. [Xia18, Proposition 3.10] Consider the character κ̃ : H1(F, Tδ) → C× such that
on each Z/2Z-factor arising from S1(a), κ̃ is the trivial map, while it is the unique non-trivial
map on each Z/2Z-factor arising from S1(b). Then

κ = κ̃|C(Tδ,U(W );F ).
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Using the invariant map

inv(δ,−) : Ost(δ)
∼−→ D(Tδ,U(W );F ),

we form the κ-orbital integral of f ∈ C∞
c (Herm(W1))

Oκ(δ, f) =
∑

[δ′]

κ(inv(δ, δ′))O(δ′, f).

When κ = 1 is trivial, write SO = Oκ.

A.2.2. Transfer factors. We now recall the transfer factor of Langlands-Sheldstad and Kottwitz.
This is a function

∆ : [Herm(Va)⊕Herm(Vb)]
rss ×Herm(W )rss → C.

The two important properties are

(1) ∆((δa, δb), δ) = 0 if δ does not match (δa, δb),
(2) if δ is stably conjugate to δ′, then

∆((δa, δb), δ)O
κ(δ, f) = ∆((δa, δb), δ

′)Oκ(δ′, f).

While the general definition, given in [LS87] for the group case and [Kot99] in the quasi-split Lie
algebra setting, is subtle, our present setting enjoys the following simplified formulation when
E/F is unramified.

When δ ∈ Herm(W ) and (δa, δb) ∈ Herm(Va)⊕Herm(Vb) do not match, we set

∆((δa, δb), δ) = 0.

Now suppose that δ and (δa, δb) match. We define the relative discriminant

Da,b(δ) =
∏

xa,xb

(xa − xb),

where xa (resp. xb) ranges over the eigenvalues of δa (resp. δb) in F alg.
Recall our notation Wa,b = Va ⊕ Vb and first assume that W ∼= Wa,b and that δ and (δa, δb)

are a nice matching pair. In this case, the transfer factor is then given by

∆((δa, δb), δ) := ηE/F (Da,b(δ))|Da,b(δ)|F ,
where ηE/F is the quadratic character associated to E/F .

Now for any matching pair δ and (δa, δb), let

δ′ = φa,b(δa, δb) ∈ Herm(Wa,b).

As discussed in Section A.2, δ and δ′ are Jacquet–Langlands transfers of each other and we set

∆((δa, δb), δ) = κ(inv(δ, δ′))ηE/F (Da,b(δ))|Da,b(δ)|F = κ(inv(δ, δ′))∆((δa, δb), δ
′), (18)

where κ : H1(F, Tδ) → C× is the character arising from the datum (U(Va)×U(Vb), s, η) and
inv is the extension of the invariant map discussed in Section A.2. This property ensures that
∆ satisfies (2) above.

We use these explicit formulas in Sections 7.4, 7.5, and 8.3.
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une base de dimension 1. In Sur les groupes algébriques, pages 5–79. Bull. Soc. Math. France, Mém.
33. 1973.

[AS08] Jeffrey D Adler and Loren Spice. Good product expansions for tame elements of p-adic groups.
International Mathematics Research Papers, 2008, 2008.
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Math., 465:41–99, 1995.
[Wal97] J.-L. Waldspurger. Le lemme fondamental implique le transfert. Compositio Math., 105(2):153–236,

1997.
[Wal06] J.-L. Waldspurger. Endoscopie et changement de caractéristique. J. Inst. Math. Jussieu, 5(3):423–
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