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Abstract

Due to a very low production rate of electron anti-neutrinos (ν̄e) via nuclear fusion in the Sun, a flux of solar ν̄e is
unexpected. An appearance of ν̄e in solar neutrino flux opens a new window for the new physics beyond the standard
model. In particular, a spin-flavor precession process is expected to convert an electron neutrino into an electron anti-
neutrino (νe → ν̄e) when neutrino has a finite magnetic moment. In this work, we have searched for solar ν̄e in the
Super-Kamiokande experiment, using neutron tagging to identify their inverse beta decay signature. We identified 78
ν̄e candidates for neutrino energies of 9.3 to 17.3 MeV in 2970.1 live days with a fiducial volume of 22.5 kiloton water
(183.0 kton·year exposure). The energy spectrum has been consistent with background predictions and we thus derived a
90% confidence level upper limit of 4.7× 10−4 on the νe → ν̄e conversion probability in the Sun. We used this result to
evaluate the sensitivity of future experiments, notably the Super-Kamiokande Gadolinium (SK-Gd) upgrade.

Keywords: Neutron tagging, Water Cherenkov detector, Electron antineutrinos, Neutrino-antineutrino oscillation, Solar
neutrino
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1. Introduction1

While the Sun is known to produce neutrinos through2

nuclear fusion processes abundantly, small amounts of an-3

tineutrinos can also be emitted through multiple chan-4

nels. In 1990, Malaney et al. [1] predicted that elec-5

tron antineutrinos (ν̄e’s) could be produced in the Sun6

through the following processes: (1) β− decays of ra-7

dioactive elements such as 40K (neutrino energy less than8

1.4 MeV, flux ∼ 200 cm−2 s−1 at Earth’s surface), (2) β−
9

decays following the photo-fission of heavy isotopes such10

as 238U and 232Th (neutrino energy of 3–9 MeV, flux ∼11

10−3 cm−2s−1). To date, none of these antineutrinos have12

been observed. However, the fact that the fluxes predicted13

by the Standard Solar Model are minimal makes solar an-14

tineutrinos a powerful probe of new physics. In 2009,15

Dı́az et al. showed that a non-zero second order term16

of the neutrino-antineutrino conversion probability, Pν→ν̄ ,17

would be a distinctive Lorentz violation [2]. Furthermore,18

in 2003, Akhmedov and Pulido calculated the probability19

of νLe → ν̄Re conversion caused by spin-flavour precession20

in the Sun (lepton-number nonconservation) and ordinary21

oscillation processes on the way from the Sun to the Earth22

[3],23

Pνe→ν̄e
∼ 1.8× 10−10 sin2 2θ12

×

[

µ

10−12µB

BT (0.05R⊙)

10 kG

]2

, (1)

where θ12 = 34.5◦+1.2
−1.0 [4] is a component of the neu-24

trino oscillation mixing angles, µB is the Bohr magneton,25

µ < 2.9× 10−11µB [5] is the neutrino magnetic moment,26

and BT (r) is the solar magnetic field at r = 0.05R⊙. The27

magnetic field inside the Sun is poorly characterized, and28

can range from ∼600 G [6] to ∼7 MG [7] in the radiation29

zone of the Sun.30

Until now the KamLAND experiment set the tightest31

constraint on Pνe→ν̄e
with an upper limit of 5.3× 10−5 at32

90% confidence level (C.L.) in the 8.3–31.8 MeV neutrino33

energy range, with 4.53 kton·years exposure (2343 live34

days) [8] assuming an unoscillated 8B neutrino flux of35

5.88 × 106 cm−2s−1 [9]. Also, the Borexino experiment36

reported a solar ν̄e flux limit of 384 cm−2s−1 at 90% C.L.37

in the neutrino energy region of 1.8–16.8 MeV after 248538

live days, which corresponds to Pνe→ν̄e
< 7.2 × 10−5 at39

90% C.L. [10]. Both experiments identified ν̄e events by40

tagging both the neutron and the positron from inverse41

beta decays (IBD), ν̄e + p → e+ + n. The IBD events are42

observed as a sum of scintillation light deposited before43

the positron stops (i.e. its kinetic energy) and light from44

two 0.511 MeV annihilation γs. The neutron emission45

is identified by its delayed capture signal, a 2.2 MeV γ.46

In these detectors, the mean delay between the prompt47

event and this capture signal is typically 200 µs, facilitat-48

ing neutron identification. The main background in these49

experiments comes from neutral-current interactions of at-50

mospheric neutrinos on carbon nuclei.51

On the other hand, water Cherenkov detectors have52

different backgrounds from the liquid scintillator detec-53

tors, that is atmospheric neutrino interaction on oxygen54

nuclei. The hydrogen concentration in water is also dif-55

ferent from the liquid scintillator. Thus it is important56

to perform the solar ν̄e search by both detectors. The57

SNO experiment searched for solar ν̄e in a heavy water58

Cherenkov detector, where ν̄e can be detected via the59

charged-current reaction on deuterium, ν̄e+d → e++n+n.60

For this channel, SNO reported an upper limit on the ν̄e61

flux from the Sun of φν̄e
< 3.4×104 cm−2s−1 (90% C.L.) in62

the 4–14.8 MeV energy range after 305.9 live days, which63

corresponds to Pνe→ν̄e
< 8.1 × 10−3 (90% C.L.) [11]. In64

water Cherenkov detectors, ν̄e events can be detected via65

the IBD interaction. The first phase of Super-Kamiokande66

(SK-I) found no significant excess for solar ν̄e in selecting67

events whose directions were not aligned with the direc-68

tion from the Sun (cos θsun < 0.5) 5. It set an upper69

limit on the conversion probability of 8×10−3 (90% C.L.)70

in the 8–20 MeV energy range after 1496 live days [12].71

In 2008 for the fourth phase of SK (SK-IV) the data ac-72

quisition (DAQ) system was upgraded [13, 14] to detect73

the delayed signal for 2.2 MeV γ emission from neutron74

capture on hydrogen. The upper limit of the conversion75

probability in the absence of a signal was calculated to be76

4.2×10−4 (90% C.L.) in 13.3–31.3 MeV and 960 live days77

[15].78

The next SK phase, called Super-Kamiokande Gadolin-79

ium (SK-Gd), will improve the detection efficiency of ν̄e80

via IBD interaction by dissolving gadolinium sulfate into81

the tank water [16].82

In this work, we present an updated search for solar83

ν̄e in the SK-IV. Compared to the previous search [15],84

we here use a more extensive SK-IV data set and an im-85

proved neutron tagging procedure using machine learning.86

The event selection condition is optimized to keep the IBD87

events efficiently while suppressing the background events.88

Also, several systematic uncertainties are evaluated to de-89

termine Pνe→ν̄e
in SK-IV, and to perform a realistic esti-90

mate of the sensitivity of SK-Gd.91

The rest of this article proceeds as follows. In Section 292

we briefly describe the SK detector and its performance.93

5Defined as the angle between the reconstructed direction of sig-
nal candidate and the direction pointing from the Sun. IBD’s e+

has almost no directionality from the incoming ν̄e. This cut is to
reject events of solar νe in an elastic scattering interaction.
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In Section 3 we detail the signal and background simu-94

lations used to evaluate our analysis’s sensitivity. Then,95

Sections 4 summarizes the different cuts and the neutron96

tagging procedure (detailed in Appendix A), while Sec-97

tion 5 describes how we estimate the effects of these cuts98

on the backgrounds. Finally, we show our results in Sec-99

tion 6 and discuss a sensitivity evaluation of SK-Gd in100

Section 7, then conclude.101

2. Super-Kamiokande102

SK consists of a stainless steel tank (39.3 m diame-103

ter, 41.4 m height), filled with 50 kilotons (kton) of ultra-104

pure water surrounded by photomultiplier tubes (PMTs).105

The SK detector consists of two concentric cylindrical vol-106

umes separated optically, an inner detector (ID) and an107

outer detector (OD). We use two kinds of PMTs; 11,129108

inward-facing 20-inch PMTs are mounted uniformly on109

the ID surface and 1,885 outward-facing 8-inch PMTs are110

mounted uniformly on the OD surface. The details of the111

SK detector are described elsewhere [17, 18].112

SK started data taking in 1996, and since then has113

undergone six data-taking phases: SK-I, II, III, IV, V,114

and SK-Gd (that just started). This search uses data115

from the SK-IV period, collected between October 2008116

and May 2018. Phase IV was characterized by new front-117

end electronics and a new data processing system [13, 14].118

For a typical event, data within the time window from119

−5 to +35 µs around the trigger time is stored. A trig-120

ger relevant for this analysis, called SHE trigger, is issued121

for events as follows: (a) with more than 70 (58 after122

September 2011) observed ID PMT hits in a 200 ns time123

window—equivalent to a 9.5 MeV (7.5 MeV) threshold124

on the recoil positron kinetic energy—and (b) fewer than125

22 OD hits to reject cosmic-ray muon events. In addi-126

tion to the SHE trigger, an after-trigger (AFT) with a127

length of 500 µs (350 µs before November 2008) is issued.128

These two successive triggers allow to detect the prompt129

positron signal while providing a 535 µs (385 µs before130

November 2008) search window for the delayed 2.2 MeV131

γ from neutron capture. Below the SHE trigger threshold132

the number of background events sharply increases due133

to radon’s presence of a few mBq/m3 level [19] in water,134

and lowering the threshold would lead to data storage is-135

sues. This energy threshold is therefore set by considering136

both background rates and the speed of data transfer. The137

analysis presented here considers events with kinetic ener-138

gies of 7.5–15.5 MeV for a livetime of 2970.1 days (during139

2008–2018) and a fiducial volume of 22.5 kton.140

3. Simulation141

The solar ν̄e signal and most of the backgrounds need142

to be modeled using Monte Carlo (MC) simulations. Here,143

we present the detail of these simulations for antineutrino144

IBDs—IBD being both the signal and the irreducible re-145

actor neutrino background—and for backgrounds from at-146

mospheric neutrinos and radioactive decays of 9Li. Addi-147

tionally, the IBD simulation was also used to develop the148

neutron tagging algorithm detailed in section 4.5.149

3.1. Solar electron antineutrinos150

The ν̄e flux from the Sun is modeled by convolving the151

8B neutrino flux [20, 21] and the oscillation probability152

Pνe→ν̄e
. The cross section for IBD interactions is under-153

stood and can be calculated according to Ref. [22]. An154

MC code simulates the associated production of a positron155

and a neutron. After propagating in water, neutrons are156

usually captured by hydrogen nuclei near their emission157

point. Then, the resulting emission of a 2.2 MeV γ, with158

a characteristic time constant of ∼ 200 µs, is simulated.159

3.2. Atmospheric neutrinos160

Atmospheric neutrinos are among the dominant back-161

grounds in this analysis. The flux of atmospheric neu-162

trinos is predicted by the HKKM2011 model [23]. The163

neutrino-nucleus interaction and subsequent state interac-164

tions inside the nucleus are simulated using NEUT 5.3.6165

[24], i.e. the same interaction model of Ref. [25] is used166

in this study. The initial nucleon momentum distribu-167

tion follows the spectral function model [26, 27] for the168

neutral-current quasielastic (NCQE) interaction and the169

relativistic Fermi gas model [28] for the charged-current170

quasielastic (CCQE) interaction. CC two-particle-two-171

hole (2p2h) interactions, where two nucleons participate172

in the interaction via meson exchange currents, are based173

on the calculation from Nieves et al. [29]. NC 2p2h is174

not simulated in the current analysis. The BBBA05 and175

dipole forms [30, 31] are used to parametrize the vector176

and axial-vector form factors, respectively. Single-pion177

production is simulated based on Ref. [32] and a deep178

inelastic scattering simulation is done using the GRV98179

parton distribution function [33] with Bodek-Yang correc-180

tions [34]. The final state interactions are simulated with181

a cascade model. The nuclear de-excitation γs are sim-182

ulated based on the spectroscopic factors calculated by183

Ankowski et al. [35]. More detailed descriptions can be184

found in Ref. [25, 36]. One difference from the reference185

above is about the treatment of the others state, which is186

a state affected by short-range correlations or a very high187

energy excited state. This is included in the ground state188

in the present analysis. The systematic uncertainties of189
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these nuclear effects are evaluated by replacing the Fermi190

gas model with the spectral function model, as the cross191

section uncertainty in Section 5.1.192

3.3. Cosmic-ray induced 9Li193

Cosmic-ray muon spallation in the SK detector pro-194

duces large quantities of radioactive isotopes. These iso-195

topes’ decays result in overwhelmingly large spallation196

backgrounds in the lower energy range of this analysis.197

Most of these isotopes undergo beta decay, sometimes198

with γ emission, without a neutron and will therefore be199

efficiently rejected using neutron tagging. However, 9Li200

and 8He are the dominant isotopes decay, emitting both201

an electron and a neutron, mimicking the IBD signal. Ac-202

tually, 9Li events are dominant because 8He has lower203

end-point beta energy and shorter life time than those of204

9Li [37]. The decay process and production for 9Li should205

therefore be modeled separately. The process of interest206

here is the beta decay of 9Li to 9Be, followed by the de-207

excitation of 9Be into 8Be with the emission of a neutron208

[38]. The predicted event rate is calculated as209

dN

dt
= Y9Li · VSK ·Br ·

∫

f(Eβ)ε(Eβ)dEβ , (2)

where Y9Li = 0.86± 0.12 kton−1days−1 [39] is the yield of210

9Li generated by cosmic-ray muon in the SK, VSK = 22.5 kton211

is the fiducial volume, Br = 0.508 ± 0.009 [38] is the212

branching ratio of this decay, f(Eβ) is the simulated en-213

ergy spectrum as a function of reconstructed kinetic en-214

ergy Eβ , and ε(Eβ) is the detection efficiency including215

event selection.216

3.4. Detector simulation217

A simulation based on GEANT3 [40] provides detector218

responses in good agreement with data, which is used to219

model particle propagation in the water, and the optical220

properties, photosensor and electronics response in SK.221

Neutron capture events are weak signals, similar in mag-222

nitude to the PMT dark noise. Accurate estimates of this223

dark noise and its evolution as a function of time are cru-224

cial to developing an efficient neutron tagging algorithm.225

To this end, we use data taken with random trigger tim-226

ing, utilizing the timing signal for the T2K 6 beam during227

its beam off periods, so-called T2K dummy data. We then228

inject this data into simulation results from 18 µs up to229

535 µs after the positron emission. This injection allows230

us to account for the effect of dark noise in both the 35 µs231

SHE and the 500 µs AFT triggers.232

6Tokai-to-Kamioka experiment (T2K) synchronizes timing of
neutrino beam injection at Tokai and SK that is 295 km away, using
GPS [41].

4. Event selection233

In order to select signal-like candidates, data reduction234

is performed in four steps. Since both this study and the235

previous supernova relic neutrino (SRN) search [15, 43]236

look for electron antineutrinos, the event selection cuts237

were applied in a similar way as in the previous with some238

updated criteria to take into account the specificities of239

this analysis. The first reduction rejects calibration data240

and most radioactive background events and was applied241

with the same cut conditions as in the previous study. The242

second reduction suppresses muon spallation events. The243

procedure is same as in the previous study with updated244

cut criteria. The third reduction is optimized to reduce245

mainly atmospheric neutrino events. The fourth reduc-246

tion is the neutron tagging to select IBD candidates and247

discard accidental coincidences.248

4.1. Event reconstruction249

In this work, the reconstruction methods used for the250

vertex (x, y, and z), direction, and energy are the same of251

Ref.[42]. The coordinate origin of the vertex is defined as252

the center of the tank, and we defined the reconstructed253

radius (r), as the cylindrical radius.254

4.2. First reduction255

The first reduction removes bad events and performs256

noise reduction, where the bad events and noise origi-257

nate from PMT dark noise, flasher PMTs, and cosmic-ray258

muons. It was applied with the same cut conditions as in259

the previous study. It also includes a fiducial volume cut,260

which corresponds to a fiducial mass of 22.5 kton.261

4.3. Spallation cut262

The procedure is same as in the previous study with263

updated cut criteria.264

Cosmic-ray muons produce several short-lived isotopes265

through interactions with nuclei in the SK water [44, 45].266

These isotopes usually emit electrons or γs within the267

search region (kinetic energy less than 20 MeV) after the268

muon signal, allowing to eliminate the events effectively.269

The second reduction rejects dominant cosmic-ray muon270

spallation’s background events by considering the relation271

between muon-track and prompt-electron-signal informa-272

tion. In order to confirm a profile of the spallation’s273

events, we have investigated the correlation between a274

selected event and muons passing through the detector275

within ±30 s of this event. Hereafter, the combined sam-276

ple of muon-tracks and e-signals with the region from −30277

to 0 s and from 0 to +30 s are termed the pre- and post-278

sample, respectively.279
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As outlined in [43], the time and distance correla-280

tions between low energy events and muon tracks can be281

estimated for spallation events by subtracting pre- and282

post-sample distributions. Probability density functions283

(PDFs) are formed for the following variables: the num-284

ber of muon tracks, maximum dE/dx of a muon track,285

total deposited charge of a muon track, the distance be-286

tween the vertex and the muon track, and projected dis-287

tance along the muon track between the vertex and the288

point with maximum dE/dx. Additionally, to build a ran-289

dom sample that can identify the specific features of the290

spallation muons themselves, an electron signal in post-291

sample and a muon-track signal in toy-MC sample which292

produced by PDFs are combined.293

We then estimate the signal efficiency for these spalla-294

tion cuts by evaluating the number of random samples be-295

fore and after cuts. We use the cos θsun distribution, which296

is the angle between the direction pointing from the Sun297

and the signal candidate’s reconstructed direction. As-298

suming that the spallation background is flat in cos θsun299

and that solar νe elastic scattering events are always for-300

ward, the number of spallation events can be extracted.301

The cut criteria are determined by comparing the like-302

lihood distribution of pre- and post-samples. The MC303

sample has no contribution from cosmic-ray muons; thus304

we use the spallation cut’s efficiency to evaluate the signal305

and background events in the MC. The rate of spallation306

events depends on the electron kinetic energy, and we es-307

timate the signal efficiency (εsig,µ) in three kinetic energy308

regions, 7.5–9.5, 9.5–11.5, and 11.5–19.5 MeV, as a ratio309

of events before and after the cut procedure for the ran-310

dom sample. We estimate the spallation efficiency using311

the pre-sample, where efficiency is calculated as a reduc-312

tion ratio for the spallation events. The spallation 9Li313

events are simulated using a dedicated MC. In order to314

predict the number of 9Li events in the final sample, we315

apply the spallation cut to the MC sample. The 9Li event316

efficiency (εLi9) is derived from εsig,µ and the spallation317

efficiency. The resulting signal and 9Li event efficiencies318

are summarized in Table 1.319

Table 1: Signal and 9Li event efficiencies of the present spallation
cut for each kinetic energy region. The uncertainties come mainly
from the statistics of the pre- and post-samples.

Kinetic energy region εsig,µ εLi9
7.5−9.5 MeV 53.6±1.6% 7.7±0.2%
9.5−11.5 MeV 55.2±1.6% 7.6±0.2%
11.5−19.5 MeV 75.3±1.0% 16.2±0.2%

4.4. Third Reduction320

The third reduction removes atmospheric neutrino back-321

grounds and remaining radioactive decays using the fol-322

lowing criteria.323

To further remove backgrounds from the wall, events324

with effwall < 500 cm are discarded, where effwall is the325

distance from the reconstructed vertex to the ID wall as326

measured backward along the reconstructed track direc-327

tion.328

Electron events tend to be reconstructed at the Cherenkov329

angle θC ∼ 42◦. In contrast, NCQE-like events are often330

associated with larger angles due to multiple γ rings be-331

ing mis-reconstructed as a single ring by the algorithm.332

Events are required to satisfy 38◦ < θC < 50◦. The ν̄e sig-333

nal is kept with more than 80–90% efficiency, while ∼ 85%334

of NC backgrounds are suppressed.335

The fuzziness of the Cherenkov ring is characterized336

by the pilike parameter, which is defined as follows using337

an opening angle distribution of all three-hit combinations338

(triplets) in the event:339

pilike =
N(peak± 3◦)

N(peak± 10◦)
, (3)

where N(peak±3◦) and N(peak±10◦) are the numbers of340

triplets whose opening angle is within ±3 and ±10 degrees341

of the peak value, respectively. For the solar ν̄e signal,342

pilike peaks around 0.3, while for charged pions and γs in343

NC events it can reach values up to 0.7. The cut removing344

events with pilike > 0.36 has kept a signal efficiency of345

∼ 99%.346

The total charge detected in a 50 ns time window347

around the prompt signal, Q50, and the number of PMT348

hits in that time window, N50, are calculated. The ra-349

tio Q50/N50 implies the observed number of photoelec-350

trons per one PMT, so Q50/N50 distributions for pion,351

muon, and electron (or positron) are different. The ratio352

focuses around 1 p.e. for signal events, while the ratio353

for pions and muons in atmospheric neutrino events can354

reach values up to 10 p.e. The cut removing events with355

Q50/N50 > 2 p.e. has a signal efficiency above 99%.356

4.5. Neutron Tagging selection357

Although atmospheric neutrinos and spallation back-358

grounds largely dominate over the signal in the SHE data,359

these backgrounds can be strongly suppressed by intro-360

ducing a neutron tagging algorithm to identify IBD events.361

In the fourth reduction, this algorithm is applied to the362

surviving events.363

The neutron tagging algorithm was developed for an364

IBD event search in SK-IV [15]. We used the variables365

calculated from delayed signal hit pattern such as N10,366
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Ncluster, Nback, andNlow, referred to Table 7 in Appendix A.367

Then, the criteria of neutron tagging is determined by368

likelihood method based on these variables. The signal369

efficiency (εsig,n) was estimated to be ∼17.7%, while the370

probability that accidental background would be misiden-371

tified as a neutron (εmis) was ∼1%.372

The algorithm was then updated to reach εsig,n ∼20%373

with the same background probability by using a machine374

learning model trained on an MC sample of 2.2 MeV γ375

emission with a neutron capture time of 200 µs [39].376

In this work, we trained a new model on a MC sam-377

ple of neutron emission from the solar ν̄e. The vertex378

of neutron emission was distributed uniformly within the379

SK volume, and the neutron recoil and capture were taken380

into account in the MC sample. The characteristic vari-381

ables, event selection, machine learning method, and per-382

formance evaluation are detailed in Appendix A.383

The previous search [15] suggests the dominant back-384

ground is accidental coincidence with PMT dark noise. In385

order to suppress that background by a factor of 100, i.e.386

εmis ∼ 0.01%, we apply a tight cut with εsig,n = 12.6%387

(10.8%) for a 535 µs (385 µs) of the delayed-coincidence388

time window.389

To evaluate the uncertainty on the absolute neutron390

tagging efficiency, we took neutron capture data in 2009391

and 2016 using an AmBe calibration source [46] embedded392

in the center of a 5 cm cube of bismuth germanate oxide393

(BGO) scintillator. The AmBe source which emits neu-394

trons was deployed at three different positions, labeled A395

(at the center of the detector), B (close to the barrel), and396

C (close to the top). The prompt signal of 700–1050 pho-397

toelectrons from scintillation light produced in the BGO,398

which corresponds to the 4.43 MeV γ peak, is used to399

select an event sample with neutron emission from the400

source [47]. This neutron is typically captured in hydrogen401

around the source point, and then 2.2 MeV γ is emitted.402

The distribution of capture time ∆T , which is the time403

difference between the prompt and delayed signal, is fit-404

ted with the shape A0 exp(−∆T/τ)+A1, where A0 is the405

amplitude of neutron emission candidates, τ is the cap-406

ture time constant, and A1 is an accidental background407

term. The absolute efficiency uncertainty is estimated as408

(εsig,n − εn)/εsig,n, where εn is the tagging efficiency nor-409

malized to the time window of 535 µs from the calibration410

condition, e.g. the uncertainty is estimated to be 10% in411

a case of the sample of the source A (center) in 2016. Re-412

sults for the three locations A, B and C are summarized413

in Table 2.414

The maximum inconsistency between the measured415

absolute efficiency and simulation, 19% relatively, dom-416

inates in the systematic uncertainty of neutron tagging417

efficiency, hence the systematic error is estimated to be418

that factor.419

4.6. Selected IBD events420

Table 3 summarizes the cut criteria for each energy421

region and the number of surviving events in this analysis.422

Since the signal’s positron kinetic energy can reach423

up to ∼ 15 MeV when including detector resolution, we424

search in the region of 7.5–15.5 MeV in this analysis, as425

shown in Fig. 1. Finally 78 IBD candidates are obtained426

after the first, second, third, and fourth reduction.427
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Fig. 1: Positron kinetic energy distribution. The searched region is
7.5–15.5 MeV to the left of the dashed line.

The reconstructed vertex point distribution in the fidu-428

cial volume is shown in Fig. 2. We have found no signifi-429

cant spatial cluster.430

The time difference between a real neutron capture and431

the corresponding prompt signal (∆T ) is fit by a function432

of A0 exp(−∆T/τ) + A1 as shown in Fig. 3, where it is433

fixed to a time constant of τ = 204.8 µs in assumption of434

signal of neutron capture in proton. The fitted parameters435

are A0 = 3.67± 1.75 and A1 = 2.27± 0.64 with χ2/dof =436

23.5/20.437

The event rate above the energy-threshold of 9.5 MeV438

(October 2008 to September 2011) or 7.5 MeV (Septem-439

ber 2011 to May 2018) is shown as a function of time in440

Fig. 4. From September 2011 onward, the trigger thresh-441

old was lowered, then the event rate is shifted up due to442

the lower energy threshold; it is stable within each condi-443

tion’s statistical uncertainty.444
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Table 2: Analysis results for calibration using an AmBe source at positions A, B and C in 2009 and 2016.

Source x y z εn (εsig,n − εn)/εsig,n
(2009)
A 35.3 cm −70.7 cm 0 cm 10.8± 0.2% 0.14
B 35.3 cm 1210.9 cm 0 cm 10.3± 0.2% 0.19
C 35.3 cm −70.7 cm 1500 cm 11.2± 0.2% 0.11
(2016)
A 35.3 cm −70.7 cm 0 cm 11.3± 0.2% 0.10
B 35.3 cm 1210.9 cm 0 cm 11.0± 0.2% 0.13
C 35.3 cm −70.7 cm 1500 cm 11.1± 0.2% 0.12
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Fig. 2: Reconstructed vertex profile of prompt signal events. The
dashed line indicates the fiducial cut region. The solid thick line is
the boundary between ID and OD regions.

5. Background estimation445

The background for solar ν̄e IBD events consists of at-446

mospheric neutrinos, 9Li events, reactor ν̄e, and accidental447

coincidences.448

5.1. Atmospheric neutrinos449

In this work, the atmospheric neutrino background is450

grouped into two categories: NCQE-like and non-NCQE.451

The former produces nuclear de-excitation γ-rays whose452

final state energy is O(10) MeV, hence it could be mim-453

icked. The latter is mainly made up of decay electrons454

which are produced by µ–e decay via muon neutrino charged-455

currents and by π–µ–e decay via neutrino neutral-currents456

with pion, where the muon and pion emit no Cherenkov457

photon.458

A simulated sample of atmospheric neutrino events459

corresponding to 500 years of livetime is produced and460

then normalized to the SK-IV livetime. It is then scaled461

with a factor of εsig,µ to account for the second reduction.462
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Fig. 3: Capture time ∆T distribution. The blue line is a fitting
function of power law with time component of 204.8 µs.
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Table 3: The number of surviving events between 7.5–15.5 MeV (N)
and signal efficiency for the 7.5–9.5, 9.5–11.5, and 11.5–19.5 MeV
regions. The bottom line indicates the total number of the survived
events and all efficiency applying for the signal.

Cut criteria N Signal Efficiency/ E(MeV)
7.5–9.5 9.5–11.5 11.5–19.5

First Reduction 1,404,568 77.9% 80.1% 80.6%
Spallation cut 213,576 53.6% 55.2% 75.3%
effwall cut 176,646 91.6% 91.0% 90.1%
Cherenkov angle cut 88,778 77.9% 83.2% 99.4%
pilike cut 88,033 98.8% 99.2% 99.4%
Charge/Hit cut 87,372 99.5% 99.7% 99.8%
Neutron tag 78 12.6% 12.6% 12.6%
Total 78 3.7% 4.1% 6.0%

It is processed with the third and fourth reduction and a463

kinetic energy threshold of 9.5 MeV or 7.5 MeV is applied,464

depending on the date.465

The resulting NCQE-like sample consists of 7.8 events466

in the energy range of 7.5–15.5 MeV. The systematic error467

is evaluated to be +67.7%/−65.6% by separately consid-468

ering ν and ν̄ for the kinetic energy regions of 7.5–9.5,469

9.5–11.5, and 11.5–15.5 MeV, and taking into account the470

cross section uncertainty reported by T2K [25], the error471

of reduction cut efficiency, neutron tagging uncertainty,472

and neutron emission multiplicity.473

The estimated number of background events in the474

non-NCQE simulation sample is evaluated using data in475

the higher kinetic energy region, 29.5–79.5 MeV. The dom-476

inant background consists of events with non-NCQE in-477

teractions by atmospheric neutrinos, which mainly accom-478

pany decay electrons. The surviving non-NCQE sample in479

the simulation is consistent with data, as shown in Fig. 5.480

The simulation was a little lower than data, and it was481

considered the difference occurred from effects of several482

uncertainties such as model, flux, cross section, and cut483

efficiencies. In order to perform fine-tuning of number484

of non-NCQE sample in the 7.5–15.5 MeV region, the485

simulated spectrum was normalized to data in the 29.5–486

79.5 MeV region, as sideband analysis. The correction487

factor of 1.17±0.15 is determined and the corrected spec-488

trum is shown in the red line on Fig. 5.489

The corrected non-NCQE sample consists of 3.0 events490

in the 7.5–15.5 MeV region, with a systematic uncertainty491

of 12.8% from the correction factor’s error.492

5.2. 9Li decay events493

A sample of ∼ 8.3× 106 9Li decay events was sim-494

ulated and then normalized to the predicted number of495

events by integrating dN/dt of Eq. 2 over the SK-IV live-496

time. It is then scaled with a factor of εLi9 to account497

for the second reduction. It is processed with the third498

and fourth reduction and a kinetic energy threshold of499
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Fig. 5: Consistency between data and simulation of atmospheric
neutrinos after the neutron-tagging reduction in the 29.5–79.5 MeV
region. The black dots are data. The thick black line is the dis-
tribution of non-NCQE interaction: the charged current interaction
(CC) and neutral current interaction (NC) with pion production.
The red band is the corrected spectrum with fitting error, which
is used to estimate the background of atmospheric neutrino events
with non-NCQE interaction.

9.5 MeV or 7.5 MeV is applied, depending on the date.500

The resulting 9Li decay sample consists of 40.0 events in501

the 7.5–15.5 MeV region.502

The systematic error is evaluated to be 30% by cal-503

culating the quadratic sum of the main factors: error of504

Y9Li, error of Br, reduction efficiency error, and the neu-505

tron tagging uncertainty.506

5.3. Reactor ν̄e507

The ν̄e flux from nuclear reactors at the SK detector508

location has been estimated using the reactor database of509

the International Atomic Energy Agency [48]. The total510

reactor ν̄e flux for 10 years in SK is calculated to be 8.05×511

1013cm−2.512

Based on MC simulation, the kinetic energy spectrum513

of positrons from reactor ν̄e is derived via the re-weighting514

[53] to the signal sample of ν̄e initial energy.515

The simulated sample of ν̄e events is then normalized516

to the event number predicted by using the reactor total517

flux and the IBD cross section. Then, it is scaled with518

a factor of εsig,µ to account for the second reduction. It519

is processed with the third and fourth reduction and a520
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kinetic energy threshold of 9.5 MeV or 7.5 MeV is ap-521

plied, depending on the date. The resulting reactor ν̄e522

sample consists of 1.2 events in the 7.5–15.5 MeV region.523

We adopt a 100% systematic uncertainty as a conservative524

estimation, since the reactor database provides no uncer-525

tainties.526

5.4. Accidental coincidences527

The number of accidental coincidences between an elec-528

tron or γ and a dark noise fluctuation can be estimated529

by considering the time distribution of tagged neutrons530

in the sample after all event reduction processes. While531

the time difference ∆T of real neutron captures follows532

an exponential law, the time distribution for accidental533

coincidences is expected to be flat.534

Furthermore, the number of accidental coincidences535

(NAccid) as a function of εsig,n is estimated by the same536

method. We empirically found that NAccid tends to be a537

power law of εsig,n as shown in Fig. 6. The fit is used to538

determine the value of NAccid for εsig,n = 12.6% as 41.9539

events. The uncertainty of predicted number of accidental540

coincidence events is evaluated to be 27.7%, arising from541

the error in the fit to the ∆T distribution.542
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Fig. 6: Relation between signal tagging efficiency (εsig,n) and the
number of accidental coincidence events (NAccid). The fit is used to
determine the value of NAccid.

5.5. Summary543

The predicted numbers of background events are sum-544

marized in Table 4. For atmospheric neutrinos, 9Li decay545

events, reactor ν̄e, and accidental coincidences, the errors546

of predicted number of events indicate systematic uncer-547

tainties to search for solar ν̄e.548

Table 4: Summary of the predicted numbers of background events
in the kinetic energy region of 7.5–15.5 MeV for the whole livetime,
2970.1 live days. The time dependence of the energy thresholds is
taken into account.

Source Number of predicted events
Atmospheric neutrinos

NCQE-like interactions 7.8+5.4
−5.2

non-NCQE interactions 3.0± 0.4
9Li decay events 40.0± 12.0
Reactor ν̄e 1.2± 1.2
Accidental coincidences 41.9± 11.6
Total 95.0± 17.6

6. Analysis and results549

To search for solar ν̄e events with a positron kinetic550

energy in the 7.5–15.5 MeV region—equivalent to 9.3–551

17.3 MeV neutrino energy—the energy spectrum of IBD552

candidates is compared with the background estimation.553

We expected 95.0±17.6 events from the backgrounds and554

observed 78 events in data. The selected sample is consis-555

tent with background predictions and no significant signal556

was found.557

Figure 7 of cyan dashed line shows a predicted spec-558

trum of kinetic energy for solar-ν̄e events in an assumption559

of 10−4 of the neutrino-to-antineutrino conversion prov-560

ability. In this analysis, the number of solar-ν̄e events is561

derived after the fitting with the signal and background562

spectra. The observed numbers of events for the four en-563

ergy bins are compared to the best-fit signal and back-564

ground predictions. The amplitude of the signal is a free565

parameter. The signal and backgrounds have a known566

spectral shape which is included in the fit. Therefore, the567

upper limit of the conversion probability is evaluated in568

this study. In addition, it is enough to determine the limit569

based on maximum likelihood with ∆χ2 test because of570

the simple fitting in this case.571

In order to evaluate the conversion provability Pνe→ν̄e
,572

the χ2 is defined as,573

χ2 = 2
∑

j

(

µj − nj + nj ln
nj

µj

)

+
∑

k

(

αk

σk

)2

, (4)

where µj and nj are the predicted and observed number574

of events in the jth energy bin, respectively. The second575

term in Eq. 4 is a pull term for the six free parameters (αk)576
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Fig. 7: Fit result in the kinetic energy range of 7.5–15.5 MeV. The
black dots are data. The green, magenta, blue, yellow, and red his-
tograms show best-fit predictions for reactor antineutrino events, 9Li
decay events, atmospheric neutrino’s NCQE interactions and non-
NCQE interactions, and accidental coincidences, respectively. The
cyan dashed line is solar antineutrino signal events in an assumption
of 10−4 of a neutrino-to-antineutrino conversion probability.

which model the uncertainties on the different event and577

the fractional errors of predicted number of events (σk),578

where the index k corresponds to the category: (1) NCQE-579

like and (2) non-NCQE interactions of atmospheric neu-580

trinos, (3) 9Li decay events, (4) reactor ν̄e, (5) accidental581

coincidence, and (6) solar ν̄e signal. The predicted µj is a582

function of the simulated signal and background estima-583

tion given as,584

µj =

5
∑

k=1

(1 + αk)(1 + ωk,j)Nk,j

+Pνe→ν̄e
(1 + α6)(1 + ω6,j)N6,j , (5)

where Nk,j is the predicted number of background and585

signal events. The σk for background is a prediction er-586

ror as listed in Table 4. In particular, N6,j indicates the587

predicted number of the solar ν̄e events in an assump-588

tion of Pνe→ν̄e
= 1. The σ6 is estimated to be 20% for589

the number of solar ν̄e events by calculating the quadratic590

sum of the reduction efficiency error, the neutron tagging591

uncertainty, and a time depending uncertainty of the ef-592

ficiency. Therefore, the correlation between Pνe→ν̄e
and593

α6 has been taken into account. The ωk,j parameterize594

spectral shape distortions and can go up to 10% for at-595

mospheric neutrino NCQE interactions and accidental co-596

incidences. Other spectral shape distortions can be up to597

1% because the 2-MeV bin is larger than the energy res-598

olution of the SK detector and spectral shapes for these599

backgrounds are well known. Assuming constant Pνe→ν̄e
600

for any energy, the spectral shape of signal is set to a same601

of 8B solar νe. The pull term of ωk,j is a negligibly small602

effect in Eq. 4, it is omitted, because the parameter make603

distortion spectrum for signal or background but the total604

number of events is not changed.605

Thus, Eq. 4 indicates the pull term contributions and606

that the background spectral shape predictions are provid-607

ing constraints in the χ2 fit. Since we have four bins, six608

parameters for systematic uncertainties in the pull term609

to the fit, and seven free parameters (Pνe→ν̄e
and αk), the610

number of degrees of freedom (dof) is found to be equal611

to three.612

Table 5: Best-fit αk values

k Source αk

1 NCQE-like interaction 0.38σ1

2 non-NCQE interaction σ2

3 9Li decay events 0.99σ3

4 Reactor ν̄e −0.01σ4

5 Accidental coincidence −0.61σ5

6 Solar ν̄e 0
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Fig. 8: Relation between ∆χ2 and conversion probability of neu-
trinos to antineutrinos. The upper limits on Pνe→ν̄e for ∆χ2 =
1.0, 2.3, 2.7, and 4.6 are 3.5 × 10−4, 4.7 × 10−4, 5.0 × 10−4, and
6.0× 10−4, respectively.

The best-fit conversion probability is P
(best)
νe→ν̄e

= 0 and613

corresponds to the value of αk listed to Table 5. The best-614
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Table 6: Expected sensitivity of SK-Gd for Pνe→ν̄e at 90% C.L. in an assumption of 10 years observation.

Pνe→ν̄e

0.02% Gd loading 0.2% Gd loading
Improved signal efficiency 10.5× 10−5 5.9× 10−5

+ 9Li rejection (to 20%) 8.3× 10−5 4.6× 10−5

+ Accidental coincidence rejection (to 5%) 5.6× 10−5 3.1× 10−5

+ NCQE uncertainty decreasing (to 30-80%) (4.3− 5.2)× 10−5 (2.4− 2.9)× 10−5

fit χ2/dof is 1.9/3 (shown in Fig. 7) under the null hy-615

pothesis. The p-value is 0.6 and no significant signal above616

the backgrounds is found. In the ∆χ2 calculation with an617

increased value of Pνe→ν̄e
, the αk parameters are also var-618

ied within uncertainties associated with backgrounds, as619

shown in Fig. 8. Then, requiring ∆χ2 < 2.3, the upper620

limit is determined to be Pνe→ν̄e
< 4.7×10−4 at 90% C.L.,621

which corresponding to 36 events of solar-ν̄e signal. The622

8B neutrino flux from the Sun above 9.3 MeV of neu-623

trino energy is calculated as 9.96 × 105 cm−2 s−1; there-624

fore the partial flux upper limit of antineutrino from the625

Sun is determined to be 4.7 × 102 cm−2 s−1 at 90% C.L.626

The neutrino magnetic moment derived from the νe → ν̄e627

probability in the spin-flavour precession model is calcu-628

lated as µ . 1.7 × 10−9µB(10 kG/BT ) at 90% C.L., i.e.629

µ . 3× 10−8µB and µ . 2× 10−12µB at 90% C.L. in the630

assumption of BT ∼ 600 G [6] and ∼ 7 MG [7], respec-631

tively.632

7. Sensitivity estimate for SK-Gd633

The sensitivity of SK-Gd can be estimated using the634

SK-IV result in the neutrino energy range of 9.3–17.3 MeV.635

We expect the sensitivity of the solar ν̄e search to signifi-636

cantly improve in SK-Gd, since this upgrade considerably637

improves the neutron identification efficiency.638

In this work, we find that the main backgrounds in SK639

are 9Li decay events, atmospheric neutrino NCQE interac-640

tion, and accidental coincidences. The estimated SK-Gd641

sensitivity is summarized in Table 6.642

First, the signal efficiency is evaluated to be 50% and643

90% for 0.02% and 0.2% Gd sulfate loading, respectively644

[16]. After 10 years of observation, the sensitivity to645

Pνe→ν̄e
at 90% C.L. is expected to be 10.5 × 10−5 (5.9 ×646

10−5) when accounting only for the efficiency improve-647

ment to 50% (90%), and assuming that the uncertainty of648

the neutron tagging efficiency is reduced from 19% to 5%.649

Additionally, due to the improved detection efficiency650

for neutron tagging, SK-Gd would measure the yield of 9Li651

decay events more precisely, i.e. the 9Li decay events can652

be observed more than Ref. [39] and expected to investi-653

gate the spallation mechanism precisely. After that, when654

a better separation cut condition is developed, hence the655

9Li background can be reduced for the search in SK-Gd.656

In this estimate, it is assumed to improve the total uncer-657

tainty for 9Li from 30% to 5% and the spallation efficiency658

εLi9 to 20% of its current value. These resulting sensitiv-659

ities are predicted to be 8.3 × 10−5 (0.02% Gd loading)660

and 4.6× 10−5 (0.2% Gd loading).661

The accidental coincidences consist of (1) fake tagging662

and (2) real neutron capture of unrelated neutrons. In SK-663

Gd, the fake tagging will be considerably reduced since the664

energy of γ after neutron capture increases from 2.2 MeV665

in hydrogen to 8 MeV in Gd. On the other hand, acci-666

dental coincidences of unrelated, real neutrons cannot be667

identified by the tagging algorithm, even in SK-Gd. Acci-668

dental coincidences should be precisely evaluated during669

calibration with random triggering in SK, both with and670

without Gd, which will allow us to reduce the associated671

uncertainties. Assuming a 5% uncertainty, we expect the672

resulting sensitivity to be 5.6 × 10−5 (0.02% Gd loading)673

and 3.1 × 10−5 (0.2% Gd loading), where the estimates674

include the contribution of improved 9Li rejection.675

As the remaining factor for further improvement of the676

sensitivity, the uncertainty of the spectrum of atmospheric677

neutrino NCQE interactions is expected to be reduced by678

a future artificial neutrino beam experiment. In partic-679

ular, the current uncertainty is estimated to be ∼100%,680

considering both the MC prediction error and the shape681

uncertainty of the spectrum in the low energy region. If682

the uncertainty can be decreased to 30–80% of the present683

one, the resulting sensitivities are calculated to be (4.3–684

5.2)×10−5 (0.02% Gd loading) and (2.4–2.9)×10−5 (0.2%685

Gd loading), where the estimates include the contribu-686

tion of improved rejection of both 9Li and accidental co-687

incidences. This estimate indicates an improvement of a688

factor of ∼ 16 from the present sensitivity for conversion689

probability, which would make it possible to improve upon690

the current best upper limit set by other experiments.691

Finally, the sensitivity of SK-Gd could be improved692

by lowering the energy threshold. The trigger condition693

should be tuned in consideration of the allowed dark rate694

contamination after the gadolinium loading.695
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8. Conclusion696

We searched in the SK detector for solar ν̄e due to νe →697

ν̄e conversion, using neutron tagging to identify IBD inter-698

actions in pure water. The selected sample is consistent699

with background predictions and no significant signal was700

found. An upper limit on the νe → ν̄e conversion probabil-701

ity of 4.7×10−4 is hence derived at 90% C.L. This limit is702

a factor of 17 more stringent than the SK-I sensitivity and703

is consistent with the sensitivity estimated at a previous704

search in SK-IV [15]. This limit corresponds to the neu-705

trino magnetic moment of . 1.7× 10−9µB(10 kG/BT ) at706

90% C.L. predicted in the spin-flavour precession model.707

This SK-IV analysis thus derived the best limit of sensitiv-708

ity to solar ν̄es at SK and has allowed us to assess the 16709

times improvement from the present sensitivity expected710

for future searches in SK-Gd.711
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Appendix A: Neutron tagging739

In what follows, we detail the structure of the neutron740

tagging algorithm used for this analysis and evaluate its741

performance.742

A.1. Characteristic variables743

A neutron from IBD can be identified by tagging the744

2.2 MeV γ emission resulting from its capture on hy-745

drogen [15]. In this analysis, the simulation signature746

which is merged with the T2K dummy data allows to747

accurately model the contributions of the different back-748

grounds. Since the γ signal is typically hidden under the749

PMT dark noise, we use the the number of hits together750

with their timing, pattern, and charge to discriminate be-751

tween the signal of the 2.2 MeV γ and background PMT752

dark noise, as shown in Fig. 9.753

The definitions of some variables are presented in Ref. [15,754

39, 49, 50] and summarized in Table 7. Basically, we take755

the hit clusters within a 10 ns window in AFT data to756

calculate quantities such as the hit number, timing devi-757

ation, and angle. To identify neutron capture events, we758

apply two approaches for vertex reconstruction using the759

selected candidates in a 10 ns window. One is based on760

minimal root-mean-square (RMS) for mean time-of-flight761

(TOF) between the vertex and the hit PMT position for762

the candidates in the 10 ns window [49] and the other is763

based on the minimal timing residual defined as the differ-764

ence between a PMT’s observed hit time and the expected765

hit time based on the time-of-flight of the Cherenkov pho-766

ton [51]. The first method is used to derive the vertex (~x′)767

and the minimal RMS of time (t′rms), while the primary768

vertex is labeled ~x. In addition, the latter method is used769

to derive the vertex ( ~x′

b) and the charge (Q′

b).770

We then use a machine learning algorithm (explained771

later) to identify neutron capture events efficiently using772

the correlation of these variables.773

A.2. Pre-selection774

For each event associated with an SHE+AFT trigger775

pair, we look for neutrons in a 535 µs (385 µs) window.776

Since this window contains an extremely large number of777

timing hit clusters, we apply a pre-selection cut to sup-778

press huge background to speed up calculation. As a pre-779

selection cut, we consider 10-ns TOF-subtracted windows780

containing more than 7 hits — N10 > 7. In addition, the781

criterion of N300 − N10 > 8 is required, where the PMT782

noise tends to be distributed randomly in time so the num-783

ber of hits in a 300 ns window around the 10 ns window784

is a good index to confirm it. The pre-selection efficiency785

is estimated to be 80.4% for simulated neutron-capture786

events while 65.6% of the background dark noise events787

which are sampled from T2K dummy data are suppressed788

by this pre-selection procedure.789

A.3. Machine learning790

In order to select neutron-capture events from pre-791

selected candidates, we use a feed-forward Multi-Layer792
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Fig. 9: Variable distributions used for neutron tagging. The blue filled and red hatched histogram correspond to the 2.2 MeV γ signal and
background PMT dark noise, respectively. Both histograms are normalized to 1.

Perceptron (MLP) implemented in the TMVA library of793

ROOT [52]. In this analysis, the MLP was trained using794

1.2× 106 simulated neutron-capture events and 1.2× 107795

background triggers from the T2K dummy data. These796

were split randomly into a training sample of 75% and a797

evaluation sample of 25%.798

A.4. Performance evaluation799

Using the MLP likelihood profiles of MC and back-800

ground, the relation between the signal tagging efficiency801

(εsig,n) and the accidental background probability (εmis)802

are estimated as shown in Fig. 10. εmis is defined as the803

probability that a sample containing only PMT dark noise804

is misidentified as a neutron capture event. The black dot805

marks the working point, which was selected based on the806

criteria described in Section 4.5.807

The SK electronics were updated to extend the delayed-808

coincidence time window from 385 µs to 535 µs in Novem-809

ber 2008 and reduced the visible energy threshold of the810

prompt signal from 9.5 MeV to 7.5 MeV in September811

2011. The neutron tagging efficiency was also affected by812

the DAQ upgrade. The signal efficiency in a 385 µs time813

window is estimated to be 0.86 times as high as in a 535 µs814

time window.815

The background dark noise event rate has a time de-816

pendence due to the PMT gain shift and water trans-817

parency fluctuation. In the simulation, T2K dummy data818

from 13th March to 1st November, 2009 was used. We819

confirmed that the neutron-tagging efficiency depends on820

time via the background, as a contribution from PMT gain821

shift almost, thus the shift of signal-tagging efficiency is822

estimated to be +0.047%/year while the fake-tagging rate823

tends to increase by 2.5% per year. This efficiency shift is824

treated as systematic uncertainty of ∼ 4% over the whole825

SK-IV livetime, but its value is negligible compared to the826

systematic error contributing to the absolute efficiency un-827

certainty, as explained in section 4.5.828
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