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ABSTRACT
Implementing high-quality professional learning on diversity, eq-
uity, and inclusion (DEI) issues is a massive scaling challenge. Inte-
grating dynamic support using natural language processing (NLP)
into equity teaching simulations may allow for more responsive,
personalized training in this field. In this study, we trained ma-
chine learning models on participants’ text responses in an equity
teaching simulation (494 users; 988 responses) to detect certain text
features related to equity. We then integrated these models into
the simulation to provide dynamic supports to users during the
simulation. In a pilot study (N = 13), we found users largely thought
the feedback was accurate and incorporated the feedback in subse-
quent simulation responses. Future work will explore replicating
these results with larger and more representative samples.
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1 INTRODUCTION
Over the last few years, there has been a dramatic rise in interest
in incorporating diversity, equity, and inclusion (DEI) training into
teacher preparation and professional development. However, with
over 3.5 million public school teachers in the country [11], imple-
menting high-quality DEI professional learning poses a massive
scaling challenge. Given the importance of DEI issues in educational
settings, finding a method for delivering high-impact, low-cost, scal-
able teacher professional learning is an important policy goal.

Digital clinical simulations (DCS) offer a potentially promising
means of implementing scalable online DEI training for educators.
Digital clinical simulations employ rich digital media to immerse
participants in a specific educational scenario and prompt par-
ticipants to make improvisational instructional decisions at key
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moments in the scenario [9][13][14]. These simulations allow par-
ticipants to consider teaching scenarios from an equity perspective
within low-stakes scenarios where there are opportunities for re-
flection and revision [1][20][22]. Initial research into these simula-
tions suggests that participants who engage in courses that embed
these simulations develop more equitable mindsets about teaching
[2][16].

One limitation of the first generation of these simulations is they
did not provide dynamic support within the simulations themselves.
Dynamic support using natural language processing (NLP) would
allow participants to receive personalized feedback based on their
individual responses [4]. This could be used, for example, to high-
light specific aspects of the scenario that participants may have
not noticed in their initial responses [10]. It could also be used to
provoke cognitive dissonance in participants by noting actions that
are inconsistent with their stated beliefs [15].

In this study, we present results from a pilot implementation
integrating dynamic supports into an existing digital clinical simu-
lation called Jeremy’s Journal. We labeled responses from a corpus
988 human labeled responses from 494 users using binary classi-
fiers to indicate the presence of key elements. We then trained
machine learning models on this data to develop text classifiers
that detected whether or not these elements were present in simu-
lation text responses. We then integrated these classifiers into the
existing Jeremy’s Journal simulation using conditional statements
to provide dynamic support based on participants’ responses. We
report the results from a pilot implementation of these supports
with (N = 13) who participated in a workshop in February 2022. We
address the following research questions:

(1) To what extent did participants perceive the classification of
their responses as accurate and the feedback in the dynamic
supports as useful?

(2) To what extent did participants change their behavior in the
simulation immediately in response to the dynamic feed-
back?

(3) To what extent did participants’ responses change on subse-
quent prompts in the simulation after receiving the dynamic
feedback?

2 BACKGROUND AND CONTEXT
Approximations of practice are low-stakes opportunities to engage
in simplified versions of real-life teaching situations [12]. Digital
clinical simulations serve as approximations of practice by present-
ing a hypothetical teaching situation, such as a student misinter-
preting a math problem, and asking them to improvise responses
[14]. Simulations have been used as approximations of practice
in a number of areas such such as improving teachers’ question-
ing strategies [6][23], responses to student ideas [3], and teaching
class discussion management [14]. Bywater et. al. (2019) devised a
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simulation tool called Teaching Responding Tool (TRT) to provide
recommendations as instructor participants respond to students’
explanations of mathematical concepts. The study coded the in-
structor participants’ raw responses on a numeric scale from 0 to
2, representing the extent to which the instructor’s feedback ad-
dressed a students’ academic progress. As a direct result of TRT,
most instructors reported shortened responses per explanation;
furthermore, compared to non-TRT counterparts, their responses
using TRT more accurately addressed students’ learning status and
suggested next steps.

Using digital clinical simulations, approximations of practice
may be an effective method for helping teachers better understand
how to break down barriers to learning for students from marginal-
ized groups. Research on DEI efforts on teacher education has
found that teachers benefit from opportunities to rehearse challeng-
ing situations and reflect on the reasoning behind their decisions
[5][7][18]. Currently, many digital DEI simulations rely primarily
on self-reflection [1]. Although self-reflection can be an effective
tool, it is limited by the participant’s own understanding of the sit-
uation. Some studies have found that simulation participants may
retroactively justify their actions by framing it in equity language
even if it does not match their own behavior [8][21]. For example, a
teacher might justify harshly disciplining a student of color because
they are upholding “high expectations.” Integrating personalized
feedback using NLP in simulations on DEI issues would provide par-
ticipants with an alternative perspective on their behavior, which
may cause them to question some of their original assumptions.

3 METHODS
3.1 Collecting Data for Labeling
The data that was used to train the NLP classifiers was collected
from a simulation called Jeremy’s Journal. Participants assume the
role of a middle school English teacher who has a student named
Jeremy. Jeremy is an outgoing student who faces a series of aca-
demic, personal, and health challenges during a week. Using images
and text descriptions, participants are presented with various vi-
gnettes and asked how they would respond in the moment. At the
end of the week, Jeremy asked to be excused from the required
quiz. The data we used came from an implementation of Jeremy’s
Journal within a massive open online course (MOOC) on equity in
education that was run from January - August 2021. Although the
course enrolled 5,458 participants, we focused on participants who
completed the Jeremy’s Journal simulation and consented to partic-
ipate in the research (N = 494). Of this sub-sample, 68% identified
as female, 62% had a advanced degree, and 66% identified as native
English speakers. The majority of participants reported working in
K-12 schools (63%).

3.2 Labeling Data
Labeling was conducted by three raters with 20% of all texts (N =
197) randomly sampled to assess inter-rater reliability. Reliability
was assessed at the beginning and middle of the rating process to
ensure consistency in rating. Inter-rater reliability was generally
good across all rater combinations with Cohen’s kappa between
0.50-0.56, similar to what has been reported in previous research

on similar types of tasks [17][3]. This labeled data then served as
the “ground-truth” data for training our models.

We labeled 988 simulation responses from participants in the
MOOC. For each set of participant responses, we devised at least
six indicator variables representing potential criteria that responses
may or may not satisfy. Examples of such variables include jeremy
_effort, which is evaluated as “yes” if the response attributes Jeremy’s
subpar performance to lack of effort, lack of focus or being dis-
tracted, or negative attitude, and "no" otherwise. After close exam-
ination of each variable’s description, a human rater reads each
response and checks if it satisfies the variables’ criteria by marking
values 1 or 0 for “yes” or “no” respectively. This process is repeated
by several human raters to improve rater inter-reliability.

We paid particular attention in restricting criteria to academic
settings with variable definitions. Notably, when applicable, most
variable definitions tend to accentuate academic observations and
concerns, among other subtleties in a participant’s instructional
designs. For instance, in the dataset Enact_Monday_Wednesday, we
defined change_for to evaluate as “yes” when a response proposes
a change to the planned instruction based on student academic
performance. If a response were to only mention instructional
modifications such as “moving back a quiz” without observing the
lacking academic performance of some subset of the class, the re-
sponse would be rated as “0”. Additionally, some variable definitions
are specifically geared towards Jeremy’s performance. In the case
of learn_challenge, to satisfy the requirement, the response must
identify potentially confusing components in the academic instruc-
tions and observe that Jeremy is particularly troubled. We impose
those restrictions to improve the accuracy of our machine learning
model predictions and the relevancy of our feedback to participants
specific to their level of equity mindsets.

3.3 Natural Language Processing Models
To build the natural language processing models, we used the Scikit-
learn Python package to create classifiers in Jupyter notebooks
for our analysis [19]. Labeled participant responses were cleaned
for punctuation, capitalization, and stopwords. These sanitized
responses were then split into training and test data sets (80%/20%).
We then examined six models for their performance: Random Forest,
SVC (Linear), SVC (Sigmoid), SVC (Polynomial), SVC (RBF), and
Decision Tree (Table 1). We selected the best model through the
highest weighted average F1 score (Table 1). These models were
pickled and added to a server that takes in participant data from
Teacher Moments so that participants could receive personalized
data.

In designing the personalized feedback that each participant
receives, we designed six possible forms of feedback based on what
the classifiers identified in the participant responses (Figure 1).

Participants saw one of these feedback questions with two simu-
lation questions. For these questions, participants are asked how
they might change their instruction based on Jeremy’s work he
turns in on Monday and Wednesday. Participants also learned that
Jeremy has not been feeling well and has missed some class time
before answering these questions.
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3.4 Piloting Feedback
We piloted the personalized feedback in Jeremy’s Journal with par-
ticipants in a workshop organized by the authors. The goal of the
workshop was connect teacher educators and learning analytics
researchers, to together to author simulations, train classifiers using
the data they collected, and use those classifiers to create dynamic
supports in their simulations. Participants completed the simula-
tion after they had learned about authoring the simulation and
NLP, but before they learned about dynamic supports. Out the 12
participants who shared their current work position, 6 were learn-
ing analytics researchers, 3 were teacher educators, 3 were current
K-12 teachers, and 1 identified as "other". Only participants who
consented to participate in the research (N = 13) were included in
the data analysis.

Table 1: F1 statistics for all models

Model 1 2 3 4 5 6
Random Forest 0.91 0.69 0.67 0.71 0.84 0.84
SVC (Linear) 0.94 0.60 0.67 0.70 0.83 0.80
SVC (Polynomial) 0.85 0.61 0.58 0.64 0.84 0.81
SVC (Sigmoid) 0.94 0.70 0.69 0.75 0.83 0.86
SVC (RBF) 0.91 0.66 0.69 0.68 0.84 0.82
Decision Tree 0.91 0.69 0.69 0.70 0.80 0.81

Note: Column labels are 1-feel_jeremy, 2-learn_challenge, 3-change_for,
4-more_some, 5-jeremy_mental, 6-jeremy_effort.

4 RESULTS
RQ.1: To what extent did participants perceive the classification of
their responses as accurate and the feedback in the dynamic supports
as useful?

Participants received feedback twice in the simulation. After
receiving feedback, we asked participants, “Did you think your
response was evaluated correctly?” Participants could choose one
of three responses: It was totally wrong; it got some things right, but
missed some things; or it was totally correct. Thirteen participants
completed the first question and 11 completed the second. The
models we deployed provided at least partially helpful feedback
for 92% and 91% of participants in the first and second round of
feedback (Table 2).

Feedback Round Rating N

First
It was totally correct 4
It got some things right 8
It was totally wrong 1

Second
It was totally correct 5
It got some things right 5
It was totally wrong 1

RQ.2: To what extent did participants change their behavior in the
simulation immediately in response to the dynamic feedback?

In response to the feedback, participants reflected on their treat-
ment of Jeremy and what barriers he may have been facing to
complete his work. There were 16 total responses from partici-
pants to the personalized feedback, but two were left blank, leaving

Figure 1: The six forms of feedback participants could receive
based on their response classification.

14 text responses. We analyzed if they successfully responded to
the feedback by incorporating the feedback into an adjustment in
their instruction, or in the way they interacted with Jeremy. For
instance, if the personalized feedback suggested that the participant
think about Jeremy’s social-emotional needs, did the participant’s
reflection show they considered this aspect?

Nine of the 14 responses showed the participant reflected on an
aspect of Jeremy’s experience in the classroom that they did not
consider (64%), four responses were confused about what problems
Jeremy may be facing, and one response outright disagreed with
the feedback received.

RQ.3: To what extent did participants’ responses change on sub-
sequent prompts in the simulation after receiving the dynamic feed-
back?

In the final aspect of the scenario, participants respond to Jeremy’s
concerns about taking the quiz on the same day as the rest of the
class and explain their decision on whether he should take the quiz
or not. Here, an equitable response would highlight that Jeremy
should not take the quiz without modifications due to the academic
and health challenges he has faced this week. Nine participants
completed this part of the scenario.

In their Monday responses, five participants received feedback
that they did not specifically mention an academic challenge Jeremy
was facing, and four received feedback that they mentioned one
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of Jeremy’s academic struggles, but did not consider his social-
emotional needs. In their Wednesday responses, two received feed-
back that they seemed concerned about Jeremy’s behavior and what
might be affecting his behavior, five received feedback that they did
not specifically mention an academic challenge Jeremy was facing,
and two received feedback that they mentioned one of Jeremy’s
academic struggles, but did not consider his social-emotional needs.

Two participants stated that he should take the quiz and seven
said he should not take the quiz. The two participants who stated
that they wanted Jeremy to take the quiz mentioned that they
wanted to use the quiz as a benchmark to figure out what Jeremy
understands. These two participants had received feedback to con-
sider the reasons for Jeremy’s behavior, his academic concerns,
and his social-emotional needs. Of the seven who stated he should
not take the quiz, five stated concerns about his mental health,
and three mentioned an academic concern about the quiz. These
seven participants also saw a mix of feedback on Jeremy’s behavior,
academic struggles, and social-emotional needs.

5 CONCLUSIONS AND FUTURE WORK
In this pilot run of responsive in-the-moment feedback for partici-
pants in a digital clinical simulation, we find that using traditional
machine learning models trained on simulation data can help pro-
vide participants guidance on their performance during simulations.
Additionally, participants found this feedback to be largely accurate
and integrated the feedback suggestions into their later perfor-
mance in the scenario. Future work will be needed to adjust the
parameters of our models to provide a more accurate classification
and to redesign the feedback participants receive to ensure that they
have adequate reflection opportunities. And while early evidence
suggests that the supports embedded in the simulation are influen-
tial, future work should consider A/B testing support variations to
identify optimal supports in terms of changing immediate behavior
as well as the long-term effects on behavior change. To conduct
such an A/B test, we would like to scale up this study with a larger
group of participants. In this demo for Learning at Scale, partici-
pants will be able to interact with the natural language processing
feedback system in the scenario, and provide feedback to the de-
signers on ways to improve the user experience. This material is
based on work supported by the National Science Foundation under
grant number 1917668 and the Bill and Melinda Gates Foundation.
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