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We introduce finite-function-encoding (FFE) states which encode arbitrary d-valued logic
functions, i.e., multivariate functions over the ring of integers modulo d, and investigate some
of their structural properties. We also point out some di↵erences between polynomial and
non-polynomial function encoding states: The former can be associated to graphical objects,
that we dub tensor-edge hypergraphs (TEH), which are a generalization of hypergraphs with
a tensor attached to each hyperedge encoding the coe�cients of the di↵erent monomials.
To complete the framework, we also introduce a notion of finite-function-encoding Pauli (FP)
operators, which correspond to elements of what is known as the generalized symmetric group
in mathematics. First, using this machinery, we study the stabilizer group associated to FFE
states and observe how qudit hypergraph states introduced in Ref. [1] admit stabilizers of a
particularly simpler form. Afterwards, we investigate the classification of FFE states under
local unitaries (LU), and, after showing the complexity of this problem, we focus on the case of
bipartite states and especially on the classification under local FP operations (LFP). We find
all LU and LFP classes for two qutrits and two ququarts and study several other special classes,
pointing out the relation between maximally entangled FFE states and complex Butson-type
Hadamard matrices. Our investigation showcases also the relation between the properties of
FFE states, especially their LU classification, and the theory of finite rings over the integers.

1 Introduction
Higher-dimensional quantum systems have become a common research interest in many fields of quantum
information theory. It has been shown that they exhibit potential advantages due to higher security of
cryptography protocols [2–5], better key rates in QKD [6–8], reduced circuit complexity [9], improved
quantum error correction [10] and magic state distillation [11, 12]. At the same time, the complexity of
the geometry of high-dimensional quantum states makes a general treatment of states rapidly unfeasible.
This warrants the search for subsets of states which are su�ciently complex to inherit the advantages of
higher dimensional quantum systems, while at the same time are easily described. Identifying these sets is
motivated by the fact that for many tasks only some states are useful, while most states are not [13]. Hy-
pergraph states are a prominent example of such a useful set of states. Graph states and stabilizer states
have become a central pillar of contemporary research into quantum information processing: appearing
as underlying resources in measurement based quantum computation [14]; being of central importance
to quantum algorithms [15]; and providing general insight into many body entanglement [16] and special
instances of the marginal problem [17]. Hypergraph states [18] have received a lot of attention recently,
from analytic Bell violations [19] to providing more general resources for quantum computation [20–22].
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Qubit hypergraph states can be seen as an encoding of Boolean functions into the relative phases of
many-qubit quantum states [18, 23, 24].

In this work, we focus on this encoding and provide a framework to encode higher valued logical
functions in higher dimensional quantum states. For simplicity, we will call these functions finite functions
and the states finite function encoding (FFE) states, respectively. This approach turns out to be more
general than trying to generalize graphs to higher dimensions, i.e., only a subset of functions, namely
polynomial functions, can be associated to a graph, i.e., a pair of a set of vertices and a set of edges.
Note, that we use “graph” to mean the general object and not simple graphs, which is often done in
physics.

Let us now discuss two potential applications of the framework: the investigation of higher dimen-
sional algorithms and the potential to compress quantum circuits. The encoding of Boolean functions in
quantum states is one of the main ingredients in ground-breaking qubit quantum algorithms by Deutsch
and Jozsa [25] and Grover [26]. Our idea is that encoding higher dimensional finite functions into larger
a Hilbert space could be harnessed for the improved e�ciency of quantum algorithms, just as the intrin-
sic dimensionality of photon entanglement can be harnessed for improved communication [7, 8, 27, 28].
Furthermore, higher-dimensional logic might prove to have an additional advantage in actual implemen-
tations of quantum algorithms thanks to its intrinsically higher expressivity—using higher dimensional
Hilbert spaces allows us to encode multiple logical qubits used in a quantum circuit into a single physical
system, thus reducing the number of non-local gates a quantum computer has to perform. This reduction
in the number of non-local operations is highly desirable, since they still pose a fundamental challenge
in practical implementations of quantum computation: In the quantum case each two-qubit gate repre-
sents an entangling operation, which is still the fundamental challenge in practical quantum computation
and therefore cannot be considered a negligibly cheap resource. Using higher dimensional logic, many
of the two-qubit gates could in principle be replaced by local gates acting on higher-dimensional quan-
tum systems, which has a potential to greatly simplify the actual implementations using the practical
quantum processors of the NISQ era. It is for this reason that first investigations have been started into
higher-dimensional quantum computation [29, 30].

While there are many more potential applications, we are first interested in providing the underlying
framework itself. To that end, we define the finite-function-encoding (FFE) states in section 2 and
introduce a group of finite-function-encoding Pauli (FP) operators (section 2.1), which in turn are used
to develop a stabilizer formalism for the FFE states (section 2.2). The structure of these stabilizers is
unsurprisingly more complicated than the one for qudit hypergraph states introduced in Ref.[1]: Only a
subset of FFE states, namely those with stabilizers that can be decomposed as products of operators that
commute, are related to the qudit hypergraph states. In section 3, we discuss the intricacies of associating
graphs to functions. First, from the fact that in non-prime dimensions not every finite function is a
polynomial function, we observe that only polynomial functions can be associated to graphs. Next, we
discuss how polynomials are encoded into graphs, and we define a new graph, the tensor-edge hypergraph
(TEH), to encode arbitrary polynomials. Finally, we discuss, how these TEHs are a generalization of
the previously defined qudit hypergraphs [1]. In section 4 we investigate the equivalence of FFE states
under local operations, namely the previously defined finite-function-encoding Pauli operators and more
general unitary operations. First, we give a bound on the number of equivalence classes under local
finite-function-encoding Pauli (LFP) operations, which shows that the number of classes becomes rapidly
unfeasible to compute both with increasing local dimension and number of parties involved. We then
focus on the bipartite scenario and give a full LFP and local unitary (LU) classification for dimensions
d = 3, 4 and find partial results for dimension d = 6. We observe that bipartite maximally entangled
FFE states are closely related to complex Hadamard matrices of Butson type [31]. Using the theory
of Hadamard matrices, we are able to identify several entanglement classes of FFE states and make a
partial classification of states with low Schmidt rank, focusing on states which are maximally entangled
in lower-dimensional subspaces.

2 Definition of Finite-Function-Encoding quantum states
Motivation for this work begins with the observation that n-qubit quantum graph and hypergraph states
naturally encode Boolean functions [18, 23, 24]. This motivates a generalization to encode multi-valued
logical functions, which we call finite functions for brevity, in the phase of multi-qudit states of arbitrary
local Hilbert space dimension d. At first glance, this generalization looks straightforward: A uni-variate
Boolean function f2 takes inputs from the set {0, 1} and maps to itself, i.e., f2 : {0, 1} æ {0, 1}, while
a uni-variate multi-valued logical function fd is the map fd : {0, . . . , d ≠ 1} æ {0, . . . , d ≠ 1}. However,

2



the underlying structure of these sets is di↵erent: Whenever d is prime, the set {0, . . . , d ≠ 1} together
with addition and multiplication modulo d is a finite field Fd, when d is non-prime it is the ring of
integers modulo d, denoted Zd. The main di↵erence to finite fields is that in rings not every element
has a multiplicative inverse, which has some profound implications, i.a., for the possibility to express
a function fd as a polynomial. Before we discuss the polynomiality of functions fd further, let us first
understand how they are encoded into quantum states. An intuitive way to think about finite functions
fd is by representing every function uniquely by the tuple of its image, i.e., fd ¡ (f(0), f(1), . . . , f(d≠1)).
This tuple is then encoded in a quantum state |fdÍ by associating the phase of a computational basis

element labeled |iÍ with fd(i); |fdÍ = (Êd)
f(0) |0Í + (Êd)

f(1) |1Í + · · · + Ê
f(d≠1)
d

|d ≠ 1Í, where Êd = e
2fii/d

is the d-th principal complex root of unity. However, encoding uni-variate functions corresponds only to
local quantum states. More interesting are the n-partite quantum states with local dimension d, which
encode n-variate d-valued finite functions fd : Zn

d
æ Zd. Again, we can identify the function fd with its

image as fd ¡ (fd(e))’eœZn
d
and proceed to identify the image with a pure quantum state.

|fdÍ =
1Ô
dn

ÿ

xœZn
d

Ê
fd(x)
d

|xÍ , (1)

where Êd = e
2fii/d is again the d-th principal complex root of unity. To simplify the notation, we will

drop the subscript of Êd and fd whenever the local dimension is clear from the context. We call these
states finite-function-encoding (FFE) states.

2.1 Finite-Function-Encoding Pauli Operations
Let us now define two sets of operators which together we call finite-function-encoding Pauli (FP) oper-
ators: Given a function h : (Zd)

næZd, we will write Zh to denote the diagonal operator

Zh =

ÿ

xœ(Zd)n

Ê
h(x)
d

|xÍ Èx| . (2)

The ordinary 1-qubit Pauli Z operator is the special case for h : F2æF2 given by h(0) = 0, h(1) = 1.
Note, that the sum of two functions is represented by the product of respective function-encoding Z

operators, i.e., Zf+g = Zf Zg. Similarly, by applying a Zf gate to a FFE state |gÍ one obtains

Zf |gÍ = |f + gÍ .

Now let us define the finite-function-encoding Pauli X operations. In this case, since we want a
unitary operation, we have to consider only the permutations and associate a X-type operator to each
of them. Given a permutation fi œ Sym(Zn

d
), where Sym(Zn

d
) is the symmetric group over Zn

d
, we will

write Xfi for the operator

Xfi =

ÿ

xœZn
d

|fi(x)Í Èx| , (3)

The ordinary d-dimensional Pauli X operator is obtained in the case fi = Ÿ
+, where

Ÿ
+

: k ‘æk + 1 (mod d), (4)

is a d-cycle. We will write fii : Zn

d
æ Zn

d
to denote the permutation fi acting on the ith variable, i.e.,

fii(x) := (x1, x2, . . . , fi(xi), . . . , xn) and we write Xfii to denote the corresponding (local) operator acting
on the i-th qudit of a n-qudit state.

The action of a finite-function-encoding Pauli Xfi operator on the FFE state |fÍ is

Xfi |fÍ =
1Ô
dn

ÿ

x
Ê

f(x)
d

|fi(x)Í =
1Ô
dn

ÿ

fi≠1(y)
Ê

f(fi
≠1(y))

d
|yÍ =

1Ô
dn

ÿ

y
Ê

f(fi
≠1(y))

d
|yÍ , (5)

where the sum over x := fi
≠1

(y) is the same as the sum over y, since fi is a permutation.
We call the group generated by Xfi and Zh operators the finite-function-encoding Pauli (FP) group;

in mathematical literature, this group is called the generalized symmetric group. The FP group is not
Abelian: the multiplication rules and commutation relations between these operators are given by

Zf Zg = ZgZf = Zf+g (6a)

XfiX‡ = Xfi¶‡ (6b)

XfiZh¶fi = ZhXfi (6c)

3



At the single-particle level, we call the corresponding group the Local finite-function-encoding Pauli (LFP)
group, i.e., the group generated by Xfi and Zh for single variable functions h. The LFP group is also
a non-commutative group with similar commutation relations as Eq. (6) and is a generalization of the
Heisenberg-Weyl group of single qudits.

2.2 Stabilizers of FFE States
In this section, we construct stabilizers for FFE states. In particular, we make use of finite-function-
encoding Pauli operations to generalize the Pauli stabilizer formalism for hypergraph states [1, 18]. We
present a construction of a stabilizer set that uniquely determines an arbitrary FFE state, and we show
that a property called internal commutativity is satisfied if and only if the FFE state can be obtained
with local finite-function-encoding Pauli operations from the qudit hypergraph states defined in Ref. [1].

Recall that graph states are determined by a discrete Abelian group of local Pauli operators, generated
by Xi

o
j ”=i

Zj , where Xi and Zj are local operators acting on the i-th and j-th subsystem. Hypergraph
states are also determined by an Abelian discrete group of stabilizers of a similar form, but this time,
with controlled-Z operators, which are no longer local [1, 18], but still commute with the X operators.
Here, we show that FFE states are also determined by Abelian groups of operators having a similar form,
but in general the finite-function-encoding Pauli Z operators will not commute with the X operators.
The latter internal commutativity, as we are going to prove, is satisfied only for a special class of FFE
states, that are LFP equivalent to the qudit hypergraph states.

Given a function f : Zn

d
æZd and a n-dit permutation fi : Zn

d
æZn

d
, let Sf,fi denote the operator

Sf,fi = XfiZf¶fi≠f . (7)

It is straightforward to check that Sf,fi stabilizes |fÍ, that is

Sf,fi |fÍ = |fÍ .

For a fixed f , these (d
n
)! operators Sf,fi (over all (d

n
)! permutations fi of n-dits) constitute the FP

stabilizer group of |fÍ. This group is not Abelian, but it has some useful Abelian subgroups. In particular,
we will show that there is an Abelian subgroup of FP stabilizers with the property that the FFE state
from which they are constructed is the unique simultaneous +1-eigenstate of the set of n generators of
the subgroup. It is easy to see that Sf,fi and Sf,‡ commute whenever fi and ‡ commute. In particular,
Sf,fii , Sf,‡j , where the permutations act on di↵erent qudits always commute. If we fix an arbitrary d-cycle
Ÿi for each subsystem i, the set of operators {Sf,Ÿi}n

i=1 uniquely determines |fÍ, among all n-qudit states,
as their simultaneous +1-eigenstate.

Proposition 1. The state |fÍ is the unique simultaneous +1-eigenvector of the set of n FP operators
{Sf,Ÿi : 1 Æ i Æ n}, where for each i, Ÿi is a d-cycle.

The proof can be found in Appendix B. In the above construction, the choice of the d-cycles Ÿi is left
free.

Now, we are interested in another property of the stabilizers: internal commutativity. In other words,
we are interested to find a set of stabilizing operators that determine a state |fÍ uniquely and also
internally commute, i.e., XŸiZf¶Ÿi≠f = Zf¶Ÿi≠f XŸi ’i. This will be done by looking at the previous
construction and studying which functions give rise to internally commuting stabilizing operators:

Lemma 1. Let Ÿ be a d-cycle. Then XŸiZh = ZhXŸi if and only if h(x) does not depend on the value
of xi.

Proof. From the general commutativity relation (6c) we have,

XŸiZh = ZhXŸi ≈∆ h ¶ Ÿi(x) = h(x). (8)

This implies

’c œ Fd : h(x1, . . . , xi≠1, c, xi+1, . . . , xn) = h(x1, . . . , xi≠1, Ÿi(c), xi+1, . . . , xn),

which, together with Ÿi being a d-cycle, implies that h is independent of xi. In particular, we have that
XŸi and Zh act non-trivially on the Hilbert spaces of di↵erent parties, and we can write their product in
a tensor product form. ⌅
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Due to this, it turns out that internally commuting stabilizers exist only for a subset of functions:

Proposition 2. Let {Sf,Ÿi}
n

i=1 be a set of stabilizers which uniquely determines a state |fÍ and let the
Ÿi = fi

≠1
i

Ÿ
+
i

fii be fixed d-cycles. The stabilizers Sf,Ÿi = XŸiZf¶Ÿi≠f commute internally if and only if the
function f can be written as

f = f
Õ ¶ fi1 ¶ · · · ¶ fin, (9)

where f
Õ has degree at most 1 in each variable.

The proof can be found in the Appendix B. This result shows, that functions that have degree at most
1 in each variable indeed have a special property that is lost in the case of general FFE states. Those
are precisely LFP (and hence LU) equivalent to the qudit hypergraph states defined in Ref. [1] (see also
table 1 and the discussion above it). Thus, the latter have stabilizers with a simpler structure than
those of general FFE states. Nevertheless, the above construction is still a direct generalization of the
qubit stabilizers formalism and one can still recover a similar structure. For example, as an additional
minor result we present in Appendix C a family of states having continuous unitary stabilizers, with a
construction that generalizes that of Ref. [32, 33].

3 Definition of Tensor-Edge Hypergraph (TEH)
Now, let us return to polynomiality of the finite functions. As mentioned before, Boolean functions
can be encoded in graph states. Thus, we find a mapping from Boolean functions to simple graphs.
However, this mapping turns out not to hold for d-valued finite functions. In fact, the association to
a graph is inherently connected to the polynomial representation of the function. While in Fd every
function fd can be represented by a polynomial, this is not the case in Zd. As an example, consider a
function f : Z4 æ Z4 and its image (0, 2, 0, 3). In order to find its polynomial representation, consider a
polynomial over Z4, which can be in general written as p(x) = c0 +c1x+c2x

2
+c3x

3. Now, set f(i) = p(i)

to find the coe�cients ci:

0 = c0 (mod 4)

2 = c0 + c1 + c2 + c3 (mod 4)

0 = c0 + 2c1 + 4c2 + 8c3 (mod 4)

3 = c0 + 3c1 + 9c2 + 27c3 (mod 4)

A quick calculation shows that; c0 = 0, c1 = 0, c2 = 2 ≠ c3 and finally 2c3 = 1. Clearly this last equation
has no solution since 2 has no multiplicative inverse in Z4. Thus, there exist functions in Zd which can not
be represented by a polynomial. In this light, we will use term polynomial functions for functions which
have a polynomial representation. Generally, the polynomial representation of polynomial functions is not
unique. In fact, many equivalent polynomials can be chosen to represent the same polynomial function.
The uniqueness of the polynomial representative can be recovered by choosing a suitable normal form of
a polynomial, which typically restricts both the degree of the monomials and the value of the coe�cients.
Importantly, there exist polynomial normal forms for any Zd and any number of variables n [34, 35].
Note, that graphs in general are not associated to the polynomial function directly, but to its polynomial
representative. Thus, without picking a normal form, many equivalent graphs can be associated to a
single state.

In finite fields, every function is a polynomial function and there exists a canonical normal form.
Thus, a distinction of functions, polynomial functions and their polynomial representatives is unnecessary.
However, in our case, the choice of normal form has a direct influence on the sparsity of the tensor we
associate to the edges. We opt for a normal form which has many “local” monomials, i.e., terms whose
corresponding state can be generated by local operations, and as few monomials present as possible.
Our choice of normal form recovers the well known representation of polynomial functions for prime
dimensions, i.e., the representation by polynomials with every variable of degree smaller than d, with
coe�cients as well smaller than d. However, for non-prime dimensions these restriction do not su�ce.
For a more detailed review of the normal form of polynomial functions over Zd we employ see appendix A.

Remark 1. Note, that it is possible to define a finite field as well for prime powers d = p
k. The

construction for prime powers is slightly more complicated: The finite field is not equivalent to Zpk , like
in the prime case, but there exists a finite field with p

k elements unique up to isomorphism. We will not
concern ourselves with these constructions in this work, since we are more interested to understand the
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structure of finite encoding functions, considering the di↵erence between finite fields and rings of integers
(mod d).

Before we continue our investigation of FFE states, we like to define a subset of these states which
can be associated with a new kind of graph we call tensor-edge hypergraph (TEH). We observe that the
association of a graph is directly connected to the polynomial representation of the finite function. Thus,
we want to encode polynomials into graphs; where the graph is a pair G = (V, E), with V = {1, 2, . . . , n}
a set of vertices and E is a set of edges and a polynomial p is a function of the form p (x1, . . . , xn) =q

i1,...,in
ci1...inx

i1
1 . . . x

in
n
, where each x

i1
1 . . . x

in
n

is called a monomial. The main idea is to encode the
variables in the vertices and the coe�cients of each monomial in the edges. Starting with the simplest
example, a bi-variate monomial, we explain the restrictions of this encoding and define increasingly more
complex edges to encode more complex polynomials in them.

A given a polynomial p is encoded into a graph by identifying each variable with a vertex and each
edge with a non-zero coe�cient of a monomial. Consider the monomial p(x1, x2) = x1x2 This monomial is
described by a simple graph, with a edge between two vertices. To see how this notion has to be expanded
for more complex polynomials, let us consider another polynomial p(x1, x2, x3) = x1x2 +x1x2x3. Clearly,
a simple graph does not su�ce because of the second monomial in the polynomial. However, by simply
allowing the edges to be n-tuples incorporates monomials with n variables. In this case, the graph is
called a hypergraph and the edges are called hyperedges. Next, let us consider a polynomial of the form
p(x1, x2) = x1x2 + 2x1x2x3. Again, we have to adjust the definition of the edges to be able to describe
the di↵erent values of the coe�cients. To that end, a weight (or multiplicity) is added to each edge,
that describes the coe�cient of each monomial; these graphs are called weighed (hyper-)graphs. Finally,
consider the polynomial p(x1, x2) = x1x2 +x1x

2
2: To include monomials with higher exponents, again, the

notion of the edge has to be extended. A tensor edge is a pair of a n-tuple of vertices –, and a n-th order
tensor C

– describing the coe�cients of the monomials composed of variables in –. Note, that the tensor
will describe several monomials and not just a single one. Thus, we need to collect the monomials which
have the same variables, e.g., for a polynomial p(x1, x2, x3) = x1x2 + x1x

2
2 + x1x2x3 + 2x

2
1x2x3 we would

group the first two and the latter two terms together. The monomials which are not present, i.e., their
coe�cient is zero, correspond to zero entries in the tensor. The physical motivation for this grouping is the
fact that encoding monomials with the same set of variables with non-zero exponents requires interaction
between the subsystems corresponding to these variables; see Remark 2. An illustrative example of these
concepts is given in Figure 1.

With these tensor-edge hypergraphs we are finally able to encode arbitrary polynomials with c0...0 = 0

into graphs. In the light of the encoding of quantum states, this restriction is irrelevant since the c0...0
corresponds to a global phase, i.e., Ê

p(x)
= Ê

c0...0+p
Õ(x)

= Ê
c0...0Ê

p
Õ(x). Although we allow “local” edges,

i.e., edges that encode monomials with only a single variable, we like to point out that these can be
avoided by LFP operations in the context of encoding of quantum states. Let us give a formal definition
of the tensor-edge hypergraphs. A n-vertex tensor-edge hypergraph (TEH) is a pair G = (V, E), where
V = [n] is the set of vertices and E is a set of tensor edges. A tensor edge is a pair (–, C

–
) where

– µ [n] and C
– is a tensor defined by grouping related monomials, i.e., we decompose a polynomial in

the monomial basis as

p(x) =

ÿ

e
cexe

(10)

for some coe�cients ce œ Zd, x = (x1, x2, . . . , xn), e = (e1, e2, . . . , en) œ Zn

d
and xe

:= x
e1
1 , . . . , x

en
n
.

Now, we can gather the terms in the monomial expansion (10) by terms that share the same variables
with non-zero exponents. With this partitioning of terms, equation (10) becomes

p(x) =

ÿ

–µ[n]

ÿ

bœZn
d :

supp(b)=–

C
–

b xb
(11)

where [n] = {1, 2, . . . , n} and we sum over all vectors with supp(b) = –, i.e., all vectors which have sup-
port equal to –.

Clearly, TEHs are a generalization of simple graphs and hypergraphs. Table 1 gives a summary of how
various classes of simple graphs, hypergraphs, and their generalizations, which we refer to collectively as
graphs on n vertices, are special cases of TEHs. Likewise, quantum states corresponding to the various
classes of graphs are special cases of TEH states. The table is organized by value of d and the following
restrictions:
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x1 x2

x3 x4

x1 x2

x3 x4

x1 x2

x3 x4

a) b) c)
⇣
1
2

⌘

⇣
1 0
0 0

⌘

⇣
0 2
0 0

⌘

⇣
0 0
2 0

⌘

⇣
0 0
2 0

��� 1 0
0 0

⌘

2

1

1

2

2

Figure 1: Here are examples of graphical representations of polynomial functions. Vertices correspond to vari-

ables of the depicted functions, (hyper-)edges di�er based on the generality of description needed for a given

function. a) A simple graph corresponding to a function p(x1, x2, x3, x4) = x1x2+x1x3+x3x4. Each mono-

mial of p(x1, x2, x3, x4) corresponds to an edge between vertices. b) A hypergraph corresponding to a function

p(x1, x2, x3, x4) = x1+2x1x2+x1x3+2x3x4+2x2x3x4. Each monomial of p(x1, x2, x3, x4) corresponds a hyperedge.

The coe�cients of each monomial are represented as weight associated to each hyperedge. c) A TEH state corre-

sponding to p(x1, x2, x3, x4) = x1 + 2x2
1+2x1x2

2+x1x3+2x2
3x4+2x2

2x3x4 + x2x3x2
4. Here, multiple monomials of

p(x1, x2, x3, x4) can correspond to the same hyperedge, since the hyperedges capture only information about which

variables are present in a single monomial. To also encode coe�cients of the monomials present in p(x1, x2, x3, x4)
one needs to associate tensors C–

to each hyperedge –. Powers of each variable in monomial correspond to the list

of indices in C–
, while its coe�cient value corresponds to the value of the corresponding tensor element. Since the

rank of the tensor depends on the number of nodes connected to the edge, in the case of the hyperedge connecting

x2, x3 and x4 (depicted in yellow), the corresponding tensor of rank 3 is represented as two matrices. The left matrix

corresponds to monomials containing x4, and the right matrix corresponds to monomials containing x2
4.

(1) Even though d > 2, all variables in all monomials in p are limited to exponents 0, 1.

(2) All monomials in the expansion of p have at most two variables with nonzero exponents.

graph/state type restriction on d restriction on p references

TEH none none (this paper)

qudit hypergraph none (1) [1]

hypergraph d = 2 none [18, 33, 36]

qudit graph none (1) and (2) [37, 38]

simple graph d = 2 (2) [14, 39]

Table 1: Comparison of various types of graphs and their generalizations and their corresponding quantum states.

Remark 2. Using this monomial expansion, we can recreate the “simple” recipe analogous to hypergraph
states to prepare these TEH states, i.e., we can give a modular preparation scheme. With this notation,
the FFE state |pÍ that encodes the polynomial function p =

q
e cexe can be also expanded in terms of

monomial Z operators:

|pÍ =
1Ô
dn

ÿ

xœ(Zd)n

Ê
p(x)
d

|xÍ = Zp |+Í¢n
=

A
Ÿ

e
(Zxe)

ce

B
|+Í¢n

, (12)

where |+Í =
1Ô
d
(|0Í + |1Í + · · · + |d ≠ 1Í) and xe

= x
e1
1 x

e2
2 · · · x

en
n
. We use the label Zxe for the associated

FP operation, which can be understood as a generalization of the qudit controlled-Z gate. Note, that the
canonical qudit controlled-Z corresponds to monomials with xe with max(ei) Æ 1.
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4 Local equivalence of Finite-Function-Encoding states
In this section, we investigate the equivalence of finite-function-encoding states under LU and LFP opera-
tions. Aside from the foundation’s point of view, the question is important for understanding the potential
of FFE states as resources for, e.g., quantum computation. Deciding whether multipartite quantum states
are equivalent under local operations is one of the central questions of quantum information theory. It
has been studied for di↵erent subsets of quantum states and operations. The most prominent example
is the paradigm of local operations and classical communications (LOCC) [40–42], which is motivated
by an operational perspective. A simpler problem is the classification under local unitary (LU) opera-
tions, which however is still relevant for characterizing resources for quantum computation. Note, that
the problem of characterizing all LU equivalence classes is notoriously di�cult, even when the set of
states considered is very restricted [43, 44]. Already for the comparably simpler qubit hypergraph states
a complete characterization of equivalence classes under local unitaries is an open problem1, and thus
relaxed problems are investigated, e.g., equivalence under the restricted set of local so-called Cli↵ord
unitaries, i.e., unitaries that map Pauli matrices into Pauli matrices [45]. Another example is that of
k-uniform states [17, 46–49] , i.e., n≠partite states with all k-party marginals maximally mixed, and
their extremal case of so-called absolutely maximally entangled (AME) states [17, 46–48, 50, 51], (i.e.
n-party k≠uniform states with k = Â n

2 Ê). Given certain n and d, the classification of k-uniform states is
a long-standing open problem. Besides even deciding whether such states exist for given n, d and k, it is
also hard to decide whether, e.g., two AME states are LU inequivalent.

Here, in addition to equivalence under general LU operations, we study equivalence of FFE states
under LFP operations, since these always map a FFE state into a FFE state. A similar classification
problem arises in the theory of Hadamard matrices, where so-called Butson type Hadamard matrices, are
classified up to operations that correspond to our LFP operations [31]. Note, that even this very restricted
classification is known to be very complex [31, 52, 53]. First, we show that the problem of identifying all
LFP equivalence classes becomes quickly infeasible with increasing dimension d as well as the number of
parties n involved by bounding the number of equivalence classes ¸d,n from below. Second, we investigate
in some detail the classification of bipartite states, where we give a full LFP and LU classification for
prime dimension d = 3 and composite dimension d = 4. We observe, that LFP operations can transform
TEH states into generic FFE states, i.e., they connect polynomial and non-polynomial function encoding
non-trivially. Furthermore, we show that, in composite dimension, most of the equivalence classes do
not contain a TEH state. Third, we identify all equivalence classes in d = 6 which contain a TEH state.
These specific studies showcase once more the di�culty to give a full classification of local equivalences
for FFE states. However, for many tasks a complete classification is not necessary and whether two
particular states are locally equivalent is more relevant. Deciding whether two states are LFP equivalent
is a far easier task than the general classification. However, a simple brute-force algorithm still needs
O (d!

n
) steps. In other words, even this simpler problem becomes infeasible already for a relatively small

n and d. Still, this problem can be tackled with the help of LFP invariants, which we also discuss. This
way, we can investigate the structure of certain particular classes of bipartite FFE states, which include
maximally entangled states, and connect it to the theory of complex Hadamard matrices of Butson type.

4.1 The LFP classification problem
Here, we investigate the classification problem of FFE states under LFP operations. We give a lower
bound on the number of equivalence classes, showcasing that a general classification becomes quickly
infeasible with the dimension and the number of parties. Secondly, we introduce a set of LFP invariants
which can aid in deciding if two particular states are non-equivalent under LFP operations.

4.1.1 A lower bound on the number of LFP classes
Before we investigate the local Pauli equivalence of FFE states, let us introduce some useful quantities.
Recall that every finite function f : Zn

d
æ Zd is completely described by a tuple of its image, i.e. f ¡

(f(e))eœZn
d
. By giving this tuple some more structure we can define an image tensor Mf in the Zd-module

Z¢n

d
(analogous of a vector space defined over the ring of integers Zd).

Mf = (f(e1, . . . , en))
e1,...,en œZd

(13)

1
see https://oqp.iqoqi.univie.ac.at/local-equivalence-of-graph-states
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This image tensor is intimately related to the coe�cients of the FFE state: the state’s coe�cient tensor
Tf is obtained by taking the element wise exponential function EXP

Tf = EXP

3
2fii
d

Mf

4
. (14)

Clearly, both Mf and Tf describe the state completely. To simplify the notation, we sometimes identify
Mf with f when clear from the context. Let us now discuss how Mf and Tf are transformed under
the action of a LFP operation: The action of a local Xfi gate is a permutation of certain entries of
Mf and Tf . However, since the permutation is local, only a subset of these entries can be changed. In
fact, let us assume that a permutation acts on the first system, which exchanges the values of 0 and 1

and leaves other values unchanged. We find that in Mf , elements f(0, e2, . . . , en) are exchanged with
f(1, e2, . . . , en), while all ei stay the same. From this, we can easily generalize and see that a local Xfi

operation acts as a permutation of rows, or columns both in Mf and Tf if they are matrices, i.e., in case
of n = 2, and as a permutation of their higher-dimensional counterparts if they are higher-order tensors.
A Zh operation is local if the function h(x1, . . . , xn) is univariate. For example, consider Zh acting on a
first qudit only, this means that it transforms f(0, e2, . . . , en) to f(0, e2, . . . , en) + h(0), f(1, e2, . . . , en)

to f(1, e2, . . . , en) + h(1) and so forth. In terms of Mf this means that we add a constant term to certain
rows or columns or their higher-dimensional counterparts. For Tf this translates into multiplication of
the corresponding rows and columns by constant phases. Note, that these operations are a subset of
operations which define equivalence classes of complex Hadamard matrices [31]. In fact, we can define a
normal form under LFP similarly as in Hadamard matrix theory, where the coe�cient tensor of the state
is such that

(Tf )i1,0,...,0 = (Tf )0,i2,...,0 = · · · = (Tf )0,...,0,in = 1. (15)

Following the terminology of Hadamard matrices, we call this normal form dephased. In the case of
n = 2 we call the submatrix (Tf )i1,i2 for i1, i2 œ {1, . . . , d ≠ 1} the core. Clearly, every FFE state can
be transformed into its dephased form by a set of unique local Zh operations. Thus, requiring that the
state is in its dephased form fixes the local Zh operation. However, this leaves the ambiguity on the Xfi

operations, i.e., there is not a single unique normal form. Furthermore, although making permutations
of the non-zero entries of the normal form leads to LFP equivalent states, one can also permute the Tf

out of the dephased form and then return to it with a di↵erent Zh operation, leading potentially to a
new LFP equivalent state. Thus, to find all states LFP equivalent to a given state, e.g., in the case
n = 2 where Tf is a matrix, we have to scan all permutations of rows and columns, and then apply
the corresponding Zh operations to bring the state back into the dephased form. Using these simple
preliminary observations, we can derive a conceptually-simple algorithm to find the orbits of states under
LFP operations. Starting from a dephased state, we can apply permutations followed by a return to the
dephased form. Once, all permutations have been applied, all equivalent states are found. Unfortunately,
the number of permutations increases rapidly with d and n: a rough estimate of the complexity of the
algorithm is O ((d!)

n
). Because of this inherent complexity, the method becomes infeasible already for

very small values of d and n. However, we are able to use it in order to divide all 3
9 bipartite qutrit

FFE states into 9 LFP equivalence classes and all 4
16 bipartite ququart FFE states into 807 LFP classes,

which are described in detail in Appendix G.
Furthermore, this method provides a lower bound on the number of LFP classes of n-partite FFE

states in dimension d, since it gives an upper bound on the number of states in each LFP class.

Proposition 3. A lower bound on the number of LFP equivalence classes ¸d,n for a n-partite qudit FFE
state is

¸d,n Ø
9

d
d

n≠n(d≠1)≠1

(d!)n

:
(16)

Proof. As calculated above, each normalized LFP class can have at most (d!)
n states, together with the

fact that there are d
d

n≠n(d≠1)≠1 dephased n partite d dimensional states gives the lower bound on the
number of classes. ⌅

This is not a tight bound, as the size of the classes is typically much smaller than (d!)
n. The case studies

with n = 2 and d = 3, 4 confirm this. Our lower bounds evaluate to ¸3,2 Ø 3 and ¸4,2 Ø 456, while the real
number of classes are ¸3,2 = 9 and ¸4,2 = 807. The bound is useful to demonstrate that increasing the
value of either d or n deems the full characterization impractical, as ¸5,2 Ø 10596382 and ¸3,3 Ø 16142521.
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4.1.2 Invariants under LFP unitaries
With a di↵erent approach, one can look for functions of Tf or Mf , which are invariant under the action
of LFP operations, to provide su�cient criteria for LFP inequivalence of particular states. Thus, given
two FFE states, such invariants can be helpful in deciding whether they are not equivalent.

As a simple example of an LFP invariant, let us consider the sum of all elements of the image tensor
Mf :

S(f) =

ÿ

x1,...,xn

f(x1, . . . , xn) mod d. (17)

The LFP invariance of S(f) can be easily proven by considering that X-type operations only change
the order of summation and Z-type operations acting on variable xi change S(f) to S(f + h) =

S(f) + S(h), with h(x) a univariable function of an arbitrary variable xi. Furthermore, S(h) = 0

mod d, since for each k œ {0, . . . , d≠1} images h(x1, . . . , xi≠1, k, xi+1, . . . , xn) have the same value for all
x1, . . . , xi≠1, xi+1, . . . , xn œ {0, . . . , d ≠ 1}. This means that S(h) can be written as d

n≠1 q
kœ{0,...,d≠1}

h(0, . . . , 0, k, 0, . . . , 0), which is equal to 0 modulo d.
A more elaborate LFP invariant can be defined using a set of certain sums in the following way. First

one chooses an index j and splits S(f) into d sums, Sxj=k(f), one for each possible value k œ {0, . . . , d≠1}.
Then, one considers the set of all such sums indexed by j, which is also invariant under LFPs. Formally,
for each index j œ {1, . . . , n}, we define the sets

Ij := {Sxj=k(f)}d≠1
k=0, (18)

where

Sxj=k(f) =

d≠1ÿ

’i ”=j,xi=0
f(x1, . . . , xj≠1, k, xj+1, . . . , xn). (19)

Again, for each index j, the set Ij above is invariant under LFP operations. Similarly to S(f) one can
see that X-type operations on variable xi, where i ”= j only change the order of summands in each
partial sum Sxj=k(f), while X-type operation on xj exchanges some Sxj=k(f) with Sxj=kÕ(f) within
the set Ij . Concerning Z-type operations, one can use a similar argument as in the case of S(f) and
conclude that for each k and j the partial sum Sxj=k(f) after a Z-type LFP operation can be calculated
as Sxi=k(f + h), where h is univariate and thus Sxi=k(h) = 0 mod d. Note, that for bipartite systems
(which is the application we consider below) Mf is a matrix and correspondingly the invariant S(f) is
just the sum of all matrix elements, the invariant set I0 contains sums of all elements in each matrix row,
while I1 contains sums of all elements in each matrix column. Note that also in the theory of Hadamard
matrices a similar invariant set has been defined (cf. Eq. (34) in Appendix D) and has been very helpful
to distinguish equivalence classes [54] (see also Appendix D).

4.2 Local unitary equivalence of bipartite FFE states
Now we focus our attention on the easiest non-trivial case, i.e, the bipartite scenario. Two bipartite pure
states are locally unitary equivalent, if and only if they have the same Schmidt decomposition, which can
be obtained by performing a singular value decomposition of their coe�cient matrices [40]. The singular
value decomposition allows for a simple algorithm to decide whether two FFE states are LU equivalent,
and it can also provide a witness of LFP inequivalence. The converse is not true, and in fact we can
explicitly observe that there are states that are LU equivalent but not LFP equivalent. For example,
matrix transposition and complex conjugation on Tf do not change the LU class, but sometimes map
states into two di↵erent LFP classes.

Remark 3. A bipartite d-dimensional FFE states represented by coe�cient matrices Tf , T
T

f
and T

ú
f
are

locally unitary equivalent, since they have all the same singular value decomposition.

In the following, we investigate LFP equivalence for small dimensions and in particular the structure
of the maximally entangled FFE states, identify states with maximally entangled subspaces and finally
give a full characterization of LFP and LU equivalence for dimension d = 3, 4 while characterizing all
TEH states in d = 6.
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4.2.1 Maximally entangled states
For general dimensions, we can start by looking at bipartite maximally entangled states. This is on the
one hand interesting for potential practical applications of FFE states, and on the other hand it elucidates
the di�culties of fully describing LFP classes of FFE states. Let us introduce some language: A d ◊ d

square matrix is called a Butson type Hadamard matrix H(d, q) if HH
†

= d1d where all elements are
q-th roots of unity and 1d is the identity matrix in dimension d. Then, let us recall that a bipartite pure
state is maximally entangled whenever the marginals are maximally mixed. In our case, this means that

a FFE state |fÍ is maximally entangled whenever 1
d

q
d≠1
k=0 Ê

f(k,i)≠f(k,j)
d

= ”i,j , where ”i,j is the Kronecker

delta. In other words, the (unnormalized) coe�cient matrix of the state is unitary, i.e., dTf T
†
f

= 1d

holds. Thus, maximally entangled FFE states correspond to Hadamard matrices, and more specifically
to those of type H(d, d). An exemplary maximally entangled FFE state is precisely a traditional bipartite
qudit graph state, namely the state that encodes the function fd(x, y) = xy. In this case, the coe�cient
matrix of the state is the finite Fourier transform Fd. Furthermore, all states obtained by applying LFP
operations to the fd(x, y) = xy are also maximally entangled. In fact, Hadamard matrices themselves are
also classified up to rows and columns permutations and multiplication by a diagonal matrix of complex
phases. From the point of view of finite functions, we see that in particular we can compose the above
monomial as fi1(x)fi2(y) with arbitrary permutations and still get a maximally entangled FFE state.

From the known results on complex Hadamard matrices, we are able to provide a characterization
of the maximally entangled FFE states for low dimensions. We also observe that a full characterization
for arbitrary d cannot be given in simple terms, since the characterization of complex H(d, d) matrices
remains, despite decades of e↵orts, an open problem. So far, full characterization is given for d = 4

and for (small) prime dimensions p Æ 17. For those prime dimensions, it is known that the Fourier
transform matrix represents the unique LFP class (corresponding to maximally entangled FFE states in
our language [53]).

The cases d = 4 and d = 6 are also instructive to report, since they are useful to clarify to some extent
the additional structure that arises for composite dimensions. For the case d = 4, all Hadamard matrices
of type H(4, 4) are well classified, and it is known that there exists a single continuous 1-parameter family
of them [31] (see also Appendix D). To fit in our definition of FFE states, we additionally require the
entries to be only 4-th root of unity, and making this additional restriction results in having exactly 2

LFP inequivalent maximally entangled FFE states, which we label as |f4Í and |f2◊2Í, because the two
corresponding coe�cient matrices are respectively 1

4 F4 and 1
4 F2 ¢ F2. Additionally, we can ask whether

both those matrices have representative polynomial functions pf : Z2
4 æ Z4, and it turns out that this is

the case. The two functions are f4 = xy, and f2◊2 = xy
2

+ x
2
y + 2xy. See also Table 4.

It is interesting to notice that these two TEH states are LU equivalent, but not connected by any of
the unitary transformations mentioned in Remark 3. This follows from the fact, that there are two LFP
inequivalent Hadamards of type H(4, 4), and the simple observation that F4 = (F2 ¢ F2)(F2 ¢ F2)

†
F4.

Thus, we can see that
|f4Í = 14 ¢

#
F

T

4 (F2 ¢ F2)
ú$

|f2◊2Í , (20)

which means that two TEH states belonging to di↵erent LFP classes are connected by a particular local
unitary, coming from a product of Hadamard matrices. At the level of the coe�cient matrices, it can
be seen (cf. Eq. (31) in Appendix D) that the operation connecting the two LFP classes is a Hadamard
product with a particular matrix. After making this simple observation, we can further notice that the
same local unitary above maps other LFP inequivalent FFE states into each other. See also the results
of our brute-force calculations in d = 4 afterwards.

For d = 6 the theory of Hadamard matrices becomes already extremely complicated and not all
H(6, 6) matrices are known. For example, analogously to d = 4, a continuous family is known which
includes F6 and F3 ¢ F2. These two matrices are however, contrary to the analogous d = 4 case, LFP
equivalent [52]. It is also curious to observe that the state with the coe�cient matrix 1

6 F3 ¢ F2 is not
a TEH state. In other words, the corresponding function f3◊2 (cf. Eq. (33)) is not a polynomial. This
can be observed by direct interpolation or also by listing all polynomials pf : Z2

6 æ Z6 (see Table 5). It
is also interesting to observe that there is a special matrix S6 œ H(6, 6) which does not belong to any
continuous family and is also connected to other mathematical problems 2. The function s6 (cf. Eq. (33))
is also not a polynomial. In fact, we can see from Table 5 that the only TEH maximally entangled state
has a coe�cient matrix given by 1

6 F6. As in the d = 4 case, we can construct local unitaries that map
FFE states in di↵erent LFP classes into each other. In this case (F3 ¢ F2)

†
F6 does not work since |f6Í

2
It was in fact found by Tao in relation to the so-called Fuglede’s conjecture. See Ref. [55] for further details.

11



and |f3◊2Í are in the same LFP class [52]. However, for example the following local unitary mappings

|s6Í =16 ¢
#
S

T

6 (F3 ¢ F2)
ú$

|f3◊2Í
|s6Í =16 ¢ S

T

6 F
ú
6 |f6Í

(21)

do the job, since |f3,2Í and |s6Í are in di↵erent LFP classes and so are |f6Í and |s6Í. To conclude this
discussion, we refer to [31, 53] and references therein for further details about Butson type Hadamard
matrices 3.

4.2.2 States with low Schmidt rank
Let us now focus on LFP classes with lower Schmidt rank. A natural question is whether it is possible to
find bipartite states of dimension d that have Schmidt rank r and are maximally entangled in a subspace
of dimension r. In the case that r divides d, it is easy to see that this is true by making a constructive
proof that uses: (i) if d = k ·r we can see the d-dimensional system is composed of a k and a r-dimensional
part; (ii) a r-th complex root of unity is also a d-th root of unity. Then, one example of states with the
required properties are those with coe�cient matrices proportional to Fr ¢ Jk and Jk ¢ Fr respectively,
where Jk is the k-dimensional matrix with every coe�cient equal to 1. Building upon this idea, we can
make a more general construction, that actually enables us to find several LU classes with non-maximal
Schmidt rank. A first simple observation is the following:

Lemma 2. FFE states with Schmidt rank smaller than r can be obtained from representative functions
of the type

fr(x, y) = gA(x)gB(y), (22)

where either gA or gB is a function with only r distinct outputs.

Proof. Let us fix the function gA to have r distinct outputs. Then, we have that the coe�cient matrix
Tf has at most r distinct rows. Thus, the rank of Tf T

†
f
can be at most r, which is also the rank of the

single-particle reduced density matrix of |frÍ. ⌅

It is interesting to study more details on the LU and LFP classification in the case of fr(x, y) given by
Eq. (22) with, say, gA having r outputs and gB having d outputs. In this case, it is always possible to map
the state to another one such that gB(y) = y using LFP unitaries. Then, the coe�cient matrix becomes
proportional to a so-called Vandermonde matrix, which makes it easier to partially characterize the LU
classification of the corresponding FFE states. We make some observations in the following, corroborated
by the discussion in Appendix E.

Lemma 3. The state |frÍ corresponding to a function fr(x, y) as in Eq. (22) with gB having d distinct
outputs has exactly Schmidt rank r. In the case of r being a divisor of d and each of the di↵erent r

outputs of fr appearing exactly d/r times, |frÍ is maximally entangled in a r-dimensional subspace.

Proof. See Appendix E. ⌅

This construction uses precisely the ideas outlined above. In general, there are several d◊d FFE states
maximally entangled in a r-dimensional subspace whenever r divides d. Obviously, all of them will be in
the same LU class, but they can be in di↵erent LFP classes. In fact, some LFP classes can be distinguished
by the invariant set (18): For example, if we consider odd dimensions d and take a function of the form
f(x, y) = gA(x)y and we sum over the column index we get always zero, i.e., I1(f) = {0, . . . , 0}, while
if we take the “transposed” function f

T
(x, y) = xgA(y) we get that I1(f

T
) contains nonzero elements

whenever
q

y
gA(y) ”= 0. Another natural question is whether (and for which d) we can find some |frÍ

that are also represented by a polynomial function. The answer is that at least one canonical rank-r
maximally entangled TEH state always exists, as we observe in the following:

Proposition 4. Bipartite TEH states of dimension d ◊ d that have Schmidt rank r and are maximally
entangled in a r-dimensional subspace exist whenever r divides d. One example is given by the state--md/r

,
, where

md/r(x, y) =
d

r
xy. (23)

3
See also https://chaos.if.uj.edu.pl/˜karol/hadamard/ and https://wiki.aalto.fi/display/Butson/Butson+Home

for an up-to-date catalog of complex Hadamard matrices
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Proof. The function md/r(x, y) is a product of gA(x) =
d

r
x and gB(y) = y, where gA has its outputs as

the element of the subgroup Zr µ Zd, i.e., it is an r-output function with each output appearing exactly
d/r times, due to the cyclicity of the function. The statement then follows directly from Lemma 3. ⌅

Note that the coe�cient matrix of
--md/r

,
given above is precisely Td/r =

1
d
Fr ¢ Jd/r, which can be

seen as the canonical form under LFP. Examples of such states for d = 6 are given in Table 5.
The particular case of d = p

m being a prime power with m > 1 is also special from the point of
view of entanglement classes of FFE states. In that case, we can write any integer in x œ {0, . . . , d ≠ 1}
in its p-ary expansion as x = a0p

0
+ · · · + am≠1p

m≠1, i.e., we can write any d-it as a m-tuple of p-its:
x © (a0, . . . , am≠1) := a, where the aj ’s are in Zp. Correspondingly, the single d-dimensional Hilbert
space associated to x can be viewed as a multi-qupit space, i.e., as a tensor product H¢m

p
, where Hp are p-

dimensional. In turn, this fictitious multipartite structure leads to more richness also in the entanglement
classes of FFE states. For example, we can observe in the following that more possibilities exist to
construct TEH states that have Schmidt rank r < d and are maximally entangled in the corresponding
r-dimensional subspace.

Proposition 5. When d = p
m with m > 1, states associated to the functions

mpm≠1(x, y) = x
p

m≠1
y,

m
T

pm≠1(x, y) = xy
p

m≠1
,

(24)

are maximally entangled in a p-dimensional subspace. Furthermore, these two states belong to di↵erent
LFP classes.

Proof. The statement comes again from Lemma 3 and the fact that mpm≠1 and m
T

pm≠1 are composed by a

p-output function gA(x) = x
p

m≠1
and a d-output function gB(y) = y. Furthermore, each of the p outputs

of gA(x) appears exactly d/p = p
m≠1 times. To see this, let us consider the function x

p
m≠1

. We have

that (x + p)
p

m≠1
=

q
p

m≠1

k=0
!

p
m≠1

k

"
x

p
m≠1≠k

p
k. It is a consequence of Kummer’s Theorem (see Lemma 5

in Appendix E) that
!

p
m≠1

k

"
p

k © 0 mod p
m for 0 < k. Consequently, we have that (x + p)

p
m≠1

= x
p

m≠1
,

meaning that the function gA(x) has a property of cyclicity of order p. To see that gA has p distinct
values, let x, y be in the range 0 Æ x, y Æ p ≠ 1 and suppose that gA(x) = gA(y). Then the di↵erence

x
p

m≠1 ≠ y
p

m≠1
is divisible by p

m. Since p is prime and x, y < p, it must be that x = y. To distinguish the
LFP classes, we can use the invariant (18): We have I1(mpm≠1) = {0, . . . , 0}, while I1(m

T

pm≠1) contains

nonzero elements as soon as
q

y
y

p
m≠1 ”= 0. ⌅

The construction in Lemma 3 does not work for constructing this type of low rank maximally entangled
states when the dimension d = p is a prime number. Still, the general construction in Lemma 2 contains
actually far more low rank classes. In particular, we have seen that single power functions gA(x) = cx

k

in some cases have nice cyclic structures that have implications in the LU classification problem. In
Appendix E, we provide a similar example for the case of prime dimensions, where a few rank-2 classes
can be found in this way. Thus, we have seen that the construction as in Lemmas 2 and 3 provides
FFE states for which the LU classification problem is essentially reduced to a combinatorial problem of
studying the outputs of finite functions. Furthermore, for functions associated to states belonging to the
same LU class, one can use the LFP invariants of Sec. 4.1.2 to make a (partial) LFP classification.

4.2.3 Application of brute-force algorithms for small dimensions
Here, let us summarize shortly the results of a general LU/LFP classification, which can be made for
very small dimensions. First, for d = 2 we can easily see that there are just two LU classes: the separable
states, corresponding to functions of the form f(x, y) = fA(x) + fB(y) and the maximally entangled
states, corresponding to the function f(x, y) = xy. For d = 3 and d = 4 it is also still feasible to use a
brute-force algorithm to derive all LFP classes. Then, by performing the singular value decomposition
of a representative matrix of each class, we can also find all the LU classes with this brute-force method.
Another, slightly more e�cient, brute-force algorithm can be used to find all the LU classes in the bipartite
case: It is su�cient to scan all possible (d ≠ 1) ◊ (d ≠ 1) “core” matrices and calculate the traces of their
powers up to the d-th. In this way, one can classify all possible characteristic polynomials of Tf T

†
f
, and

thereby list all possible LU classes. This algorithm can provide a quicker answer to the problem in d = 3

and d = 4, but is still unfeasible for higher dimensions due to the extremely high number of core matrices
to scan. See appendix F for more details and an explicit example in d = 3.
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In the following, we summarize the results for small dimensions that also lead to statements valid
in general. The case d = 3 is exemplary of prime dimensions, and we know that in this case all finite
functions are polynomials. In Table 3 in Appendix G we summarize the list of LFP classes, grouped by
the Schmidt rank. Note the presence of classes as in Eq. (41). For the LU classes, we can easily observe
that these 9 LFP qutrit classes collapse into 6 LU classes and that, in fact, the operations mapping LFP
inequivalent states of the same LU class are just those mentioned in Remark 3.

Next, the case of d = 4 is particularly interesting because we can still fully solve it and see the
additional complications that arise for non-prime dimensions, and at the same time the richness of
structure that arises when the dimension is a prime-power. We find that the number of LFP equivalence
classes is 682, while only 15 of them have a TEH state in them. A summary of the LFP classes with a
TEH state representative, ordered by di↵erent Schmidt ranks, is presented in Table 4 in Appendix H.
Furthermore, the number of LU equivalence classes is 127 (cf. Table 2) and only 7 of them have a TEH
state representative. What is more interesting, is that now there exist LU operations di↵erent from those
listed in Remark 3 that connect di↵erent LFP classes. In fact, these LU operations are precisely those
of the form 14 ¢

#
F

T

4 (F2 ¢ F2)
ú$

(plus eventually further LFPs), which however connect not just the
maximally entangled states between each other, but also states in other LU classes. Another peculiarity
of the d = 4 case (also compared to the d = 6) is that there is more than a single LFP class of TEH
states which are maximally entangled in a lower dimensional subspace. Namely, besides the polynomial
m2(x, y) = 2xy which corresponds to a state maximally entangled in a 2-dimensional subspace (as in
Proposition 4), there are also 2-dimensional maximally entangled states, with corresponding functions
given by x

2
y and xy

2, precisely as in Proposition 5.
For d = 5 and d = 6, it is already not possible to perform a full brute-force LFP/LU classification.

However, in the d = 6 case it is possible to list all possible polynomial functions and thereby make
a LFP/LU classification of TEH states, which is summarized in Table 5 in Appendix I. Noticeable in
this case is that there exists only a single maximally entangled class, corresponding to the function xy,
and that the only lower-dimensional maximally entangled states are given by the construction as in
Proposition 4, namely there is a 2-dimensional maximally entangled state corresponding to the function
3xy and a 3-dimensional maximally entangled state corresponding to the function 2xy. In Table 2
below, we summarize the characterization of the LU and LFP classes discussed above, for dimensions
d = 3, 4, 5, 6, 7.

Using these case studies, we can draw certain general conclusions concerning the structure of FFE
states. The investigation of composite dimensions shows that polynomial and non-polynomial functions
are related by LFP operations, and thus a simple characterization of the operations connecting all poly-
nomial functions seems elusive. This problem is intimately connected to the question of polynomiality
of finite functions over rings [34]. Furthermore, when considering LU operations, we can observe the
number of unitaries, which collapse di↵erent LFP classes to a single LU class, increase with growing
dimension. While in the case of d = 3 complex conjugation and transpose were su�cient to characterize
all LU operations which connect LFP classes, in d = 4 more LU operators were necessary. This implies
that the structure of the LU operations which are necessary becomes increasingly di�cult. Finally, the
connection with the theory of complex Hadamard matrices gives access to a rich theory. However, many
even basic properties of these matrices remain unknown and are the subject of ongoing research. Seeing
these complications already in the bipartite scenario hints at the increasing complexity of entanglement
structures in the multipartite scenario. On the other hand, any progress in the classification of Butson
type Hadamard matrices will be directly translatable to results on FFE states.

dim # of LFP cl. # of LU cl. # of LFP ineq. MES # LFP cl. for TEH # LU cl. for TEH

2 2 2 1 2 2

3 9 6 1 9 6

4 807 127 2 17 7

5 >

Ï
514

576

Ì
? 1 >

Ï
514

576

Ì
?

6 >

Ï
621

400

Ì
? Ø 4 [53] 27 12

7 >

Ï
734

518400

Ì
? 1 >

Ï
734

518400

Ì
?

Table 2: In this table we summarize the number of LFP and LU equivalence classes for FFE and TEH states and give

a number of LFP inequivalent maximally entangled states(MES).
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5 Conclusions and outlook
In this work, we introduced a framework that aims to exploit a potential interplay between high-
dimensional logic and quantum theory, both at a purely theoretical level and towards applications in
quantum information. Motivated by generalizing the notion of qubit hypergraph state to the realm of
high-dimensional quantum logic [9], we define a set of quantum states which encode arbitrary multi-
variate, d-valued logical functions into their phases. Naturally, the construction resembles very much
that of qudit hypergraph states, previously introduced in Ref. [1]. However, we took here the angle of
arbitrary function-encodings, generalizing the construction of qubit hypergraph states, which encode all
binary-logical functions, rather than that of generalizing the notion of controlled Pauli operations. In
fact, in our framework the natural generalization of Pauli operations is represented by elements of the
generalized symmetric group, which we term finite-function-encoding Pauli operators, and are a much
wider class of operations than the traditional qudit Heisenberg-Weyl group. We observe in some detail
how our notion generalizes that of [1] with several consequences. First, we point out that it is possible
to associate certain graphical objects to states only when the encoded function is a polynomial. Such
a generalized hypergraph, that we call tensor-edge hypergraph has a tensor attached to every edge, in
order to have a one-to-one association with arbitrary polynomial terms. Secondly, we also observe how
the stabilizer group of FFE states is generally more complicated than that of qudit hypergraph states. We
observe that the property of internal commutativity of stabilizers can be maintained only for the latter
set of states (up to LFP equivalence). In the central part of our investigation, we studied the problem
of LU classification of FFE states. Besides it being a traditionally relevant problem in quantum infor-
mation, also related to the classification of resources for applications, it showcases the complex structure
of FFE states and their relation to the properties of functions over finite rings of integers. Generalizing
the idea of relating entanglement classes with (hyper)graph-theoretic properties (i.e., (hyper)edges and
their possible multiplicities), we studied how entanglement classes of FFE states are associated to the
properties of the underlying finite functions. This showed the interplay of our framework with important
problems in combinatorics and number theory, like the classification of complex Hadamard matrices [31].

Several open questions arise naturally from our study. For example, finding the Cli↵ord group as-
sociated to our finite-function-encoding Pauli operations seems pertinent to extend our framework, as
well as studying the associated local Cli↵ord classification problem of FFE states. In general, while our
definitions and constructions work for any number of parties, the bulk of our present results are actually
situated in the realm of bipartite states. While already here one can see interesting structures and identify
open problems, we believe the most interesting road ahead concerns results on multipartite states. We
expect that multipartite entanglement classification of FFE states will be, on the one hand, closely related
to recent constructions of k-uniform states [17, 48], embedding those in a larger scenario containing far
more structure. On the other hand, we expect that this will open up a plethora of consequent research
towards applications of FFE states, for example for error correction, quantum algorithms and quantum
computing in general. In particular, we see measurement-based quantum computing as a promising po-
tential application. In this scheme of quantum computation, the main resource is a multipartite entangled
state, given in advance, and quantum gates are implemented via local measurements.

Aside from these we expect that a deep investigation into multipartite FFE states will be strongly
related with, and potentially have interesting implication for, several number theory problems, such as
in particular, those related to complex Hadamard matrices and generalized permutation matrices.

Thus, it is very intriguing to explore further the connections between the mathematics of finite func-
tions and the formalism of quantum theory with this angle, deepening further the applications of combi-
natorics and number theory to quantum information theory. Similarly, perhaps in a bit of a more specu-
lative perspective, one can think that progresses in implementations of FFE states in higher-dimensional
quantum computation might find applications in solving complex combinatorial problems.

In conclusion, the encoding of finite functions into higher dimensional quantum states yields a rich
interplay of mathematical and physical tools. Our construction, despite its complexity, can still exploit
a very rich and structured mathematical machinery to dig into the complex realm of multipartite, high-
dimensional quantum states. Furthermore, prominent abstract mathematical questions also gain physical
relevance when applied to our framework. On the one hand, our construction naturally embeds the
theory of finite functions into quantum mechanics, thus relating combinatorial structures to properties
of quantum states and their physical implementation. On the other hand, with concurrent developments
in manipulating higher-dimensional quantum systems, it is of main practical importance to classify and
distill relevant resources for di↵erent tasks. In this sense, our construction also opens exciting explorations
for potential practical applications, for example in the context of quantum computation, of a very abstract
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mathematical theory.
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[46] Dardo Goyeneche and Karol Życzkowski. Genuinely multipartite entangled states and orthogonal ar-
rays. Physical Review A, 90(2):022316, Aug 2014. ISSN 1094-1622. DOI: 10.1103/physreva.90.022316.
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A Polynomial Representability and Normal Form
We can make use of a normal form defined below to simply generate unique polynomials representing all
polynomial functions. We will use the form given in [35] since it favours “local” terms over “non-local”
ones . First let us introduce the composite degree, a quantity which is used to restrict both the degree
of the monomials as well as the values of the coe�cients of the unique polynomial representative we
construct here. The composite degree cp,m of a single variable monomial x

e in a prime power ring d = p
m

is defined as the greatest number t œ {0, . . . , m ≠ 1} such that the factorial e! is divisible by p
t. For
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multivariate monomials, xe with xi, ei œ Zd we have cp,m (xe
) = min (m,

q
n

i=1 cp,m(x
ei
i

)). Now following
Theorem 1 in [35] we find:

Remark 4. For d = p
m with p a prime and m > 0 any polynomial function p (x1, . . . , xn) is in one-to-

one correspondence with the polynomials of the form

p (x1, . . . , xn) =

ÿ

e
cexe

with cp,m(xe
) < m, ce œ Zn

d
, ce < p

m≠cp,m(xe)

Let us give an example for d = p
m

= 2
2 and n = 2: The first step is to identify the monomials which

have a composite degree smaller than m: Note that for a single variable monomials

cp,m (x
e
) =

I
0 if e œ {0, . . . , p ≠ 1} = {0, 1}
1 if e œ {p, . . . , 2p ≠ 1} = {2, 3}

From this we can immediately see that all monomials of the form x
i
y

j with: (i) i, j Æ 1, (ii) i Æ 1 and
2 Æ j Æ 3, (iii) j Æ 1 and 2 Æ i Æ 3 appear in the polynomial we are constructing. All others i.e. 2 Æ i, j

do not appear. Thus we find that any polynomial function over Z4 can be represented as:

f(x, y) = c00 + c10x + c01y + c11xy

+ c20x
2

+ c30x
3

+ c02y
2

+ c03y
3

+ c21x
2
y + c31x

3
y + c12xy

2
+ c13xy

3

where the cij are restricted by the composite degree of the corresponding monomials, i.e. the coe�cients
in the first row are smaller than 2

2≠0
= 4 and the coe�cients in the second row are smaller than 2

2≠1
= 2.

Finally, let us take a look at the case of arbitrary composite dimension, i.e., d = p
m1
1 . . . p

mr
r

: First,
it is straightforward to use the method above to find a unique polynomial representative for each prime
factor p

mi
i

. Now, each monomial of these polynomials will be found in the polynomial for the composite
degree. If the same monomial appears in multiple polynomials for di↵erent p

mi
i

its coe�cients in the
composite degree are found by the Chinese remainder theorem. In other words let ci œ Z

p
mi
i

be the

coe�cients of an arbitrary fixed monomial in each of the polynomials in prime factor p
mi
i

. Then the
corresponding coe�cient c œ Zd for the composite d is the unique solution to the system of congruences
c © ci mod (p

mi
i

).

B Stabilizers: Proofs of the main Propositions
Proof (of Proposition 1). Let |ÂÍ =

q
x cx |xÍ be any pure n-qudit state (we do not assume that

|ÂÍ is a finite-function-encoding state, but we soon show that this must be the case), and assume that
Sf,Ÿi |ÂÍ = |ÂÍ for all i. Then we have

XŸiZf¶Ÿi≠f |ÂÍ =

ÿ

x
Ê

f(Ÿi(x))≠f(x)
cx |Ÿi(x)Í =

ÿ

x
Ê

f(x)≠f(Ÿ
≠1
i (x))

c
Ÿ

≠1
i (x) |xÍ . (25)

It follows that
cx = Ê

f(x)≠f(Ÿ
≠1
i (x))

c
Ÿ

≠1
i (x)

for all i and for all x. Because for each i Ÿi is a d-cycle, letting xi vary, forces that coe�cients

cx1,x2,...,xi,...,xn , and cx1,x2,...,Ÿi(xi),...,xn

have the same norm, and also di↵er by a factor that is a d-th root of unity, for all xi. Now allowing x to
vary, we get that all the state vector coe�cients cx have the same norm and any two di↵er by a factor of
a d-th root of unity. Thus we can always associate a finite function to the phases of the coe�cients, and
thereby establish that |ÂÍ is a FFE state.

Let us then denote the state as |gÍ, calling g the function encoded in its phase. With this notation
Eq. (25) reads

XŸiZf¶Ÿi≠f |gÍ =

ÿ

x
Ê

f(x)≠f(Ÿ
≠1
i (x))+g(Ÿ

≠1
i (x)) |xÍ (26)
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and we have
f(x) ≠ f(Ÿ

≠1
i

(x)) + g(Ÿ
≠1
i

(x)) = g(x)

for all i and for all x. If we set d(x) = f(x) ≠ g(x), the above expression becomes

d(x) = d(Ÿ
≠1
i

(x))

for all i and for all x. Once again, by varying i, then by varying x, we conclude that d is constant. This
establishes that |gÍ is in fact equal to |fÍ (up to a global phase), and the proof of the proposition is
complete. ⌅

Before we prove Proposition 2 let us state the following two remarks.

Remark 5. Two permutation cycles ‡ = (i1i2 . . . ik) and Ÿ = (i
Õ
1i

Õ
2 . . . i

Õ
k
) of the same size k are called

conjugate and one can write ‡ = fi
≠1

Ÿfi, where fi(i
Õ
j
) = ij for 1 Æ j Æ k. In particular, any d-cycle Ÿ

can be written as fi
≠1

Ÿ
+

fi, where Ÿ
+ is a permutation mapping x to x + 1 mod d and simultaneously

fi
≠1

Ÿ
+

fi is a d cycle for any permutation fi.

Remark 6. Note also that, for a given Ÿ, the choice of fi in Remark 5 is not unique, since each Ÿi can
be decomposed into fi

≠1
i

Ÿ
+

fii in exactly d di↵erent ways. This follows from the fact that vectors (i1 . . . id)

and (idi1 . . . id≠1) represent the same d-cycle.

Now we are finally ready to prove Proposition 2:

Proof (of Proposition 2). For the first direction, we assume that the function f can be decomposed
as

f = f
Õ ¶ fi1 ¶ · · · ¶ fin,

for some polynomial f
Õ of degree at most 1 in each variable. Then, let us consider the stabilizer

XŸ1Zf¶Ÿ1≠f where Ÿ1 is some d-cycle, which, by remark 5 can be written as Ÿ1 = fi
≠1
1 Ÿ

+
fi1. Given

that f
Õ is of degree 1 in x1, we can write f ¶ Ÿ1 as

f ¶ Ÿ1 = f
Õ
(fi1(Ÿ1(x1)), fi2(x2), . . . , fin(xn)) = h1(x2, . . . , xn) + fi1(Ÿ1(x1))g1(x2, . . . , xn),

where for simplicity of notation we have incorporated all the other permutations fi2, . . . , fin into the
functions h1 and g1. Now using remark 5 we consider the d-cycle Ÿ1 = fi

≠1
1 Ÿ

+
fi1 and we have

f ¶ Ÿ1 = h1(x2, . . . , xn) + (Ÿ
+

fi1(x1))g1(x2, . . . , xn),

where h1(x2, . . . , xn) and g1(x2, . . . , xn) are functions linear in all variables. In the next step we will use
the fact that for every d the permutation Ÿ

+
(x) can be written as a polynomial x + 1 mod d, therefore

the equation can be modified to

f ¶ Ÿ1 = h1(x2, . . . , xn) + (fi1(x1) + 1)g1(x2, . . . , xn),

This, in turn, implies that
f ¶ Ÿ1 ≠ f = g1(x2, . . . , xn),

and from Lemma 1 if follows that XŸ1Zf¶Ÿ1≠f = Zf¶Ÿ1≠f XŸ1 . Repeating the same reasoning for all
variables xi shows that we can find a set of internally commuting stabilizers {XŸiZf¶Ÿi≠f }n

i=1 where all
the Ÿi are d-cycles and thus by Proposition 1 they completely specify the state |fÍ.

For the other direction, let us consider a set of stabilizers {XŸiZf¶Ÿi≠f }n

i=1 where all the Ÿi are
d-cycles. We first note that from Lemma 1 it also follows that XŸiZf¶Ÿi≠f = Zf¶Ÿi≠f XŸi only if the
function f(x1, . . . , Ÿi(xi), . . . , xn) ≠ f(x1, . . . , xn) does not depend on the variable xi. In other words,
taking i = 1, we have

f(Ÿ1(x1), x2, . . . , xn) ≠ f(x1, . . . , xn) = g1(x2, . . . , xn). (27)

From Remark 5 and the polynomial representation of Ÿ
+ we also know that for every d-cycle Ÿ1 we can

find some permutation fi1 such that

Ÿ1(x1) = fi
≠1
1 (fi1(x) + 1).
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Thus, Eq. (27) simplifies to

f
Õ
(y1 + 1, x2, . . . , xn) ≠ f

Õ
(y1, x2, . . . , xn) = g1(x2, . . . , xn),

where we called f
Õ

= f ¶ fi
≠1
1 and y1 = fi(x1). It is easy to see that the above di↵erence equation in y1

has solution
f

Õ
(y1, x2, . . . , xn) = h1(x2, . . . , xn) + y1g1(x2, . . . , xn),

where h1 is a function independent of x1. Hence, if Eq. (27) holds (for i = 1), then the function f can
be written as

f(x1, . . . , xn) = h1(x2, . . . , xn) + fi(x1)g1(x2, . . . , xn).

for some g1(x2, . . . , xn). Repeating the reasoning for all variables xi proves the Proposition. ⌅

C FFE states with continuous unitary stabilizers
Besides the complete characterization of (discrete) stabilizer groups associated to general FFE states,
following past works on hypergraph states, we can also ask for which FFE states continuous families of
stabilizers exist. In fact, classes of graph states and hypergraph states that have continuous local unitary
stabilizers are known [32, 33]. In the following we generalize the results of Ref. [32, 33] to the FFE
scenario.

Lemma 4. Let |fÍ be a n-partite FFE state associated to a function f(x) such that

f(‡(a), ‡
≠1

(b), x3, . . . , xn) = f(‡(b), ‡
≠1

(a), x3, . . . , xn), (28)

for all a, b œ Zd and for some permutation ‡, and let A be the operator such that X‡ = exp(i2fiA/d).
The operator S

f,‡1,‡
≠1
2

(t) = [exp(itA) ¢ exp(≠itA)] Z
f¶‡1¶‡

≠1
2 ≠f

stabilizes |fÍ for all values of t.

Proof. First, we observe that S
f,‡1,‡

≠1
2

(t) is a stabilizer for t = 2fi/d. In fact, it is just the product of

two operators as in Eq. (7), namely

S
f,‡1,‡

≠1
2

(2fi/d) = X‡1X
‡

≠1
2

Z
f¶‡1¶‡

≠1
2 ≠f

= X‡1Zf¶‡1≠f X
‡

≠1
2

Z
f¶‡

≠1
2 ≠f

, (29)

due to the commutation relation (6c) and the fact that Z
f¶‡1¶‡

≠1
2 ≠f¶‡

≠1
2

Z
f¶‡

≠1
2 ≠f

= Z
f¶‡1¶‡

≠1
2 ≠f

. Then,

for di↵erent values of t œ R we have that a su�cient condition for Sf,‡1,‡2(t) |fÍ = |fÍ is that (cf. Sec. 3
of [56])

(A ¢ 1≠ 1¢ A)Z
f¶‡1¶‡

≠1
2 ≠f

|fÍ = (A ¢ 1≠ 1¢ A)
--f ¶ ‡1 ¶ ‡

≠1
2

,
= 0. (30)

This holds true from the assumption that f(‡(a), ‡
≠1

(b), x3, . . . , xn) = f(‡(b), ‡
≠1

(a), x3, . . . , xn) for all
a, b œ Zd, since in that case the state is invariant under exchange of the first two parties. ⌅

A particular example of function that fits in the above proposition and gives rise to a continuous family of
stabilizers is f(x) = (x1 +x2)g(x3, . . . , xn), with the corresponding permutation given by ‡ = Ÿ

+ (or ‡ =

Ÿ
≠). Note, how this function satisfies f(Ÿ

+
(x1), Ÿ

≠
(x2), x3, . . . , xn) = f(Ÿ

≠
(x1), Ÿ

+
(x2), x3, . . . , xn) =

f(x), which is in turn invariant under exchanging x1 ¡ x2.

D Simple known results on Hadamard matrices H(d, d) for d = 4 and d = 6
In d = 4, all Hadamard matrices of type H(4, 4) belong to a single continuous 1-parameter family [31]:

H4(q) =

Q

cca

1 1 1 1

1 ie
iq ≠1 ≠ie

iq

1 ≠1 1 ≠1

1 ≠ie
iq ≠1 ie

iq

R

ddb ,

where q is any real number. This family can be also expressed as

H4(q) = F4 ¶H EXP(iqh4(x, y)), (31)
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with h4(x, y) = x
2
y + xy

2
+ 3xy mod 4, as in our language of finite functions, where EXP is the

elementwise exponential. Here the operation ¶H denotes the Hadamard product of two matrices, i.e., the
elementwise multiplication.

For d = 6 the theory of Hadamard matrices becomes already extremely complicated and not all
BH(6, 6) matrices are known. For example, analogously to the d = 4 a continous family with two real
parameter (a, b) is known:

H6(a, b) =

Q

cccccca

1 1 1 1 1 1

1 Ê6e
ia

Ê
2
6e

ib
Ê

3
6 Ê

4
6e

ia
Ê

5
6e

ib

1 Ê
2
6 Ê

4
6 1 Ê

2
6 Ê

4
6

1 Ê
3
6e

ia
e

ib
Ê

3
6 e

ia
Ê

3
6e

ib

1 Ê
4
6 Ê

2
6 1 Ê

4
6 Ê

2
6

1 Ê
5
6e

ia
Ê

4
6e

ib
Ê

3
6 Ê

2
6e

ia
Ê6e

ib

R

ddddddb
.

This family includes F6 and F3 ¢ F2. These two matrices are however, contrary to the analogous d = 4

case, LFP equivalent [52]. Again, this family can be expressed as a Hadamard product with F6, namely

H6(a, b) = F6 ¶H EXP(i(ag6(x, y) + bh6(x, y))), (32)

where g6(x, y) and h6(x, y) are, in our language, finite functions from Z2
6 to Z6. Recently, a non-a�ne

4-parameter family has been found [57] and it has been conjectured that the full set of complex Hadamard
matrices in d = 6 consists of such a 4-parameter family plus the isolated matrix S6 found by Tao in [55].

It is also curious to observe that the functions corresponding to the matrices F3 ¢ F2 and S6, namely

f3,2 =

Q

cccccca

0 0 0 0 0 0

0 3 0 3 0 3

0 0 2 2 2 2

0 3 2 5 4 1

0 0 4 4 2 2

0 3 4 1 2 5

R

ddddddb
, and s6 =

Q

cccccca

0 0 0 0 0 0

0 0 2 2 4 4

0 2 0 4 4 2

0 2 4 0 2 4

0 4 4 2 0 2

0 4 2 4 2 0

R

ddddddb
, (33)

are not polynomials. To conclude this section we remark that a set of invariants {Ia,b,c,d(f)} for equiv-
alence classes of Hadamard matrices has been defined [31, 54], the elements of which in our context can
be put in the form

Ia,b,c,d(f) = f(a, b) ≠ f(c, b) + f(c, d) ≠ f(a, d) for (a, b, c, d) œ Z4
d
. (34)

Note that each of the elements of the set is invariant under local Z-type operations since each index
appears both with a plus and a minus sign. X-type operations, instead, can exchange elements between
each other. However, the whole set remains invariant also under those transformations.

E Details on LU and LFP classification of states as in Lemma 2
Here let us prove the statement in Lemma 3 and then make some further observations regarding the
more general LU and LFP classification of states as in Lemma 2. Let us first introduce a notation for
the single particle reduced density matrix of a bipartite FFE state:

flf := tr2(|fÍ Èf |) =
1

d2

d≠1ÿ

a=0
|f(·, a)Í Èf(·, a)| , (35)

where |f(·, a)Í is the (single particle) FFE state corresponding to f(·, a) = f(x, a) as a (single variable)
function of x. For states as in Lemma 2 we have:

flf =
1

d2

d≠1ÿ

a=0

d≠1ÿ

x,y=0
Ê

gB(a)(gA(x)≠gA(y)) |xÍ Èy| , (36)

which will be useful for the following observations.

Proof (of lemma 3). Let us consider a function fr(x, y) = gA(x)gB(y) such that gB has d distinct
outputs. Using LFP operations (i.e., permutations of the inputs) we can always transform this function
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into gB(y) = y. Furthermore, we can also permute the inputs of gA such that the distinct r outputs are
precisely the first (i.e. gA(0) ”= gA(1) ”= . . . ”= gA(r≠1)). Then, substituting gB(y) = y in Eq. (36) we can
see that the single particle reduced density matrix has elements which are either equal to 1/d or to zero

due to the fact that
q

d≠1
i=0 Ê

i
= 0. In particular, nonzero elements (l, k) appear wherever gA(k) = gA(l)

and are symmetrical. Thus overall, the matrix has elements 1/d along the whole diagonal and has some
o↵-diagonal elements equal to 1/d appearing symmetrically. Hence, we can, e.g., subtract some rows
from each other so to reduce the matrix to the form

flf =
1
d

3
1r ı

0 0

4
,

where we indicated as 0 a matrix with all elements equal to 0 and as ı some leftover elements. This
concludes the proof that indeed flf has rank r, which is by definition equal to the Schmidt rank of |frÍ.

For the second part of the proof, let us assume that the r divides d and that the outputs appear
exactly d/r times each. Then, we permute the rows of Tf such that they repeat themselves exactly with
cyclicity d/r and we have

flf =
1
d
1r ¢ Jd/r,

where 1r is the identity in dimension r and Jd/r is the (
d

r
)-dimensional matrix with every coe�cient

equal to 1. Thus, we have that its eigenvalues are all equal to 1/r. ⌅

In what follows we state and prove a Lemma that supports Proposition 5.

Lemma 5. Let p be a prime, let m be a nonnegative integer, and let k be an integer in the range

0 < k Æ p
m≠1. We have

!
p

m≠1

k

"
p

k © 0 mod p
m.

Proof. Kummer’s Theorem says the following. Let p be a prime, and let ‹(x) denote the highest power
of p that divides an integer x. Given integers a, b we have that ‹(

!
a

b

"
) is the number of carries in the

addition modulo p of b with b ≠ a.
Let a = p

m≠1 and let b = k. Then expansion of b in powers of p is

b = b0p
0

+ b1p
1

+ · · · + bm≠1p
m≠1

.

Further, let s be the smallest index such that bs ”= 0. If s = m≠1, then b = a and we have
!

p
m≠1

pm≠1

"
p

p
m≠1 © 0

mod p
m, so the Lemma holds. If s < m ≠ 1, we have

a ≠ b = (p ≠ bs)p
s

+ ((p ≠ 1) ≠ bs+1)p
s+1

+ ((p ≠ 1) ≠ bs+2)p
s+2

+ · · · + ((p ≠ 1) ≠ bm≠2)p
m≠2

.

When adding b and a ≠ b modulo p, there is a carry when adding in positions s, s + 1, . . . , m ≠ 2, so that
there are m ≠ s ≠ 1 carries total. Applying Kummer’s Theorem, we have ‹

!!
a

b

""
= m ≠ s ≠ 1. We also

have b = k Ø p
s, so k > s. It follows that

‹

33
a

b

4
p

k

4
= m ≠ s ≠ 1 + k = m + (k ≠ s ≠ 1) Ø m.

Thus the Lemma holds in this case, and this concludes the proof. ⌅

E.1 Exemplary LU classification of states as in Lemma 3
Now, as an instructive example, let us try to make a classification of FFE states from the construction
in Lemma 3 for functions gA(x) with only two distinct outputs, which is essentially the simplest case.
Notice that when gA(x) is a constant function the FFE state belongs to the separable class. In this case
we have flf = Jd/d and there is only a single nonzero eigenvalue equal to 1. Thus, let us consider the
case in which gA(x) has two distinct outputs. In order to classify the corresponding FFE states into LU
classes, we can calculate the characteristic polynomial ‰(flf ) of flf , which is of the form

‰(flf )(x) = x
d

+ c1x
d≠1

+ c2x
d≠2

, with

c1 = ≠ tr(flf ) = ≠1,

c2 = ≠ 1
2

!
tr(fl

2
f
) ≠ tr(flf )

2"
.

(37)
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To calculate the coe�cients above we have also to specify, for each output, how many inputs it corresponds
to. For example, let us assume that the first output only corresponds to one input and the other one to
d ≠ 1 inputs. In this case, we have that

flf =
1
d

3
1 0

0T
Jd≠1

4
,

with 0 = (0, 0, . . . , 0). Thus, in this case the full matrix flf has the eigenvalue 0 with multiplicity (d ≠ 2)

and one eigenvalue 1/d, which is the top left diagonal element. Then, due to the fact that the total trace
of the matrix is 1, we deduce that the only remaining nonzero eigenvalue must be 1 ≠ 1/d. Thus, the
corresponding class of FFE states has Schmidt vector given by

⁄ = (1/

Ô
d,


1 ≠ 1/d, 0, . . . , 0). (38)

As explained above, in more general cases, when the two distinct outputs correspond to di↵erent numbers
of inputs, we essentially just need to calculate tr(fl

2
f
). From Eq. (36) we then obtain

tr(fl
2
f
) =

1
d4

ÿ

ab

ÿ

xy

Ê
(a≠b)(gA(x)≠gA(y))

=
2d≠1

d2 +
1

d4

ÿ

a”=b

ÿ

x”=y

Ê
(a≠b)(gA(x)≠gA(y))

=
2d≠1

d2 +
d≠1
d3 (N

2
1 ≠ N1 + (d ≠ N1)

2 ≠ (d ≠ N1)),

(39)

where we called N1 the number of times output o1 appears.
To conclude, let us briefly consider the even more general construction of Lemma 2, still for the case

in which gA(x) has just two distinct outputs and gB has an arbitrary number of outputs. In this case the
Schmidt rank of the corresponding FFE state is still 2, and thus, to make the LU classification we have
still to calculate just tr(fl

2
f
). However, this time we have

tr(fl
2
f
) =

1
d4

ÿ

ab

ÿ

xy

Ê
(gA(x)≠gA(y))(gB(a)≠gB(b))

, (40)

and we see that this time the LU class depends also, besides the number of times they appear, on the
concrete values of all the outputs of the functions gA and gB .

E.2 Exemplary classes constructed as in Lemma 2 for prime dimension
In prime dimension d, we can use that x

d≠1
= 1 for all x > 0. Thus, the function gA(x) = kx

d≠1
= k

has only two distinct outputs, namely 0 and k, the latter appearing d ≠ 1 times. Then, we can make the
following combinations, which have associated rank-2 FFE states for every 1 Æ k Æ d ≠ 1:

fk,d≠1 = kx
d≠1

y,

gk,d≠1 = kxy
d≠1

,

hk,d≠1 = kx
d≠1

y
d≠1

.

(41)

One can see that all the |fk,d≠1Í and |gk,d≠1Í belong to the same LU class, for which the two nonzero

Schmidt eigenvalues are given by ⁄1 = 1/
Ô

d, and ⁄2 =


1 ≠ ⁄

2
1 (cf. Eq. (38)). However, from the

invariant (18) we see that |fk,d≠1Í and |gk,d≠1Í belong to di↵erent LFP classes. In fact, we have that
I1(fk,d≠1) has nonzero elements, while I1(gk,d≠1) = {0, . . . , 0}.

On the other hand, the |hk,d≠1Í belong to di↵erent LU classes for 1 Æ k Æ (d + 1)/2, while for
the remaining k the corresponding states are obtained via complex conjugation from the previous ones.
The LU classes are determined by calculating the characteristic polynomial of flh, which is of the form

given in Eq. (37) with c2 = 2
(d≠1)2

d4 cos(2fik/d). Thus, we see that there is a di↵erent class for each
1 Æ k Æ (d + 1)/2 and there is a symmetry under exchanging k with ≠k. On the other hand, for each
k they belong to a di↵erent LFP class, as it can be easily witnessed by the invariant (17) which gives
S(hk,d≠1) = k.

F Brute-force algorithms for LFP and bipartite LU classification
As mentioned in the main text, we can derive a simple brute-force algorithm that finds all LFP classes
of FFE states of a given number of parties n and dimension d. Let us first describe it briefly and then
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show it in the practical example of the bipartite 3 ◊ 3 case. This algorithm makes use of what we called
the “dephased” normal form under LFP, given by Eq. (15). Thus, it starts by considering a generic state
in the dephased form, and its (initially empty) LFP class. Then, essentially, by scanning all elementary
local finite-function-encoding Pauli operations, it fills all of its LFP class. Then it moves on to another
(dephased) FFE state and repeats the procedure, until all possible dephased matrices have been scanned
and thus all possible LFP classes have been filled.

Explicitly, it goes as follows:

Algorithm 1: Brute force LFP classification of d
n
-dimensional FFE states

Create an empty list of classes Cl;

for all dephased coe�cient tensor Tf œ Cd
n do

if Tf /œ Cl then
Create an empty list TMP ;
for all elementary permutation Xfi do

Apply the permutation Tf Ω≠ XfiTf X
†
fi
;

Transform it back to dephased form T
Õ
f

Ω≠ ZdephfTf Z
†
dephf where

Zdephf =
o

n

k=1 Z≠f(xk=0);
Append TMP with T

Õ
f
;

Append CL with TMP

After we scan every possible dephased matrix for the given number of parties and dimension and
repeat the above procedure we are left as the output with the full list of dephased FFE states for the
number of parties and dimension considered, separated into the full list of LFP classes.

Let us now see how this algorith works in practice in the particular example of all 3 ◊ 3 FFE states.
Let us start considering the function image

f =

Q

a
0 0 0

0 0 0

0 0 0

R

b ≠æ Tf =

Q

a
1 1 1

1 1 1

1 1 1

R

b

and apply the following list of passages:

1. Check if it belongs already to some LFP class.

2. If not, store it to the next class and proceed further.

(a) Swap two components of the coe�cient tensor, e.g.,

(Tf )1,i2,...,in Ωæ (Tf )2,i2,...,in , (42)

which amounts to apply a local Xfi1 to the FFE state. In this case, our initial tensor is left
invariant under this operation.

(b) Then, bring the tensor back to the dephased form, by subtracting the functions f(0, i2, . . . , in),
f(i1, 0, . . . , in) etc. (which amounts to apply local Z operators of the form Z≠f(i1=0), Z≠f(i2=0),
etc.). Again, in this case the tensor is already in dephased form.

(c) Check if the tensor is already in some LFP class. Yes, in this case it is already stored. So,
stop here and repeat from step 2a with a di↵erent swap.

We see that our initial matrix is completely invariant under permutations of rows and columns.
Thus it is the only member of its class, which is that of product states. In fact, this corresponds to
the FFE state |+Í¢2.

Afterwards, we can consider for example the matrix (remember that we have to change only its
core)

f =

Q

a
0 0 0

0 1 0

0 0 0

R

b ≠æ Tf =

Q

a
1 1 1

1 Ê3 1

1 1 1

R

b ,

and apply again the passages 1 and 2 above. This time, permutations of the matrix rows and
columns give a nontrivial result. Let us then swap columns 1 and 3. We get (for simplicity working
only with the function image matrix)

Q

a
0 0 0

0 1 0

0 0 0

R

b cols 2¡3≠æ

Q

a
0 0 0

0 0 1

0 0 0

R

b ,

25



which is already in dephased form as well. Then we do

(d) Store the resulting core state into the same LFP class.

Then repeat from step 2a with a di↵erent swap. We can now permute, for example, the rows 1 and 2

and columns 2 and 3, obtaining

Q

a
0 0 0

0 1 0

0 0 0

R

b
cols 2¡3
rows 1¡2≠æ

Q

a
0 0 1

0 0 0

0 0 0

R

b ,

which is now not in normal form. Thus, for bringing it back to normal form (step 2b) we subtract 1 to
all the elements of the third column, getting to (remember that we take numbers modulo 3)

Q

a
0 0 1

0 0 0

0 0 0

R

b +2 col 3≠æ

Q

a
0 0 0

0 0 2

0 0 2

R

b ,

which is a di↵erent dephased matrix belonging to the same LFP class. Thus, we store it to the same
class and repeat with a di↵erent swap (step 2d).

Let us for example swap the columns 1 and 2 and rows 1 and 2, obtaining

Q

a
0 0 0

0 1 0

0 0 0

R

b
cols 1¡2
rows 1¡2≠æ

Q

a
1 0 0

0 0 0

0 0 0

R

b ,

which, again, can be brought back to dephased form by adding 2 to the first column and then subtracting
2 from the second and third rows.

Q

a
1 0 0

0 0 0

0 0 0

R

b +2 col 1≠æ

Q

a
0 0 0

2 0 0

2 0 0

R

b ,

This way we get to Q

a
0 0 0

2 0 0

2 0 0

R

b +1 rows 2,3≠æ

Q

a
0 0 0

0 1 1

0 1 1

R

b ,

which is yet another dephased matrix belonging to the same LFP class. Proceeding further this way we
will at some point find all possible matrices belonging to that class (which is listed as Class 2 in Sec. G),
exhausting also all possible permutations of the initially chosen state. We can then pick another initial
state which is not in the same class and repeat the same procedure, until we exhaust all possible dephased
matrices. This way it is possible to do by hand the full LFP classification in d = 3, which results in the
classes listed in Sec. G below. However, already the bipartite d = 5 case and the tripartite d = 3 case are
too hard to be handled with regular computational power.

A brute force algorithm can be also given for finding all the LU classes in the bipartite case. The
idea is based on the observation that each LU class in a bipartite d ◊ d system is associated to a specific
vector tf = (tr(fl

2
f
), . . . , tr(fl

d

f
)), where tr(flf ) = 1 has been omitted. I.e., all matrices Tf in the same

LU class will have the same values of the vector tf . This comes from the fact that all matrices Tf in
the same LU class will have the same vector of singular values ⁄(Tf ), which, in turn, is related to the
coe�cients of the characteristic polynomial of flf , and those coe�cients are given by linear combinations
of the elements of tf .

Then, a brute force algorithm to find all the LU classes works by: (1) scanning all possible dephased
coe�cient matrices Tf ; (2) calculating for each of them the value of the vector tf (3) store and count the
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di↵erent tf and the associated Tf .

Algorithm 2: Brute force LU classification of d
2
-dimensional FFE states

Create an empty list of classes Cl;
Create an empty list of traces vectors cl;

for all dephased coe�cient matrices Tf œ Cd
2 do

Calculate flf Ω≠ T
†
f
Tf ;

for k from 2 to d do
Create and calculate the components tf (k) Ω≠ tr(fl

k

f
);

if tf /œ cl then
Assign tf to cl(end + 1, end + 1) Ω≠ tf ;
Assign Tf to the LU class Cl(end + 1, end + 1) Ω≠ Tf ;

else
Find the i for which tf œ cl(i);
Assign Tf to the LU class Cl(i, end + 1) Ω≠ Tf ;

Note that also the performance of this algorithm scales very unfavorably with d, since all possible
dephased d ◊ d FFE states must be scanned. Still, in the d = 3 it is easy to make the classification
analytically and in the d = 4 case in a short time with a regular pc.

Let us then illustrate how the algorithm works in the d = 3 case. Let us consider a generic 3 ◊ 3

dephased FFE state

Tf =
1
3

Q

a
1 1 1

1 Ê
a

3 Ê
b

3
1 Ê

c

3 Ê
d

3

R

b . (43)

Let us now take the single particle reduced density matrix flf and calculate the traces of its 2-nd and
3-rd power. We obtain

tr(fl
2
f
) =

5

9
+

4

81

3
RÊ3 (a) + RÊ3 (b) + RÊ3 (c) + RÊ3 (d) + RÊ3 (a ≠ b) + RÊ3 (a ≠ c)

+ RÊ3 (b ≠ d) + RÊ3 (c ≠ d) + RÊ3 (a ≠ b ≠ c + d)

4
,

tr(fl
3
f
) =

29

81
+

16

243

3
RÊ3 (a) + RÊ3 (b) + RÊ3 (c) + RÊ3 (d) + +RÊ3 (a ≠ b) + RÊ3 (a ≠ c)

+ RÊ3 (b ≠ d) + RÊ3 (c ≠ d) + RÊ3 (a ≠ b ≠ c + d)

4

+
2

243

3
RÊ3 (a ≠ d) + RÊ3 (b ≠ c) + RÊ3 (a ≠ b ≠ c) + RÊ3 (a ≠ b + d) + RÊ3 (a ≠ c + d)

+ RÊ3 (b + c ≠ d)

4
,

(44)

where we used the shortened notation RÊ3(x) := cos(2fix/3).
Now, let us count how many di↵erent possible vectors tf there are in d = 3. We see from Eq. (44) that,

since the function RÊ3 is even in x, those expressions have several symmetries with respect to exchanging
the numbers (a, b, c, d). For example, the exchanges a ¡ d leaves both expression invariant, as well as
b ¡ c. The latter corresponds to just taking the transpose of Tf , while the former is connected with the
complex conjugation of Tf . Thus, we can consider just the cases in which a Ø d and b Ø c, which are just
36 out of the total 81. Also, the permutations (a ¡ b, c ¡ d) and (a ¡ c, b ¡ d) leave both expressions
invariant. Note that these are just LFP operations on the Tf matrix (i.e., swaps of two rows or columns).
Due to these symmetries, we see that it is su�cient to scan just 21 cases, of which only 6 give di↵erent
values of tf . Thus, we see that in total we have 6 di↵erent LU classes in d = 3.

This example also suggests that in general more clever algorithms can be found by identifying from
the beginning what symmetries there have to be imposed on the matrix coe�cients based, e.g., on LFP
operations, transpositions and complex conjugations among other LU operations. However, while the
d = 4 case is still easy to handle, and results in 127 di↵erent LU classes, larger dimensions become
already intractable with regular computational power, even if symmetries are taken into account.
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G LFP and LU classes of bipartite qutrits
In this appendix we list all the LFP equivalence classes of a bipartite qutrit FFE states. We added a
comprehensive list of matrices to an online repository.

Table 3: The full classification of the equivalences of bipartite FFE/TEH states under LU and LFP operations in

dimension 3. The horizontal lines indicate di�erent LFP classes while the singular values identify di�erent LU classes.

Schmidt Rank Singular Values Polynomial

1 (1.0, 0.0, 0.0) f(x, y) = 0

2 (0.90506, 0.42527, 0.0)

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ xy

f(x, y) = x
2
y

2
+ xy

2

f(x, y) = x
2
y

2
+ x

2
y

f(x, y) = x
2
y

2
+ 2 x

2
y

f(x, y) = x
2
y

2
+ 2 xy

2

f(x, y) = x
2
y

2

2 (0.90506, 0.42527, 0.0)

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2

f(x, y) = 2 x
2
y

2
+ 2 x

2
y

f(x, y) = 2 x
2
y

2
+ x

2
y

f(x, y) = 2 x
2
y

2
+ xy

2

f(x, y) = 2 x
2
y

2

2 (0.8165, 0.57735, 0.0)

f(x, y) = 2 xy
2

f(x, y) = xy
2

f(x, y) = xy
2

+ xy

f(x, y) = 2 xy
2

+ 2 xy

f(x, y) = xy
2

+ 2 xy

f(x, y) = 2 xy
2

+ xy

2 (0.8165, 0.57735, 0.0)

f(x, y) = 2 x
2
y

f(x, y) = x
2
y

f(x, y) = 2 x
2
y + xy

f(x, y) = x
2
y + 2 xy

f(x, y) = 2 x
2
y + 2 xy

f(x, y) = x
2
y + xy

3 (0.77814, 0.57735, 0.24732)

f(x, y) = 2 x
2
y

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2

28
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3 (0.77814, 0.57735, 0.24732)

f(x, y) = x
2
y

2
+ xy

f(x, y) = x
2
y

2
+ 2 xy

f(x, y) = x
2
y

2
+ x

2
y + xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

f(x, y) = x
2
y

2
+ xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ xy

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2

f(x, y) = x
2
y

2
+ x

2
y + xy

2

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2

3 (0.84403, 0.4491, 0.29313)

f(x, y) = 2 x
2
y + 2 xy

2

f(x, y) = x
2
y + xy

2

f(x, y) = x
2
y + 2 xy

2

f(x, y) = 2 x
2
y + xy

2

f(x, y) = x
2
y + xy

2
+ 2 xy

f(x, y) = 2 x
2
y + xy

2
+ xy

f(x, y) = x
2
y + 2 xy

2
+ xy

f(x, y) = 2 x
2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y + 2 xy

2
+ xy

f(x, y) = x
2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y + xy

2
+ 2 xy

f(x, y) = x
2
y + xy

2
+ xy

3 (0.57735, 0.57735, 0.57735)
f(x, y) = 2 xy

f(x, y) = xy

H LFP and LU classes of bipartite ququarts
In this appendix we list all the LFP and LU equivalence classes of a bipartite qutquart TEH states, i.e.,
only states which correspond to polynomial functions. We added a comprehensive list of the matrices to
an online repository.

Table 4: The full classification of the equivalences of bipartite TEH states under LU and LFP operations in dimension

4. The horizontal lines indicate di�erent LFP classes while the singular values identify di�erent LU classes.

Schmidt Rank Singular Values Polynomial

1 (1.0, 0.0, 0.0, 0.0) f(x, y) = 0

2 (0.92388, 0.38268, 0.0, 0.0)
f(x, y) = x

2
y + xy

2
+ xy

f(x, y) = x
2
y + xy

2
+ 3 xy

2 (0.86603, 0.5, 0.0, 0.0)

f(x, y) = xy
3

+ xy
2

f(x, y) = xy
3

+ xy

f(x, y) = xy
3

+ xy
2

+ 2 xy

f(x, y) = xy
3

+ 3 xy

2 (0.86603, 0.5, 0.0, 0.0)

f(x, y) = x
3
y + x

2
y

f(x, y) = x
3
y + xy

f(x, y) = x
3
y + x

2
y + 2 xy

f(x, y) = x
3
y + 3 xy
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2 (0.86603, 0.5, 0.0, 0.0)

f(x, y) = xy
3

+ x
2
y + xy

2

f(x, y) = xy
3

+ x
2
y + xy

f(x, y) = xy
3

+ x
2
y + xy

2
+ 2 xy

f(x, y) = xy
3

+ x
2
y + 3 xy

2 (0.86603, 0.5, 0.0, 0.0)

f(x, y) = x
3
y + x

2
y + xy

2

f(x, y) = x
3
y + xy

2
+ xy

f(x, y) = x
3
y + x

2
y + xy

2
+ 2 xy

f(x, y) = x
3
y + xy

2
+ 3 xy

2 (0.70711, 0.70711, 0.0, 0.0)

f(x, y) = x
2
y + xy

f(x, y) = xy
2

+ xy

f(x, y) = 2 xy

f(x, y) = x
2
y + 3 xy

f(x, y) = xy
2

+ 3 xy

2 (0.70711, 0.70711, 0.0, 0.0)
f(x, y) = xy

2

f(x, y) = xy
2

+ 2 xy

2 (0.70711, 0.70711, 0.0, 0.0)
f(x, y) = x

2
y

f(x, y) = x
2
y + 2 xy

3 (0.80902, 0.5, 0.30902, 0.0)

f(x, y) = x
3
y + xy

3

f(x, y) = x
3
y + xy

3
+ x

2
y + xy

2

f(x, y) = x
3
y + xy

3
+ x

2
y + xy

f(x, y) = x
3
y + xy

3
+ xy

2
+ xy

f(x, y) = x
3
y + xy

3
+ 2 xy

f(x, y) = x
3
y + xy

3
+ x

2
y + xy

2
+ 2 xy

f(x, y) = x
3
y + xy

3
+ x

2
y + 3 xy

f(x, y) = x
3
y + xy

3
+ xy

2
+ 3 xy

3 (0.80902, 0.5, 0.30902, 0.0)

f(x, y) = x
3
y + xy

3
+ x

2
y

f(x, y) = x
3
y + xy

3
+ xy

2

f(x, y) = x
3
y + xy

3
+ xy

f(x, y) = x
3
y + xy

3
+ x

2
y + xy

2
+ xy

f(x, y) = x
3
y + xy

3
+ x

2
y + 2 xy

f(x, y) = x
3
y + xy

3
+ xy

2
+ 2 xy

f(x, y) = x
3
y + xy

3
+ 3 xy

f(x, y) = x
3
y + xy

3
+ x

2
y + xy

2
+ 3 xy

3 (0.70711, 0.5, 0.5, 0.0)

f(x, y) = xy
3

+ x
2
y

f(x, y) = xy
3

+ x
2
y + xy

2
+ xy

f(x, y) = xy
3

+ x
2
y + 2 xy

f(x, y) = xy
3

+ x
2
y + xy

2
+ 3 xy

3 (0.70711, 0.5, 0.5, 0.0)

f(x, y) = xy
3

f(x, y) = xy
3

+ xy
2

+ xy

f(x, y) = xy
3

+ 2 xy

f(x, y) = xy
3

+ xy
2

+ 3 xy

3 (0.70711, 0.5, 0.5, 0.0)

f(x, y) = x
3
y + xy

2

f(x, y) = x
3
y + x

2
y + xy

2
+ xy

f(x, y) = x
3
y + xy

2
+ 2 xy

f(x, y) = x
3
y + x

2
y + xy

2
+ 3 xy

3 (0.70711, 0.5, 0.5, 0.0)

f(x, y) = x
3
y

f(x, y) = x
3
y + x

2
y + xy

f(x, y) = x
3
y + 2 xy

f(x, y) = x
3
y + x

2
y + 3 xy

4 (0.5, 0.5, 0.5, 0.5)
f(x, y) = x

2
y + xy

2

f(x, y) = x
2
y + xy

2
+ 2 xy

4 (0.5, 0.5, 0.5, 0.5)
f(x, y) = xy

f(x, y) = 3 xy
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I LGP and LU classes of bipartite qusext
In this appendix we list all the LFP equivalence classes of a bipartite qusext TEH states, i.e., states that
correspond to polynomial functions. We added a comprehensive list of matrices to an online repository.

Table 5: The full classification of the equivalences of bipartite TEH states und LU and LFP operations in dimension

6. The horizontal lines indicate di�erent LFP classes while the singular values identify di�erent LU classes.

Schmidt Rank Singular Values Polynomial

1 (1.0, 0.0, 0.0, 0.0, 0.0, 0.0) f(x, y) = 0

2 (0.70711, 0.70711, 0.0, 0.0, 0.0, 0.0) f(x, y) = 3 xy

2 (0.90506, 0.42527, 0.0, 0.0, 0.0, 0.0)

f(x, y) = 2 x
2
y

2

f(x, y) = 2 x
2
y

2
+ 2 xy

2

f(x, y) = 2 x
2
y

2
+ xy

2
+ 3 xy

2 (0.90506, 0.42527, 0.0, 0.0, 0.0, 0.0)

f(x, y) = x
2
y

2
+ x

2
y

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 3 xy

2 (0.90506, 0.42527, 0.0, 0.0, 0.0, 0.0)

f(x, y) = 2 x
2
y

2
+ 2 x

2
y

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 3 xy

2 (0.90506, 0.42527, 0.0, 0.0, 0.0, 0.0)

f(x, y) = x
2
y

2
+ xy

2

f(x, y) = x
2
y

2
+ 3 xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ 3 xy

2 (0.8165, 0.57735, 0.0, 0.0, 0.0, 0.0)

f(x, y) = 2 x
2
y

f(x, y) = x
2
y + xy

f(x, y) = 2 x
2
y + 2 xy

f(x, y) = x
2
y + 3 xy

f(x, y) = 2 x
2
y + 4 xy

f(x, y) = x
2
y + 5 xy

2 (0.8165, 0.57735, 0.0, 0.0, 0.0, 0.0)
f(x, y) = 2 xy

2

f(x, y) = xy
2

+ 3 xy

2 (0.8165, 0.57735, 0.0, 0.0, 0.0, 0.0)

f(x, y) = xy
2

+ xy

f(x, y) = 2 xy
2

+ 2 xy

f(x, y) = 2 xy
2

+ 4 xy

f(x, y) = xy
2

+ 5 xy

3 (0.84403, 0.4491, 0.29313, 0.0, 0.0, 0.0)

f(x, y) = x
2
y + xy

2

f(x, y) = 2 x
2
y + 2 xy

2

f(x, y) = 2 x
2
y + xy

2
+ xy

f(x, y) = x
2
y + 2 xy

2
+ xy

f(x, y) = x
2
y + xy

2
+ 2 xy

f(x, y) = 2 x
2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y + xy

2
+ 3 xy

f(x, y) = x
2
y + 2 xy

2
+ 3 xy

f(x, y) = x
2
y + xy

2
+ 4 xy

f(x, y) = 2 x
2
y + 2 xy

2
+ 4 xy

f(x, y) = 2 x
2
y + xy

2
+ 5 xy

f(x, y) = x
2
y + 2 xy

2
+ 5 xy
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3 (0.77814, 0.57735, 0.24732, 0.0, 0.0, 0.0)

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ 3 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ 3 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 4 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 5 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ 5 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ 5 xy

3 (0.77814, 0.57735, 0.24732, 0.0, 0.0, 0.0)

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ 3 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 3 xy

f(x, y) = x
2
y

2
+ x

2
y + 4 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ 4 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ 4 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 5 xy

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ 5 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 5 xy

3 (0.77814, 0.57735, 0.24732, 0.0, 0.0, 0.0)

f(x, y) = x
2
y

2
+ xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ xy

f(x, y) = x
2
y

2
+ xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ xy

2
+ 4 xy

f(x, y) = x
2
y

2
+ 5 xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ 5 xy

3 (0.77814, 0.57735, 0.24732, 0.0, 0.0, 0.0)

f(x, y) = 2 x
2
y

2
+ xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ xy

2
+ 5 xy

3 (0.57735, 0.57735, 0.57735, 0.0, 0.0, 0.0)
f(x, y) = 2 xy

f(x, y) = 4 xy

4 (0.63998, 0.63998, 0.30071, 0.30071, 0.0, 0.0)

f(x, y) = x
2
y

2

f(x, y) = x
2
y

2
+ 2 xy

2

f(x, y) = x
2
y

2
+ xy

2
+ 3 xy

4 (0.63998, 0.63998, 0.30071, 0.30071, 0.0, 0.0)

f(x, y) = 2 x
2
y

2
+ x

2
y

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 3 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ 5 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 5 xy

4 (0.63998, 0.63998, 0.30071, 0.30071, 0.0, 0.0)

f(x, y) = x
2
y

2
+ 2 x

2
y

f(x, y) = x
2
y

2
+ x

2
y + 3 xy

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ 4 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 4 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ 5 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ 5 xy

4 (0.63998, 0.63998, 0.30071, 0.30071, 0.0, 0.0)

f(x, y) = 2 x
2
y

2
+ xy

2

f(x, y) = 2 x
2
y

2
+ 3 xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ 3 xy
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4 (0.57735, 0.57735, 0.40825, 0.40825, 0.0, 0.0)

f(x, y) = x
2
y

f(x, y) = 2 x
2
y + xy

f(x, y) = x
2
y + 2 xy

f(x, y) = 2 x
2
y + 3 xy

f(x, y) = x
2
y + 4 xy

f(x, y) = 2 x
2
y + 5 xy

4 (0.57735, 0.57735, 0.40825, 0.40825, 0.0, 0.0)
f(x, y) = xy

2

f(x, y) = 2 xy
2

+ 3 xy

4 (0.57735, 0.57735, 0.40825, 0.40825, 0.0, 0.0)

f(x, y) = 2 xy
2

+ xy

f(x, y) = xy
2

+ 2 xy

f(x, y) = xy
2

+ 4 xy

f(x, y) = 2 xy
2

+ 5 xy

6 (0.55023, 0.55023, 0.40825, 0.40825, 0.17488, 0.17488)

f(x, y) = x
2
y

2
+ x

2
y + xy

2

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2

f(x, y) = x
2
y

2
+ x

2
y + xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

f(x, y) = x
2
y

2
+ x

2
y + xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + xy

2
+ 3 xy

f(x, y) = x
2
y

2
+ x

2
y + 2 xy

2
+ 3 xy

f(x, y) = x
2
y

2
+ 2 x

2
y + 4 xy

f(x, y) = x
2
y

2
+ x

2
y + 5 xy

6 (0.55023, 0.55023, 0.40825, 0.40825, 0.17488, 0.17488)

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 2 xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + xy

2
+ 3 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 2 xy

2
+ 3 xy

f(x, y) = 2 x
2
y

2
+ x

2
y + 4 xy

f(x, y) = 2 x
2
y

2
+ 2 x

2
y + 5 xy

6 (0.55023, 0.55023, 0.40825, 0.40825, 0.17488, 0.17488)

f(x, y) = 2 x
2
y

2
+ xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ xy

f(x, y) = 2 x
2
y

2
+ xy

2
+ 2 xy

f(x, y) = 2 x
2
y

2
+ xy

2
+ 4 xy

f(x, y) = 2 x
2
y

2
+ 5 xy

f(x, y) = 2 x
2
y

2
+ 2 xy

2
+ 5 xy

6 (0.55023, 0.55023, 0.40825, 0.40825, 0.17488, 0.17488)

f(x, y) = x
2
y

2
+ xy

2
+ xy

f(x, y) = x
2
y

2
+ 2 xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ 2 xy

f(x, y) = x
2
y

2
+ 4 xy

f(x, y) = x
2
y

2
+ 2 xy

2
+ 4 xy

f(x, y) = x
2
y

2
+ xy

2
+ 5 xy
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6 (0.59682, 0.59682, 0.31756, 0.31756, 0.20727, 0.20727)

f(x, y) = 2 x
2
y + xy

2

f(x, y) = x
2
y + 2 xy

2

f(x, y) = x
2
y + xy

2
+ xy

f(x, y) = 2 x
2
y + 2 xy

2
+ xy

f(x, y) = 2 x
2
y + xy

2
+ 2 xy

f(x, y) = x
2
y + 2 xy

2
+ 2 xy

f(x, y) = x
2
y + xy

2
+ 3 xy

f(x, y) = 2 x
2
y + 2 xy

2
+ 3 xy

f(x, y) = 2 x
2
y + xy

2
+ 4 xy

f(x, y) = x
2
y + 2 xy

2
+ 4 xy

f(x, y) = x
2
y + xy

2
+ 5 xy

f(x, y) = 2 x
2
y + 2 xy

2
+ 5 xy

6 (0.40825, 0.40825, 0.40825, 0.40825, 0.40825, 0.40825)
f(x, y) = xy

f(x, y) = 5 xy
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