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Abstract

We obtain new separation results for the two-party external information complexity of boolean func-
tions. The external information complexity of a function f(x,y) is the minimum amount of information
a two-party protocol computing f must reveal to an outside observer about the input. We obtain the
following results:

e We prove an exponential separation between external and internal information complexity, which
is the best possible; previously no separation was known.

e We prove a near-quadratic separation between amortized zero-error communication complexity
and external information complexity for total functions, disproving a conjecture of [Bral2].

e We prove a matching upper showing that our separation result is tight.

1 Introduction

The main object of study in this paper is the external two-party information complexity of problems. For a
two-party communication protocol 7 (z, y), with inputs distributed according to some (z,y) ~ p, one can
define the following complexity measures:!

o the (average case) communication cost CC,,[r] of 7 is the expected number of bits exchanged in 7;

o the external information cost Ifj“e'"a' [7] of 7 is the expected amount of information an external ob-
server learns about the inputs (x, y) by observing an execution of 7 (z, y);

e the internal information cost Ii:te”‘a' [7] of 7 is the expected amount of information the protocol par-
ticipants learn about the inputs (z, y) by observing .

For a given computational task — such as computing a boolean function f(x,y) with a prescribed error ¢
— one can define the {average case communication, external information, internal information} complexity
of performing the task by taking the infimum of the corresponding cost over all protocols 7 that succeed at
performing the task. Thus:

e the (average case) communication complexity CC,[f, ] is the smallest expected number of bits that
need to be exchanged to compute f with error < ¢;

e the external information complexity ICZXtema' [f, €] is the smallest amount of information that must be
revealed to an external observer by two parties who need to compute f with error < ¢;
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e the infernal information complexity ICZ‘tema' [f,€]? is the smallest amount of information that must
be revealed by the players to each other while computing f with error < €.

It follows from basic information-theoretic calculations that for all tasks:
IC'ithernal[f7 E] < Iczxternal[f’ 8] < CCM[f, E]. 1)

Within the theoretical computer science literature, notions of information complexity had been introduced
at least twice. It was introduced once in the context of information-theoretic security [BYCKO93], where
a low ICZ"‘E”“"[ f, €] would mean that information-theoretically secure two-party computation is possible
(turns out to be impossible in most cases). It was introduced in a different set of works, starting with the use
of external information cost, in [CSWYO01, BYJKS04], in the context of proving communication complexity
lower bounds by using information-theoretic reasoning to prove an information complexity lower bound, and
then using (1) to deduce a communication complexity lower bound. More recent surveys on information
complexity can be found in [Bral5, Weil5].

Starting with the works of Shannon in the 1940s, the main motivation for using information-theoretic
quantities is that they fensorize’. For example, if X; and X, are two independent random variables, then
their Shannon’s entropy satisfies H (X;X2) = H(X1) + H(X>). Turns out that internal information com-
plexity satisfies a similar property (and, thus, is arguably the correct information-theoretic version of two-
party communication complexity). For simplicity, denote by (f9,¢) the task of computing ¢ independent
copies of f, each with error < ¢, then

Ici?;cernal[fq, 5} =q- ICiﬂnternaI[f, 8]. (2)

Such a relationship was known to be false for CC, and was believed to also not hold for IC®t*™?! although
to the best of our knowledge only in the present paper we rule it out for all values of € including € = 0.

Equations (1) and (2) together provide a blueprint for proving communication lower bound on computing
multiple copies of a function:

CCpalfi,e] = ICTe™ £, €] = ¢ - IC*™I[ £, ]. 3)

Thus, an information complexity lower bound on f, implies a communication lower bound on multiple
copies of f. Moreover, a slight twist on (3) allows one to use similar reasoning to prove lower bounds on
e.g. an OR of ¢ copies of f, to obtain tight bounds on the communication complexity of functions such as
Disjointness [BYJKS04, BGPW13].

It turns out that, in fact, for € > 0 (3) is tight [BR14]. For all f and £ > 0 the following holds:

. q _ internal
qh%rgo CC;L‘? [f ; 8]/q - ICM [fa E}' (4)

Equation (4) has given rise to two questions:

e What is the relationship between ICL’;tema'[ f,€] and CC,[f,e]? How large can the gap in (1) be?
This question is sometimes called the “interactive compression question”, and is equivalent to the
direct sum question for two-party communication complexity;

o What happens in (4) when ¢ = 0 — that is, when no error is allowed? Note that, not coincidentally,
in other communication settings allowing error drastically alters the communication complexity of
problems. For example, the communication cost of EQ,,(z, y) — the problem of determining whether
two n-bit strings are equal is O(log 1/¢) independent of n when error ¢ is allowed, but increases to
n + 1 when no error is allowed.

2Sometimes called simply “information complexity”.
3 Also said to satisfy a “direct sum” property in the TCS literature.



Separation between information and communication. The first question was answered by Ganor, Kol,
and Raz [GKR16], who showed an exponential separation between internal information complexity and
communication complexity. Moreover, such separation is the best possible [Bral5]. In other words, there is
a boolean function f such that ICZ‘ter”a'[ f.e] = O(k), while CC,[f, ] = Q(2¥). In addition, exponential
separation was shown between external information and communication complexity — at least for tasks
[GKR19].

Therefore, in the context of (1), at least for tasks, the second inequality was known to be strict (with the
maximal possible exponential separation). A separation in the first inequality had been strongly suspected
but never proven. In this paper (Theorem 1.2) we show that, in fact, the example from [GKR16] has an
exponential external information complexity (and not just exponential communication complexity), and
thus gives an example of an f such that

ICZXtemal[f, 8] > QQ(ICi‘Tternal[f,s])' %)

As will be discussed later, we need (5) in order to separate external information from zero-error amortized
communication.

Zero-error amortized communication. A second mystery that remains in the wake of (4) is what happens
with zero-error amortized communication? In other words, what can we say about the quantity:*

lim CC,q[f?,0]/q (6)
q—00

A canonical example of a function where zero-error and vanishing-error communication costs diverge is the
n-bit Equality function EQ,,(x,y) := 1,—,. It is known that the amortized communication complexity of
EQ, is O(1) [FKNN95]. As a consequence of this result (which can also be seen directly [Bral5]), one gets
for all p,

ICie™EQ,,, 0] = O(1).

On the other hand, it is not hard to see using fooling sets, that

. q _
qli)rgo CC#q [Ean O]/q Q(n)v

where  is the distribution p = %U (z,2) t %U(%y) — a mixture of the uniform distribution and the uniform

distribution on EQ,, !(1). Therefore (4) has no chance of holding when ¢ = 0. More precisely, half of the

proof of (4) holds for € = 0, yielding

lim CCya[f7,0]/q > IC;**™[£,0], (7)
q—00

but this inequality may be strict, as is indeed the case for f = EQ,,.

An attempt to prove the < direction in (7) would involve trying to compress a low-internal informa-
tion protocol for f? into a low-communication one. Such compression procedures exist [BR14], but they
inherently introduce errors (where with a tiny probability the message received doesn’t match the message
sent). In contrast to internal information, there is a zero-error compression protocol for external information
[HIMR10] leading to a variant of a converse to (7) where internal information is replaced with external
information:

lim CCa[f?,0]/q <ICE £, 0]. (8)
q—0o0

“Here, zero-error means that the protocol has to always output the correct value of f(x,y), even if u(z,y) = 0.



We formally prove (8) for completeness purposes in Section A.1 (Theorem A.1). Inequality (8), along with
the fact that inequality (7) is easily seen to not be tight led to the following conjecture [Bral2]:

Conjecture : li_)rn CCLa[f?,0]/q = @(ICZXtemal[fv 0]). )
q—00

There were several reasons to believe this conjecture. Translated to this language, a result of Ahlswede
and Cai [AC94] shows that (9) holds (with a constant 1) when f is the 2-bit AND function for the hardest
distribution ;+ — the quantity on both sides is log, 3. A version of (9) in fact holds for one-sided non-
deterministic communication/information, which we prove in Section A.2 for completeness. Here the Ot
superscript stands for the complexity of proving that the value of f(x,y) = 1.

Theorem 1.1. Let pu be a distribution with supp(p) C f~1(1), then

Iczxternal,l[f’ O] < qli_glo CC}; [fq, 0]/(].

We should note that a quadratic upper bound on Iij“emaI [f, €] in terms of amortized zero-error com-
munication complexity (Theorem 1.5) does hold. Informally, this upper bound can be thought of as a conse-
quence of Theorem 1.1 (along its co-nondeterministic counterpart) similarly to the D(f) < N°(f) - N1(f)
bound on deterministic communication complexity in terms of non-deterministic communication complex-
ity.

It should be noted that in Conjecture (9) it is important that the zero-error of communication holds for all
potential inputs to f (even when y is not full-support). In other words, correctness shouldn’t be predicated
on a “promise” about the inputs (z,y). In the promise setting, a counterexample has been constructed by
Kol, Moran, Shpilka, and Yehudayoff [KMSY16]. In the context of the counterexample, Theorem 1.1 also
doesn’t hold, which suggests a large gap between the promise and non-promise regimes.

Our main contribution is to disprove Conjecture (9). In light of (7), a prerequisite for disproving the
conjecture is being able to separate internal information complexity from external information complexity
along the lines of (5).

1.1 Main results

We now state our main results formally. First, as alluded to before, we show an exponential separation
between internal information and external information.

Theorem 1.2. For all € > 0, for large enough k, there is n € N, a function f: {0,1}" x {0,1}" — {0,1}
and an input distribution p satisfying:

1. 1Cintemal[ £ o] < O(k),
2. Iczxternal[f’ 6] > 2Q(k)

Secondly, using Theorem 1.2 we disprove Conjecture 9. We show that even if one considers the external
information of f for protocols with constant error, a near-quadratic gap between it and the amortized zero-
error communication complexity is still possible:

Theorem 1.3. For large enough k, there is n € N, a function f: {0,1}" x {0,1}" — {0, 1} and an input
distribution p such that

1. limg o0 %CCMq (f9,0) < O(VElog*k),



2. 1C*ml[f 1/16] > Q(k).

If one insists on external information of protocols with zero-error, a much stronger separation result
holds (and in fact quickly follows from Theorem 1.3):

Corollary 1.4. For large enough k, there isn € N, a function f: {0,1}" x {0,1}" — {0, 1} and an input
distribution p such that

1. limgy o0 £ CCLa(f9,0) < O(1),
2. 1Ctemal[r 0] > Q(k).

It is worth noting that the separation given in Theorem 1.3 is nearly tight, and in general the external
information with constant error is at most the square of the amortized zero-error communication complexity:

Theorem 1.5. There exists an absolute constant C > 0, such that for any € > 0, f: {0,1}" x {0,1}" —
{0, 1} and an input distribution p1, we have that

external C : 1 ?
IC5 [fye] < = | lim 6CCMq(fq,O) )

g2 \g=oo

1.2 Proof overview and discussion

Separating external and internal information. As discussed earlier, having a problem with a low in-
ternal information complexity but a high external information complexity appears essential for our main
separation result. We actually prove that the Bursting Noise Function, which was introduced by [GKR16] to
separate internal information complexity from randomized communication complexity also separates inter-
nal information complexity from external information complexity. To that end, we extend the reach of the
relative-discrepancy lower bound technique from [GKR16] to apply to external information complexity.

We do this by introducing a property of protocols having “universally low external information”. We
then show that (1) low external information cost protocols can be approximated with universally low external
information protocols; and (2) universally low external information protocols (just like low-communication
protocols in [GKR16]) do very poorly when trying to compute functions with the appropriate relative dis-
crepancy property.

Separating amortized zero-error communication from external information. It is actually surpris-
ingly difficult to construct a candidate function for our main separation. We need a function with a low
amortized zero-error communication, but a high external information complexity. Low amortized commu-
nication implies low internal information complexity. This means that inside the construction we should use
a separation between internal and external information.

In addition, as seen in Theorem 1.1, non-deterministic zero-error amortized communication complexity
appears to be connected to zero-error non-deterministic external information complexity. This connection
is reinforced by Theorem 1.5. Therefore, the construction is likely to require a function featuring maximum
possible (i.e. quadratic) separation between non-deterministic communication and deterministic communi-
cation complexity.

Indeed, our starting point is a boolean function whose query complexity exhibits a quadratic separation
between deterministic and non-deterministic complexity. To “lift” this separation into the communication
world, our construction uses an idea that is close in spirit to the cheat sheet lifting constructions [ABK16,



ABB™16]. At a high level, we too want to give advantage (say, access to non-deterministic certificates) to
certain class of protocols (in our case, protocols that solve many independent instances). Our construction
however implements this high-level idea differently.

We hide extra information as an output of an auxiliary function f. Our chosen function f has low internal
information complexity so as to be useful for constructing a protocol with low amortized communication
complexity. This extra information allows us to evaluate our function on all but o(1) fraction of the input
tuples of the players in which they fail (and therefore importantly do not introduce errors), and for those one
may use a trivial protocol (which would contribute at most o(1) to the amortized communication anyway).
The second property that we need is that this extra information would be useless for protocols with low
external information attempting to solve only a single challenge. Indeed, our chosen function f will have
high external information complexity, and our argument in the proof of Theorem 1.2 actually shows that low
external information protocols are unable to gain even a slight advantage for computing f. In particular, the
extra information we hide looks essentially random to them, and therefore does not offer any help.

With this intuition in mind, the starting point of our construction is a function i : {0,1}"™ — {0,1}
and its AND-lifting hx: {0,1}" x {0,1}"™ — {0, 1} defined as hn(x,y) = h(z A y), with the following
properties: (1) the external information of h, is €(m); (2) one can certify that h(z) = 0 or that h(z) = 1
using only C' = O(y/m) bits. We then wish to construct a function H on 4-tuples, (x, y, u, v), whose output
on (x,y,u,v) is ha(z,y), and (u,v) encodes a certificate for that on the support of our input distribution.
Here, by “encodes” we mean that (u, v) could be viewed as a sequence of C input tuples to f, and that these
bits encode a certificate to hx (x, y). Thus, for the purposes of amortized communication complexity, we use
the back-door (u, v) and only have to pay communication proportional to the internal information of f (after
retrieving the hint f(u, v) we still need to use O(C') communication to verify its veracity to ensure the final
answer is never wrong). On the other hand, f(u,v) will look almost random to a low external information
protocols, and hence is essentially useless for them, so the external information of our protocol must be the
external information of ha, i.e. at least Q(m).

Discussion. Of the two questions raised in the beginning of Section 1, in this paper we have given the
optimal separation between internal and external information complexity. On the other hand, the mystery of
understanding amortized zero-error communication complexity has only deepened. We now know that it is
different from external information complexity, and that the worst possible gap is in some sense quadratic.
This leaves the question of characterizing zero-error amortized communication complexity wide open.

Open Problem 1.6. Characterize the amortized zero-error communication complexity of functions. For
simplicity, suppose 1 has full support. Characterize:

ZAC(f, 1) = lim CCua(f%,0)/g. (10)

where CC is average-case distributional communication complexity with zero error.

Ideally, the characterization would be in terms of information-theoretic quantities pertaining to comput-
ing a single copy of f. Such a characterization is sometimes called “single letter” characterization in the
information theory literature. It is likely that understanding this quantity will lead to further communication
complexity insights.

Organization. In Section 2, we recall some standard notions and tools that will be needed in our proofs.
We prove Theorem 1.3 in Section 3, and Theorem 1.3 in Section 4. Finally, we prove Theorem 1.5 and
Corollary 1.4 in Section 5.



2 Preliminaries

2.1 Information theory

We begin with a few basic definitions from information theory. Throughout the papers, we only consider
random variables with finite support.

Definition 2.1. Let X, Y be random variables with a finite support.

1. The Shannon entropy of X is H{X] = > Pr[X = z]|log <m>

2. The Shannon entropy of X conditionedonY isH[X | Y] = Ey~y [H[X | Y = y]], where H{X | Y =
Y =SPriX=u 1Y = yllog (=t vy )
Definition 2.2. Let X,Y, Z be random variables with a finite support.
1. The mutual information between X and Y is 1| X;Y] = H[X] — HX|Y].
2. The mutual information between X,Y conditionedon Z is1[X;Y | Z] =H[X | Z] - H[X | Y, Z].
Definition 2.3. Let X,Y be random variables with a finite support. The KL-divergence from'Y to X is

Dk (X | Y) =) Pr[X =z]log (E%iﬁ)
Ty

We will need the following standard facts from information theory (for proofs, see [Cov99] for example).

Fact 2.4. Let X, Y, Z be random variables. Then

I[X,Y:Z] = E DL (Z|x =2,y =y || Z2)]-
(x»y)N(XvY)

Fact 2.5. Let X,Y1,...,Y, be random variables. Then

n
X Y1, Y] = Y IXG Y | Yo,

i=1
Fact 2.6. Let XY, Z be random variables. Then 1| X;Y | Z] <1[X;Y, Z].
For p € [0, 1], we denote by B(p) a Bernoulli random variable with parameter p.

Fact 2.7. Let p, q € [0, 1] and suppose that % <qg< % Then

9(p—q)*
2(p — q)* < Dz (B(p) || B(q)) < oo

2.2 Communication complexity

Let f : X x )Y — {0,1} be a function, let x be a distribution over its inputs and denote (X,Y) ~ p.
Throughout, we denote by IT a two-player communication protocol, and by I1(X,Y") the distribution over
transcripts of the protocol where the inputs are sampled according to the random variables (X,Y). We
denote the output of a specific transcript 7 by output(7). Abusing notations, for inputs x, y, we denote by
output(II(z, y)) the random variable which is the output of IT when ran on inputs z, y.



Definition 2.8. The internal information of the protocol 11 is defined as ther”a' (1] = I[IL; X |Y]+I]IT; Y| X].
For an error parameter 0 < € < %, we define the internal information cost of f on p with error € by

ICinternaI ’ — inf Iinternal I,
® [f 5} H:Pr<zyy>~u[f(a:,xl)ryléoutput(l_[(x,y))]ga ® [ ]

Definition 2.9. The external information of the protocol 11 is defined as Ileftemal (] = I[IL; X, Y].
For an error parameter 0 < € < % we define the external information cost of f on p with error € by

ICexternaI f, el = inf Iexternal Il
K [ ] H:Pr(r,y)r\‘p[f(mvy)7én($>y)}<€ K [ ]

Fact 2.10. For any function f and € > 0 it holds that ICZXtema' [f,e] = ICEter"al [f, el
We need to use the notion of smooth protocols, as defined in [BBCR13].

Definition 2.11. A two-player protocol 11 is called smooth if for every pair of inputs x,y, a step i in the
protocol, and a possible transcript T up to the (i — 1)-th step, it holds that the distribution of the next
message M; satisfies that% <Pr[M;=1|z,y,T] < %

An important fact that we will use, is that one can transform a given protocol II into a smooth protocol
IT’ that has roughly the same error probability, whose information cost is the same as the original protocol
II. Such statement was proved in [BW15, Lemma 23] for internal information, and the same argument also
works for external information. We thus have the following lemma.

Lemma 2.12. Suppose f: {0,1}" x {0,1}" — {0, 1} and that  is a distribution over {0,1}" x {0,1}",
and e,&' > 0. Then any protocol 11 for (f, ) with external information at most M and error at most £’ can
be turned into a smooth protocol IU for (f, ) external information at most M and error at most €' + ¢.

Fact 2.13. Let P, (Q be distributions over domain X. Then

ZP log<QEi;)’<DKL(P”Q)+8

Proof. Partition A = {z | P(z) < Q(X)} into A; = {z[27771Q(z) < P(z) < 277Q(z)} where j =
0,1,.... Then the left hand side is

;P( 10g< i) ZZ log< Eg) Dk (P || Q) +QZZ (Eg)

j=0xz€A; j=0x€cA;

The proof is now concluded by noting that

ZZP(w)log( i) ZZQJQ )J+1) < 22] = 4. O
7=0

j=0x€A; Jj=0z€A;




2.3 Probability

We will need the following immediate corollary of Doob’s martingale inequality.

-----

Pr [Elz' such that | X;| > \/M/s} <e.

Proof. By Doob’s martingale inequality, Pr [maxi | Xi| > /M /5} < E%’;H <Y Eiﬁb] <e. O
Definition 2.15. Let X,Y be random variables over the same universe U. The statistical distance between
X,Yis
1
SD(X.Y) = 5 ZE;J Pr[X = 4] —Pr[Y:u]‘.
u

Fact 2.16. Let X, Y be discrete random variables over the same universe U. Then there is A C U such that
SD(X,Y)=1—- > Pr(X=z]—- > Pr[Y =z
z€A A

3 Separating internal and external information cost

In this section, we prove Theorem 1.2. A key notion of our proof will be the relative-discrepancy measure,
introduced in [GKR16].

Definition 3.1. For a function f: {0,1}" x{0,1}" — {0, 1} and a distribution . over {0,1}" x {0, 1}", we
say (f, 1) has (g, 0) relative-discrepancy with respect to a distribution p, if for any rectangle R = A x B C
{0,1}" x {0,1}" for which p(R) > 6, it holds that

1 p(ROFH0) > (5 - 2)p(R)
2. and (R0 71 (1) > (4 — )p(R).

In [GKR16], the authors show that if ( f, ;1) has strong relative-discrepancy, then CC,,(f,1/2 —¢’) must
be high. More precisely, they show if (f, i) has (g, §) discrepancy, then any protocol for f on the distribution

 that achieves advantage of &', must communicate at least log (5/55) bits. The main result of this section

strengthens this assertion, as follows.

Theorem 3.2. Let M € N, §,& > 0 and let j1 be a distribution over {0,1}" x {0, 1}". Suppose f: {0,1}" x
{0,1}" — {0, 1} such that (f, ) has (e, ) relative-discrepancy, and 11 is a protocol for computing f such
that 1S(TI] < M, then

1 M
(rE)YNu (z,y) = f(z,y)] < 5 + 2000 max (8, log(1/5)> .

Counter positively, if (f, u) has (g,0) relative-discrepancy and II is a protocol for (f, ) achieving
advantage ¢/, then the external information of IT according to 1 is at least (¢ — 2000¢) log(1/6). Therefore,
the relative-discrepancy measure allows us to prove lower bounds on the external information cost of a
function, which is always smaller than the communication complexity of a function.

To prove Theorem 3.2, we instantiate Theorem 3.2 with the “bursting noise function” from [GKR16],
which we present next.



The bursting noise function. Let k € N be thought of as large, and set ¢ = 24 The bursting noise func-
tion, fpurst 18 @ pointer chasing function on a tree of height ¢, however the input distribution y is supported
only on z, y that are very correlated. More precisely, for b € {0, 1}, we define the distribution j; according
to the following sampling procedure: we think of a complete binary tree of depth ¢, and for each vertex in
the tree, each player has a bit in their input. We think of vertices from odd layers as being owned by Alice,
and vertices from even layers as being owned by Bob. Partition the layers of the tree into ¢/k multi-layers (a
multi-layer consists of k& consecutive layers), and sample ¢ € {1,...,c/k} uniformly. For each multi-layer
j < i, and for each vertex u in multi-layer j, we choose y,, € {0, 1} uniformly, and set z,, = b ® y,. In
layer 4, for each vertex v in it, we choose z, y,, € {0, 1} independently and uniformly.

Next, we define the notion of a typical vertex. We say a vertex p from layer ¢ is typical, if considering
the part of the path from the root to p that is inside multi-layer 7, on at least 80% of it, on at least 80% of
the odd locations on that path it agrees with x, and on at least 80% of the even locations of the path it agrees
with y.

For the rest of the layers, for each vertex u, let p(u) denote the ancestor of w from layer i. If p(u) is
typical, we again take the bits to be uniform such as x,, = b @ y,,, and if p(u) is atypical we take x,,, y, as
independently chosen bits.

For (z,y) € supp(up), we define fyurst(z,y) = b. We take 1 = o + 3 111. We remark that each one

k
of 2 and y are n-bit Boolean strings where n = ©(2°) = ©(22" ).
In [GKR16], the following two important properties are proved for the bursting noise function.

Lemma 3.3. IC1*™[f 27F] = O(k).

Lemma 3.4. The pair (f, 1) has the (,0) relative-discrepancy property with respect to p for € = 27% and
d=¢/ 22",

First, we quickly show that Theorem 1.2 follows from Theorem 3.2 and the above lemmas.

Proof of Theorem 1.2. Fix 1 > 0 a small constant, and choose k large enough. Using Lemma 3.4 together
with 3.2 gives us that ICS**™[f, ] > 2%(*) whereas Lemma 3.3 gives us that IC[**™![f, 5] = O(k). O

The rest of this section is devoted to the proof of Lemma 3.2, and we begin by giving a proof outline.

Outline of the proof of Theorem 3.2. The proof has two components. Fix a function f and an input
distribution y. In the first step we show that any protocol II for (f, ) with low external information, can
be converted into a protocol I1’ such that (a) IT" has roughly the same error in computing (f, 1), and (b) IT’
never reveals too much information about the player’s input, with respect to any measure p; we refer to such
protocols as having “universally low external information” (defined formally below). In the second step, we
show that if (f, 1) has the (g, d) relative-discrepancy property, then a protocol IT with low universal external
information can only have a small advantage of in computing (f, ). Quantitative issues aside, it is clear
that one can combine steps (a) and (b) above to prove that a low external information protocol cannot have
a significant advantage in computing a function that has strong relative-discrepancy.

3.1 Universal external information

Suppose II is a protocol between Alice and Bob. Suppose Alice speaks first, and denote her messages by
A= (Ay,...,An), and Bob’s messages by B = (Bj, ..., B,,). For each point i € [m] in the protocol, a

10



possible exchange of messages (a, b) € {0,1}™ x {0,1}™, and a pair of inputs z, y € {0,1}", denote

Pj,H,i(% b) = Pr [Aj=a;|Acj=0acj,Bcj =bj, X =1,
C (XY )
1<t

P i(a,b) = Pr [Bj=b;|Agj = agj; B<j = b<j, Y = yl.
oY)

If this product runs through the whole protocol, i.e. ¢« = m + 1, we omit the subscript ¢ and simply write
P% (a,b) and P}, ;;(a,b).

Definition 3.5. With the above notations, we say a protocol 11 has universal external information at most
M, if there are non-negative functions n4(a, b) and ng(a, b) over transcripts, such that the following holds.

1. The function n(a,b) = na(a,b)np(a,b) is a probability distribution.
2. Forany (z,y) € {0,1}" x {0, 1}* and (a,b) € {0,1}™ x {0,1}™ it holds that

Pjn(a,b)
nA(av b)

P (a,b)

27M
nB(aa b)

M 27M

)

oM. (11)

Informally, a protocol has low universal external information, if for all possible transcript 7 = (a, b),
no input of Alice (or Bob) makes m much more likely from their point of view. We remark that having low
universal external information is a very strong property. For example, it implies that the external information
of the protocol is low with respect to any distribution.

Lemma 3.6. Suppose that a protocol 11 has universal external information at most M. Then for any distri-
bution p over (x,y), we have that I‘;Xtema' [IT] < 2M.

Proof. Let na,np and n = n4 - np be from Definition 3.5. First, we argue that for all inputs z, y it holds
that Dxp, (II| x—z,v=y || 7) < 2M. Indeed, by definition

Prill=7n|X==2Y =
Dict (] x sy, |n>=ZPr[H=w|X=a:,Y=yuog( [=r] y]).
s

n(m)

Noting that Pr (Il =7 | X =2,Y =y] = ngn(w)P}iH (m), we get from the universal external informa-
tion property that
Prill=7|X=2z,Y =y
n(m)
and plugging that in above yields that Dxy. (II| x—, y—, || 7) < 2M.
The statement will thus follow if we show that IZXtema'[H] < Egy)~p DL (| x =2,y =y || 7)]. Indeed,
using the definition of external information and Fact 2.4 we get that

<224,

1etemal (] = I,[X, V3 10) = ( Ej [DkL (| x =2,y =y [| TD)],
z,y)~p

11



and therefore

E Dkt (x—sy—y | m)] ™M= E [Dre(Mx—sy—y | 7) = Dkr [x=s,y—y || )]

(z,y)~p (z,y)~p
PI'XYN [H:W]
= E Pr(II(x,y :W10g< P >
(z.9)~p 2 Pritizy) =] n(m)

=3 Pr [M=n]log <er,YNp = w])

n(m)
=Dk (I ) = 0.0

3.2 Step (a): fixing external information leakage

Our goal in this section is to prove the following lemma, asserting that a low external information protocol
may be converted into a protocol with low universal external information with only small additional error.

Lemma 3.7. Lete, &’ > 0 and let p be distributions over {0,1}" x{0,1}". Suppose f: {0,1}" x{0,1}" —
{0, 1} is a function, and 11 is a protocol (f, i) that has error at most €' and Ifj‘ter"a' [ITI] < M. Then there is
a protocol IU for (f, ) such that

1. The error of ' on (f, 1) is at most €' + 40¢.
2. The universal external information of 11 is at most 2M /e + 1.

We begin by explaining the idea in behind the design of IT’. In IT" we will simulate I, except that each
player will also measure how many bits of external information they have leaked so far (this is possible
to do since it only depends on the transcript up to that point, and their input). In case this number of bits
has exceeded a certain threshold, the player changes their behaviour and enters a “strike” in which they
will act in a way that does not reveal any additional external information regarding his/her input. Strictly
speaking, once a player determines they have leaked too much information, they will forget about their input
and instead sample their answer according to their answer distribution at that point in II, conditioned on the
transcript so far (but not on their specific input).

Let us now be more precise. Fix a protocol IT such that IEX" [I1] < M, and recall the definitions of
Pj11,(a,) and P 1 :(a, b) above. We will also need to define their averaged counterparts, i.c.

de
nai(a.b) 2 Pamia,b) = Pr [Aj =a;[A<j = a<j, B<j = bejl,
. (X7Y)Nlu‘
1<
def
nB.i(a,b) = Ppi(a,b) = Pr [Bj = b; [Agj = agj, B<j = b<jl,
j<i (X7Y)Np“

(the a4, nB,; notations is not a coincidence, and we will use these functions to exhibit the fact that the
protocol II" we construct has low universal external information). We note that P4 11, P% [y ; only depend
on the ¢ — 1-prefixes of a and b, and Pg 11, P}, 1; ; only depends on the i-prefix of a and i — 1-prefix of
b. We will therefore sometimes abuse notations and drop the rest of a, b from the notation. We also note
that P} p ; PZ,H,%‘ depend only on x and y (and not on p). This is because, at each point in time, a player’s
message only depends on their input, and the messages they received from the other player so far.

12



Pg i(acibes)

With these notations, we may consider for each a, b, the likelihood ratios S ;(a<i, b<i, ) = (@b

Py -(CL<‘ b )
X . . _ B,i\"'S® <z
and Sp(a<i,b<i,y) = n5.1(a,b)

given exchange of messages (a, b) is, when knowing x and y respectively, compared to only knowing that
(z,y) ~ p. Thus, we may expect an external observer to learn many bits of information in case the protocol
was executed and the resulting exchange of messages a, b has high likelihood ratios, say S4 ,(a, b, x) > oM
(in which case we expect an external observer to learn ~ M bits of information). This turns out to be true,
and actually with slightly more work, one can that the same holds if the likelihood ratios become large at
some earlier point in the protocol, 7 < m.

With this intuition in mind, and noting that Alice (and analogously Bob) can compute S4 ;(a<i, b<;, z)
(analogously Sp i(a<i, b<i, y)) it makes sense that the players should alter their behaviour if at some point in
their protocol, their likelihood ratio gets too high — say, larger than 22*/¢_ Indeed, this is what our protocol
IT' does.

. Intuitively, these quantities measure how much more/ less likely a

The protocol II'.  We simulate the protocol II, with a small change in the beginning of each player’s turn.
Consider a player intending to send their 7th message — say Alice. First, Alice computes Sa (74, 7p, x)
(where 74 are the messages of Alice so far, and mp are the messages of Bob so far). If this quantity is
larger than 92M/e , or at most 9—2M/e , Alice moves into “strike mode”, and otherwise proceeds as usual
according to the protocol II. Upon entering “strike mode”, Alice will sample her subsequent messages only
conditioned on the transcript of the protocol up to that point without taking her input z into consideration.
Le., to send her jth message, for j > 7, Alice considers the transcript of the protocol thus far, a;, b<;, and
the distribution A;(X,Y) | A<;(X,Y) = a<j, B<;(X,Y) = a<j where (X,Y) ~ p, and samples her
next message according to it. Bob implements an analogous check during his turns.

In the remainder of this section, we argue that the probability that a player ever enters “strike mode” in
IT" is small, and so IT' retains roughly the same error as IT on (f, ). We then show that IT" has universal
external information at most 21/ /e 4+ 1. We remark that for technical reasons, we will need to assume that
our original protocol is smooth (as in Definition 2.11). Thankfully, by Lemma 2.12, we may indeed do so
while only slightly increasing the error of the protocol.

3.2.1 The error of II' on y is comparable to the error of IT

In this section we prove the following lemma.

Lemma 3.8. The probability that at least one of the players enters “strike mode” in the protocol 11 when
ran on [ is at most 38e.

First, by Lemma 2.12 we may assume henceforth that the protocol II is smooth and has error at most
¢’ + €. Thus, once we prove Lemma 3.8 it will follow that the error of II’ is at most &’ + 39¢. The rest of
this section is therefore devoted to the proof of Lemma 3.8.

By Fact 2.4 and the definition of KL-divergence

M >1,[X,Y;1] :( H‘% (DxL (| x=z,y=y || 1I)]
)~ p

Pr [H(x7 y) = (a> b)])

- E_ ;Prm(z,y):(a,b)uog( T

(12)
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We set up some notations. Fora,b € {0,1}", letp£b7i(ai) = Prixy)opu [Ai = a; | Aci = a<i, B<; = b,
and similarly we define for Bob pgbﬂ.(bi) = Prix yyou [B; = b; | A<; = a<i, B<i = b<;]. Also, define

Py, a;) = (XEI;NH [A; =a; |Aci = a<i, By = b, X = 1]

and

B
(y,ai) = Pr[Bi=b;i[A< = a<i, B<i = b<i, Y =yl
Pab,i(y, ai) (Xyl)“w[ | A<i = agi, B<i = b< Yl

m
With these notations, we have Pr [II = (a,b)] = [] pfb ;(a;) H pB '.4(bi), and for every fixed , y it holds
i=1

m m
that Pr [TI(z,y) = (a,b)] = [ p2,;(ai, ) T pB,,(bi,y). Thus, (12) gives us that
i=1 i=1

m a; B (2, b;
Z( E |Y Pril(z,y) = (a,b)] <log (pa”()> + log (pa;;(wb)))) <M. (13)

i=1 x»y)NM a,b pa b l(az> pa,b,i

We consider the two terms on the left hand side separately, i.e. define

m A
I) = E > Prii(z,y) = (a,b)]log | =52 |, (14)
=1 @ye |y Payp,i(ai)
m B
Dq z(x7bl)
= Z E ZPr [I(z,y) = (a,b)]log ’2’7 . (15)
i=1 (xvy)NM ab pa,b’i(bi)

We now take a moment to reinterpret these two quantities. Define the random variables Z; 4 4(c) =

log (p; :bl(a(:c;)) ZyapBi(c) = log ( iy b;%ﬁ), where ¢ is the next message of the respective player

conditioned on their input and the transcript so far. Note that the distribution of Z, ;5 4 ;, only depends on
the (i — 1) prefix of a, b and the distribution of Z,, , ;, p ; only depends on the ¢ prefix of a and (i — 1)-prefix
of b. Let By b, 4,i, By a.b,B,; be their expectations, respectively, i.e.

:vabAz— Z PabZIL“C acabAz() acasz— Z pabz y,c xasz()
ce{0,1} ce{0,1}

With these notations, we note that (14) and (15) translate to

m m
=Y E E  [Beapaid|, (ID=) E E  [Eyappi|- (16)
i=1 (Ivy)NH/ a<i~A<i(x7y) i=1 (Ivy)NM agiNAéi(xﬂ/)
bei~Bei(n,y) bei~B<i(w,y)

Analyzing the probability to enter ‘“‘strike mode”. With the notations we have set, we have that

10g(SA2ab:z: ZZxabAzaz

i<t

14



and similarly for Bob, and so probability that one of the players in IT enters “strike mode” is

2M 2M
Pr 3i € [m] such that Z ZyapAila;)| = — or Z ZyabBilbi)| = —1.
a(f;‘z\; ,)be\Z? J<i © J<i c

The rest of the proof is dedicated to upper bound the probability that | Z; 4 4(a;)| = % and the

j<i

Y Zyappi(bi)| = %, each by 19¢. Lemma 3.8 thus follows from the union bound. We
J<i
focus on upper bounding the probability for Alice, and the argument for Bob is analogous.

probability that

Claim 3.9. For each x,y,a,band i, we have that E, o, A i, By ap B, are non-negative and furthermore
Erapai 2 2api(@, 1) =Py Erappi > 2000:(2,1) = pgpi(1)™
Proof. We show the argument for F; , 1, 4 ;, and the argument for £, , ;, p ; is identical. Note that
Eyapai = Dk (Ailx=2,4i=aci,Boi=bo; | AilAci=aciBoi=be,) s
from which the non-negativity is clear. Since II is a smooth protocol, we may use Fact 2.7 and conclude that
Eurapai = 20api(@,1) = papi(1))% O
We note that Claim 3.9 combined with (13) and (16) immediately implies:

Corollary 3.10. We have that

M>(I)>2) E E [(0tyi(@,1) — pipi(1)?]
1 x,y)wu a<iNA<i(x7y)

m
— (
bei~Bi(w,y)

1

Consider a random choice of (z,y) ~ u, a ~ A(x,y) and b ~ B(x,y). Note that the sequence

Q{‘ = Zy.abAila;) — Eyqp 4, forms the sum-martingale G{‘ => QAi, and the similarly the sequence
<i

QZ-B = Zz.ab.8,i(bi) — Ey 4 B, forms the sum martingale Gf = 3" @5, both with respect to the natural
Jj<i

filtration defined by the transcript of the protocol at each step. The following claim upper bounds the
expectation of the square of these sum-martingales in the end.

Claim 3.11. E [(G{)?] < 18(1) < 18M.

Proof. Using the martingale property we have that

m m

E[(GH)?] =) E[(Q*)?] <D E[Zuapaila)?].

i=1 i=1
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Note that fixing =, a«;, b<; we have that

A
p i:b 7;7.(‘%’ C)
]:E [Zx’a7b7A’Z'(ai)2j| — Z pﬁ<i,b<i,i(x’ C) 10g2 <0,T4<Z()> .

ce{0,1} acibeini\®
. paA b 2( )
Using the smoothness of II, we have that % is at least 5 for all ¢ € {0,1}, and since [log(z)| <
acibcini
2|z — 1| forall z > 1/2 we get that
A A 2
Paib i,'(x’c) “Paip z‘f(c)
E[Zrapailas)’] <4 3 po_pei@0) ( )
ce{0,1} Paibeii

By the smoothness of IT we have pf< boiilc) = 1/3forall ¢ € {0,1}, so the above inequality implies that
2

E [Zm7a7b’,47i(ai)2] < 36 (pa<z bessi (x,1) — pf@ bes Z(l)) . The claim now follows by combining this with

Corollary 3.10. O

We are now ready to prove Lemma 3.8.

Proof of Lemma 3.8. Consider a random choice of (z,y) ~ u, a ~ A(z,y) and b ~ B(x,y). Let W7 be

m

the event that Ey.ap,4i = M/e and let W5 be the event that ‘G?’ > /M /e for some i. By Markov’s
i=1

inequality we have that

()
Pr W] < <
U M/e
where we used Corollary 3.10. For W5, using Fact 2.14 and Claim 3.11 gives that
E [(Go)?]
Pr Wy < ———— < 18e.
T [ 2] M/€ 9
Note that | > Z, o4 4.i(a;) }G ’—i—z Eq. a4, s0if none of Wi, Wahold, then | > Z, 45 ai(a;)| <
i<k 7<i

M/e + \/M/e < 2M/e and Alice never enters “strike mode” in the duration on the execution of II'.
Therefore, the probability Alice enters into “strike mode” on an execution of IT' is at most Pr [W;] +
Pr [W3] < 19¢. The same goes for Bob, and Lemma 3.8 follows from the union bound. O

3.2.2 The protocol I’ has universal external information at most 21/ /e + 1

Let N4 = nA,m+1 and np = N m41. It is easy to see that the n(a, b) = na(a, b)np(a,b) is a distribution.
We show that it exhibits that IT' has low universal external information.
Suppose towards contradiction that this is not the case. Then there are inputs x, y and possible transcripts

,(a,b
a, b and a step 7 such that (11) fails — suppose without loss of generality that %(b)) 92M/e+1,

We claim that on an execution of I on x, y that yields the transcript (a, b), it must be the case that Alice
entered “strike mode”. Otherwise, we have that:

Pi,n/(ay b) _ Pjﬂ’m(a, b) Pr[A, =aminll|acm,bem, z]
na(a,b) — nam(a,b) Pr[A, = aminIl |acm, bem]
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2—2M/5 22M/5

Since Alice did not enter “strike mode”, the first fraction is between and , and since II is
smooth, the second fraction is between 1/2 and 2. It follows that (11) holds for 2M /e 4 1 for Alice, in
contradiction.

Let ¢ be the step in the protocol in which Alice decided to enter “strike mode”. By the minimality of %
and smoothness of II we conclude that

Pr[Ai—1 =a;—1inll [ac;—1,bei1,7] < 92M/e 9

Saila<i,beisx) = Sai—1(aci-1,b<i-1,7) Pr[4; 1 = aryinTl [aci 1 beiil
1—1 = 11— 1—1 11—

)

Now, note that by the behaviour of Alice in strike mode it follows that

m

PfLH/(a, b) = Pj7n7i(a, b) - H Pr [Ap =arinIl |ack, beg],
oy (XY )p
and clearly
m
,b) = i(a,b P A = in IT b ’
nam+1(a;b) =na(a )g (X,ng[ k= apinIl |acy,boy]
SO Pr o (a.b)
/(a,
A - Sailaci,beg, ) < 22M/eFL
77A,m(av b)
and contradiction. OJ

3.3 Step (b): strongs relative discrepancy implies high universal external information

Next, we prove the following lemma, asserting that a protocol with low universal external information cannot
compute functions that have strong relative-discrepancy.

Lemma 3.12. Let 6,e,¢’ > 0 and M € N. Let pu be a distribution over {0,1}" x {0,1}", and suppose
that f:{0,1}" x {0,1}" — {0, 1} is such that (f, ) has (e, §) relative-discrepancy. If 11 is a protocol for
(f, ) whose universal external information at most M, then for (X,Y') ~ p,

oM
SD(II(X, Y)| #(x,v)=0, H(X, Y)| p(x,v)=1) < 20 (6 +& + 7 5) :

Proof. By Definition 3.5, there are functions n4(a,b),ng(a,b) = 0 such that n(a,b) = na(a,b)ns(a,b)
is a distribution, and inequality (11) holds for all =, y, a, b. For each possible transcript 7w, we partition x, y

Pg () Pf"é(“). Namely, for —M /e’ < i,j < M /e’ we denote

7ty and 220y

into rectangles by according to the ratios

= {elaey < A careyn m={ulasey < BT < eyl
and define R,[i,j] = RX[i] x RY[j]. We note that the number of rectangles is at most (2M/¢’)?, and that
they cover the entire domain.

Let p be a distribution from Definition 3.1 exhibiting the fact that (f, u) has (g, §) relative-discrepancy.
We say a rectangle is heavy if p(R.[i,j]) = 0 and otherwise we say it is light. For future reference, note
that the total p-weight on light rectangles is at most (2M /¢")26.

17



Fix mand let H; = {(4,j) | Rx[¢, j] is heavy}. Then for all b € {0, 1} we have

Pr [H(‘Tay) =, flz,y) = b] = Z (@, y) Pi(m) Pg(m)

(x’y)’\’/»‘ (ac,y)
f(xvy):b

Y )l y)Pi(r)P(r)
(i,j)€Hr (z,y)ERR[1,]]
f((l?,y):b

YooY L+, ymalm)ns (),
f(zy)=b
where in the last inequality we used the definition of R [i, j]. Thus, we get that

Pr [H(z,y) = flz,y) =8 = n(r) Y (L+&) 7 u(Rali, 10 F7 (1))

(zy)~p (i.])e Hr
By the relative-discrepancy property we have that u(R-[i, 5] N f~1(b)) = (3 — €) p(Rxi, 5]), and so

Pr [H(x,y>=7r,f<x,y>=b1>(—s> a3 A+ HpRalig) (D)
(4,9)

()~ 2

and we analyze the last sum. Note that

S A+ TR i) = > Y, 1+ ()

(i,j)€Hr (4,9)€Hr (2,y)€ Rrli,g]

) D D T R Ly 1 B

(irj)€ Hor (2,9)€ Ron [i2]] na(m)ns(r)

D (1+e’)‘2n(17r)p(:r7y)P£(w)P%(7r)

(4,4)€Hxr (z,y)ERx[1,]]

1
( +e)” Pr [II(X,Y) =, (X,Y) in a heavy rectangle of 7]
S on(m) (XY~

N\—2
_a +(i )) (,0(7?) ~ X,I;}SNP [M(X,Y) =, (X,Y) in light rectangle]) .
(18)

We now upper bound the last probability. By conditioning we have that

Pr [II(X,Y) =, (X,Y) in alight rectangle of 7] = Z Z p(x,y)plz
(X, Y)~p .
(4,5)¢Hxr (2,y)ERx|i.j]

(),

and by our earlier notations we have p|, , (1) = P%(m) Ph(m) < 22Mna(m)np(n) = 22My(x), so

(XI;I;N [II(X,Y) =7, (X,Y) in a light rectangle of 7] < 22My)( Z Z p(x,y),
n < J)#Hs (2,9)€Rxli ]
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which is at most 22Mn(7) - (2M /€')%6 < 2;#57](%). Plugging this into (18), and then (18) into (17) yields
that

4M
Pr M) = f(e) =0 (5 -2) ) ? (om - Tponm) . a9)

(zy)~p 2
We note that summing this up over all 7, we get that

24M 1 24M

Pr [f(z,y)=10] > (1 —€> 1+)21-S5) 2 3 —e—¢ - - (20)

(:E,y) ~p 2

We can now bound the statistical distance between IT1(X, Y)| r(x,y)=1 and IL(X, Y')| (x y)=o Where (X, Y) ~
. By Fact 2.16, there is A C Supp(II) such that this statical distance is equal to

— [ Yo Prmx,Y) =7 | A(X,V) =1+ > Pr[I(X,Y) =7 | f(X,Y) =0
TEA TZA

Denote p = Pr(x,y)~u [f(X,Y) = 1], and note that by (20) we have that ’p — 1
from the above that the statistical distance is equal to

1
2 5——2Pr (X,Y)=1II(X,Y) =n] — ZPr Y)=0,II(X,Y) = 7]
7rEA 7T€A
1—ZPr[f(X, Y)=LIX,Y)=x] - Y Pr[f(X,Y)=0,TI(X,Y) =]
2
neA TgA
4M

+8( 5 ) (21)

and it is enough to lower bound the two sums. Define b, = 1 if 7 € A, and b, = 0 if 7 ¢ A. Then together
the two sums can be written as

P U0 =0 T061) =13 3 (5 -2) 0072 (o) - L)),

— (X,Y)~p -

where we used (19). Since the sum of p(7), as well as the sum of n(m), is 1, we get that the last expression
is equal to (f —e)(14+¢&)2(1 - 24M >0) = % —e—¢€ — 2 2075, and plugging this into (21) yields the
result. O

3.4 Proof of Theorem 3.2

‘We can now combine Lemmas 3.7 and 3.12 to deduce Theorem 3.2, as outlined below.

Suppose (f, ) has (e,0) relative-discrepancy with respect to p. Let the error of II be denoted by

glyif e’ > % — 2000e we are done, so assume otherwise. Denote by n = % — ¢’ the advantage of II.

Using Lemma 3.7 (choosing the ¢ there to be 7/160), we get from II a protocol II" whose error is at most

¢’ + n/4 and has universal external information at most M’ = %. Thus, the advantage of II is at least

3 — (¢’ +n/4) = 3n/4. Using Lemma 3.12 (with ' there to be 1/40), we get that the advantage of IT’

20-402.24M'

is most 20e + %n + e

5. Combining the upper and lower bound on the advantage of IT', we get
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3n/4 < 20e + %n + 20'4077#4]”5. Simplifying and using 17 > 2000¢, we get that 7 < 20'40”#6, and so
6> 2743 /(10 - 20 - 402) > 27°M’, Taking logarithm gives 50’ > log(1/4) and so by definition of M’

we get that n < lig??%). O

4 Separating amortized zero-error communication complexity and external
information

In this section we prove Theorem 1.3, restated below.

Theorem 1.3 (Restated) . For large enough m, there is a function H: {0,1}" x {0,1}" — {0,1} and a
distribution D over inputs such that limg_,« %CCD?{ (H9,0) < O(y/mlog? m) and ICZ*™3 [ 1/16] >
Q(m).

We begin by presenting our construction, and then analyze it. In particular, Lemmas 4.4 and 4.8 imply
the properties asserted by Theorem 1.3.

4.1 The construction
4.1.1 AND-OR trees

Let I, ..., I /s be the partition of [m] into equal sized sets given by I; = {i-/m+j|j=1,...,/m}.
We define h: {0,1}™ — {0,1} by

Jm
h(z) = /\ \/ 2.
i=1jel;

We will need the following easy fact.
Fact 4.1. For each z € {0,1}"", there exists a certificate for h(z) of size C(m), where C(m) = O(y/m).

Consider the function hx: {0,1}™ x {0,1}™ — {0,1} whose input is (u,v), and it is defined by
ha(u,v) = h(ug Avi, ..., up Avy). We will need the following result due to Jayram, Kumar and Sivaku-
mar:

Theorem 4.1. [JKSO03] There exists a distribution Dy, over {0, 1} x{0, 1}"™, such that ICiBZemal [hn,1/8] >
m/100.

4.1.2 Our construction: AND-OR trees with a hint

Fix a function A as defined above, and let Dy, be the distribution from Theorem 4.1.

Let fuint: {0,1}" x {0,1}" — {0, 1} be a function, and y = 10 + 5u1 be a distribution over inputs
such that (fhint, 1) has high relative discrepancy (we encourage the reader to think of the bursting noise
function for sufficiently large n). Here, for each b € {0,1}, py is supported on f};nlt(b). We define the
function H: {0,1}™ x {0,1}" x ({0,1}" x {0,1}™)C(m)logm _ £( 1} as follows. View the input as
(u,z,v,y) € {0,1}™ x {0, 1}"ClMIoem 1 13m « {0,1}"CM18™ and define

H(u,z,v,y) = ha(u,v)
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At first glance, one may wonder what is the role of the x, y-part of the input in the function H, as the
definition of the function ignores them altogether. The idea is that in the input distribution we consider, the
inputs x, y will be used as a pointer to a certificate of 4 on the input z = (u; A v1,...,Un A Uy ), and we
will be able to compute this pointer with low amortized communication complexity (but with error). Once
the players compute the certificate set I[z] of h on z, they are able to communicate C'(m) log m bits in order
to reveal learn z; for each i € I[z]. Thus, if the players were successful in computing the certificate set [z],
they above protocol would compute H (u, z, v, y) with no error.

The input distribution Dy. A sample according to the distribution Dy is drawn in the following way.

First, sample (u,v) ~ Dp, and consider the point z = (u1 A vi,...,um A vy,). By Fact 4.1, there is a
certificate for h(z) of size at most C'(m). Choose such certificate (in some canonical way), and let a(u, v) =
(a1, .-+, QC¢(m)10g m) be a binary encoding of it. Foreachi = 1, ..., C(m)logm independently, we choose

(z',y") ~ pqa;. The sample of Dy is now (u, x, v, y).

Choice of the parameters. Let £ € N be a large parameter, and choose fyint to be the bursting noise
function on the tree of height 24" and n accordingly. Finally, we choose m = 2/10,

4.2 The zero-error protocol

In this section, we show a zero-error protocol of low amortized communication complexity as asserted in
Theorem 1.3. To show that, we will need the following result from [BR14].

Theorem 4.2. [[BRI4]] limy o CCpa[f9,¢]/q = IC}I**™![f £].
We also need the following easy fact.

Fact 4.3. Suppose i, o, 11 are distributions such that p = %,uo + % w1, and let v be any convex combination
of wo, pu1. Then ICINtemal[ £ 0c] < QICZ‘temal [f, €] +6.

Proof. Let I1 be a protocol for (f, ) with e-error. Note that when executed on yo (or on ), the protocol
has at most 2¢ error, and hence its error on v is also at most 2. We next upper bound the internal information
cost of II when executed on v.

Consider the random variables D, X, Y, where we first sample D € {0,1} uniformly, then sample
(X,Y) ~ pup. Then I[IT; X|Y] > I[IT; X |Y, D] — 1 and similarly I[II; Y| X] > I[II; Y| X, D] — 1, so we get

that
Ii;temal[ﬂ] > %IEgernal[H] + %Irlternal[n] . 2’

hence max (Ijptera![IT], Tirternal[I1]) < 20temal[IT] + 4.

Since v is a convex combination of po and 1, we may write v = Aug + (1 — \)pq and define ran-
dom variables D', X', Y’ where: D’ = 0 with probability A and otherwise D’ = 1, and then we sample
(X",Y") ~ up. We thus have

I[H(X’,Y’);X’|Y’] < I[H(X’,Y’);X’|Y’,D’] +1, I[H(X’,Y’);Y’\X’] < I[H(X’,Y’);Y’|X’,D’} +1,
and so

Iijnternal[l—[] < )\Iil?;emal[H]—i—(l—)\)li;ltemal[H]—i—? < maX(Ii?;emal[H],Ii?ltemal[n])—f—Q < QIil?temal[H]—l-ﬁ. n
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Lemma 4.4. limg o 1 CCpg (H,0) < O(y/mlog®m)

Proof. Let ¢ € N be the number of copies of H we wish to compute (thought of as very large), and denote
the g-inputs to H by (u(1),z(1),v(1),y(1)),..., (u(q),z(q),v(q),y(q)). Setr = C(m)logm; we now

define r distinct g-tuples of inputs for f. Foreach¢ = 1,...,r, consider the g-tuple of inputs for f resulting
from taking the ith input from each one of (2(1),y(1)), ..., (z(q),y(q)), i-e. a(i) = (x(1)%,...,2(q)") and
b(i) = (y(1),...,y(q)"). We note that for each 4, the distribution of (a(4), b(4)) is a product distribution v/{

where v; is some convex combination of g, (1.

Combining Lemma 3.3 and Fact 4.3 we get that for each ¢, ICL”itema'[f, 21=k] = O(k), and so by
Theorem 4.2, there is ¢(i) such that for all ¢ > ¢(i), we may find a protocol II; communicating O(gk)
bits in expectation whose error on each copy of f7 on v/{ is at most 21~k For the rest of the proof, we take
q > max;—1,.rq(%).

We are now ready to present the protocol for H. For each ¢, the players use the protocol II; in order
to compute f9(a(i),b(i)). Thus, the players now have a candidate answer for f(z(j)?,y(j)?) for each
j=1,...,qandi =1,...,r. The players now check for each j = 1,..., g the subset of coordinates that
(f(z(5), y(5)%))iz1,..r encodes, call it A;, and then communicate all of the bits in u(j),v(j) that are in
it, i.e. u(j)%, v(j)" for £ € A;. If this partial assignment to h, is indeed a certificate — the players declare
the copy i to be successful and thus know the value H (u(j),x(7),v(j),y(j)). Otherwise, if copy j is not
successful, the players use the trivial protocol for H and exchange u(j),v(j) fully to compute H on that
copy (that simply exchanges the players’ inputs).

Correctness. It is easy to see that the players are always correct on each copy. They are correct on
a “successful copy” by the definition of certificates, and are correct on “unsuccessful copy” since they
exchange all of the relevant input bits needed to compute s, on such copy.

Average communication complexity. Let F; be the event that copy ¢ is successful, and let ) = Xq: 1g, be
the number of successful copies. Also, denote by A the total number of bits communicated by the slirriulation
of IT; for i = 1,...,r. With these notations, we note that the random variable A + (¢ — Q)2m bounds the
total number of bits communicated by the protocol.

First, note that by choice of II; we have that E [A] < O(gkr). Secondly we lower bound the expectation
of Q. Note that for each i, j, the probability the players computed f(z(5),y(j)?) correctly is at least
1 — 2", Thus, for each j, the probability that they computed f(z(j)?, y(i)) correctly foralli = 1,...,r
is at least 1 — 721=% > 1 — 279%/10 Thus, | [Q] > (1 — 2-9%/10)q,

Overall, we get that the expected number of bits communicated is at most

E[A+ (¢ - Q)2m] < O(gkr) +2mq2~ /1" = O(qkr),
where in the last inequality we used the fact that m = 2¥/10, Therefore, we get that

lim chq (H,0) = O(kr) = O(y/mlog®m). O

q—0o0 q

4.3 Lower bounding the external information of H

In this section, we prove the lower bound on the external information of (H, Dy ) as asserted in Theorem 1.3.
The main step in this proof is Lemma 4.5, which asserts that any protocol for (H, D) with low external
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information can be converted into a protocol for (hfinal, D) with low external information. The second step
of the proof is to argue that the latter is impossible, and is essentially the content of Theorem 4.1 (up to the
choice of the parameters).

4.3.1 Dropping the hints

Lemma 4.5. Let M € N, ¢,&/,£,§ > 0, let hp: {0,1} x {0,1}"" — {0,1} be as above and let
£:4{0,1}" x {0,1}" — {0, 1} be a function with (e, ) relative discrepancy.

Then any protocol 11 for (H, D) with error €' and I%‘;Iema' [II] < M, can be converted into a protocol
I for (hn, Dy,) satisfying:

1. The protocol II' has universal external information at most %.

2. The error of I is at most €' + 61€ + 20C (m) logm, - £ + 233C () log mM/¢* . g,

The rest of this section is devoted to the proof of Lemma 4.5. Denote r = C(m) log m.

Recall the input distribution D of the function H, and consider the distribution D i defined as follows.
To draw a sample, we take (u,v) ~ Dy, and for each i = 1,...,r take (2%,4%) ~ u independently, and
output (u, z,v,y).

By Lemma 3.7, we may convert II into a protocol I" that has error at most &’ = &’ 4+ 40 on (H, Dp)
and has universal external information at most M’ = 4M/¢. We would like to show that the distribution
over the transcript I'(U, X, V,Y') when (U, X, V,Y)) ~ Dy, is statistically close to the distribution of the
transcript T'(U, X, V,Y) where (U, X,V,Y) ~ Dy.

To do so, we consider the hybrid ensembles of random variables. That is, sample (U, X, V|Y) ~ Dy
as well as X, Y ~ pC(mlogm o that the distribution of (U, X, V,Y) is Dy. Denote

Xi - (Xlu-‘inin-i-l?Xi-‘er"‘7X7”)a yl - (}717"‘7}/1')}/2'-5-17}/’&-&-27'”7)/’/‘)

and define I'; = T'(U, X i V, yi). We show that the statistical distance between I'; and I'; 1 is small.

228M r/€

Claim 4.6. Foralli € {0,...,r — 1}, we have that SD(T;, T';41) < 20¢ + 215 + 207225,

Proof. Since I has universal external information at most M, it follows from Lemma 3.6 that the external
information of I" when ran on (U, X+ V, Y1) is at most 2M’, i.e.

DU, XL v,y 27 Yy U, v < 2M
By Fact 2.6, the left hand side is at least
DU, XLV, 0 X, Yign | X0 YL UL VL

For each o411, y£it1, u, v we define

Mz, yziyu,v] = ITU, XV, V) X, Vi | & 11 = x#i+1a?;—£i1 =ysit1, U =u,V =0l.

Fi+10 ~ Fi+1D

M [Xg}rl, Y;Zil, U,V] < 2rM'/¢ = M" with probability at least 1 — &£ /r; denote this event by E.

Then we have that E [M (Xl vl U V]| < 2M, and thus by Markov’s inequality we have that
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Take (u, v, Ttiq1s y¢¢+1) € FE and condition on XZ}A = Xtit s y;jgil =y+i+1, U =vand V = v.

Note that the distribution of (Xig1,Yir1) is p, and that T'(U, X1V, Y1) is a protocol whose input is
Xi+1, Y1 and has mutual information M [x7,gi, Ytis Uy v] with its the inputs. Therefore, by Lemma 3.12
(applied with &/ = £/r) we get that

i1 1 ~ iy 5 T224M”
>D (F(U’ ALV YT )|f(Xi+1»Y/i+1):O’F(U7 XLV Y )’f(XiJrhf/iH):l) <20 e+ - + T& .

Let o, . .., o, be the encoding of the certificate chosen for i (u,v), and let b = ;1. Then it follows that

52

Taking average over X;Z'r-il-l’ y;'jiil, U,V and noting that the event F fails with probability at most £/ (and

then the statistical distance is at most 1), we get that

SO (DU XL V.Y ) gy DO XL V) <20 (4 4 T2 s ).

204M"
i+1 i+1 B B i+1 i1 5 72
SD (F(U’ ATLVY )‘f(Xi+17Yi+1)=a¢+1(U,V)’ MU, &, vy )> < 20e + 21; + 20?5'

The statement of the claim now follows since the distribution I'(U, X**1, v, yit+l) | (i1 Fipr) = (UV) 19

precisely I';, and the distribution of I'(U, X1, V, Y1) is precisely I'; 1. O
Claim 4.7. SD(I'(U, X, V,Y),T(U, X, V,Y)) < 20re + 21¢ + 207"328;#5.

Proof. Since I'y =T'(U, X, V,Y)and I, = I'(U, X.V, }7), the statement of the claim follows by summing
Claim 4.6 and using the triangle inequality. O

398M'r /¢

Set n = 20re + 21¢€ + QOTT& Using Claim 4.7, since the error of I'g in computing (H, D) is

at most £’ it follows that I, has error at most &” + 1 in computing (H, D). Note that the distribution of

XY is completely independent of U, V, and (U, V) is distributed according to Dy,. Thus, we may find Z, §

such that the protocol II'(U, V') = I'(U, z,V, y) has error at most £” + 1 in computing (hx, Dj). Bounding

n < 20re + 21€ + 233rM/€% . § and plugging in r gives the claimed bound. O

4.3.2 Concluding the external information lower bound
ternal
Lemma 4.8. IC3*™[H, 1/16] > Q(m).

Proof. Let £ = 1/1000, and suppose we have a protocol II for (H, D) with external information at most
¢m/800 and error ¢’. Using Lemma 4.5, we find a protocol IT' for (hx, Dj) with external information at
most m /200, whose error is upper bounded as in Lemma 4.5. However, by Fact 2.10 and Theorem 4.1 we
have that ICE™™ [h, 1/8] > ICH*™![hs, 1/8] > m,/100, so II' must have error at least 1/8. Combining
the upper and lower bounds on the error of II yields that

1

g S+ 616 +20C(m)logm - + 933m-C(m)logm/€* 5
By the choice of parameters, we have that m = 2%/10 and that f has (e, 0) relative-discrepancy for e = 27,
0= 5/22k (by Lemma 3.4), so 20C(m) log m - £ 4 233¢(m) logmM/E . § < 9=k/2 4 9m® . § < 97F/4 Thus
we get that e’ > § — 61& — 2 k/A > L, as desired. O
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5 Tightness and additional implications

In this section, we prove Theorem 1.5, which asserts that Theorem 1.3 is nearly-tight for protocols with
constant error. We then prove that for protocols with zero-error, a better, arbitrarily large, separation holds
in the form of Corollary 1.4.

5.1 Proof of Theorem 1.5

Fix (f,p) as in the Theorem, denote A = limg o0 %CCMq (f9,0) and take ¢ such that CC ¢ (f?,0) <
2Aq. Thus, there is a zero-error protocol II for f¢, whose average communication cost on u¢ is at most
2Aq. Let (X1,Y1),...,(Xy,Y,) ~ u be independent. Then the independence implies that I[IT; X, Y;] <
I[IT; X5, Y; | X<, Y], and so by Fact 2.5

1
B [ XG V)< 3 X0, Y | X Vel = TG X Y] < CHIT < RN < 24,
i€[q 1

q

Q=
| =
Q|

)

It follows that there is an i € [g] such that I[II; X, Y;] < 2A, and without loss of generality assume ¢ = 1 is
such copy. We first handle the simple case in which A < £log(1/¢)/10. In this case, by the Data Processing
inequality we have I[IT; f(X1,Y7)] < 2A, and since IT has zero-error we get that H[f (X1, Y7)] < 2A. Thus,
f(X1,Y7) is close to constant, i.e. there is b € {0, 1} such that Pr(x, y;)~, [f(X1,Y1) =b] > 1 — ¢, and
we have a trivial protocol for f (in particular IZXtema' [f,€] = 0). Therefore, we may assume for the rest of
the proof that A > elog(1/¢)/10.

Define the set of good tuples G = {(x1,%1) | Dxr (Ilx,=2;,vi=y, || II) < 2A/e}, and note that using
Fact 2.4 and Markov’s inequality yields that u(G) > 1 — e.

Denote X = (X1,...,X,), Y = (Y1,...,Y,). For a transcript 7 = (a,b) where a = (ay,...,ap,) are

the messages of Alice and b = (b1, ..., by,) are the messages of Bob, and inputs z, y define
Pj(a,b) = Pr [A;j=a;[Acj = a<;, B<j = b, X = 1],
j<m (X, Y)~p

and similarly
Pg(a,b) = Pr [Bj =bj | Agj = agj, B<j = b<;, Y = yl.
j<m (X,Y)~p

We will use the protocol IT to construct a protocol II" for ( f, 1), whose input is (x1, y1), but first let us
introduce some terminology and make some observations. We say a transcript m# = (a, b) of I is compatible
with Alice, if there exists (z2, ..., z4) such that P§(7) > 0 for z = (z1,...,zy,), and analogously for Bob.
Note that if 7 is compatible with both Alice and Bob, then there are extensions z of x1, and y of y;, such
that the probability that II(z,y) = m is P%(m)Pg(m) > 0. Since II has zero-error, it means that in that case
the value of f(x1,y;1) is computed correctly in transcript 7.

For each m, let R, be the set of (x1,y;) for which 7 is compatible with both Alice and Bob, and note
that R, is a monochromatic rectangle of f. We say a transcript 7 is a O-transcript if the value of f(x1,y1)
on R, is 0, and say it is a 1-transcript if the value of f(x1,y1) on R is 1. Note that if 7 is a O-transcript,
and 7 is a 1-transcript, then R, and R, are disjoint.

We need the following claim, asserting that a randomly chosen transcript is compatible with both players
with noticeable probability.
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Claim 5.1. Let (z1,y1) € G. Then

Pr [ is compatible with both Alice and Bob on inputs (x1,y1)] > 2724/5717.
mTI(X1,Y1)

Proof. Define p(m) = Pr(x, v;)u (X1, Y1) = 7] and p(7 | 21, y1) = Pr [lI(21, y1) = ], and consider
H= {w € Supp(IT) | 0 < p(m | z1,41) < 22“‘/5*8)19(7?)} :
By Fact 2.13 and the definitions of GG and H,

> () -2 (f + 8) <D p(r | @1,y)

T¢H

p(m | 1, 41)
log <p(7r)>’ < Dki (ILy, =2y vy =y, || 1) +8

A
<7+87
9

so Y. p(m|x1,y1) = 1/2. It follows that
meH

Pr [ is compatible with both Alice and Bob on inputs (z1,y1)] > Z p(m)
mTI(X1,Y1) =

> ) 272 (| 3y, )
neH

> 9-24/e-17

The idea of IT' is to consider a long enough list of possible transcripts of II, such that almost all input tu-
ples (z,y) € G have a compatible transcript in the list. Thus, we will have a collection of L monochromatic
rectangles that cover most of the mass of x, and we may invoke the classical argument from [AUY 83] that
constructs a protocol from monochromatic rectangles. We outline the argument below for completeness.

Using Claim 5.1, there is alist of L = 924/e+17 log(1l/e) = 20(A/e) possible transcripts of IL, 71, .. ., 7z,
and G’ C G with u(G’') = u(G) —e > 1 — 2¢, such that for each (z1,y1) € G’ there is i € [L] such that
; is compatible with both Alice and Bob on (z1, 31). We now describe IT'( X7, Y7). The players will try to
convince themselves that f(z1,y1) = 0, and for that they will try to eliminate from the list all 1-transcripts.
Formally, at each step of the protocol there is an active set of 1-transcripts, S C [L], and the goal of the
players at each step is either to shrink the size of S by factor 2, or learn the value of f(x1,y1).

Suppose that both players are compatible with a O-transcript 7 from the list, and consider all 1-transcripts
71 in S. Note that since I, and R,, are disjoint, either their z-range is disjoint, or their y-range is disjoint.
In particular, it follows that either for the x-range or y-range — say x-range, at least half of the R, ’s are
disjoint from I?;, in it. In this case, we say that 7y eliminates half of the 71 s from the point of view of Alice.

Thus, at each step, the player considers all O-transcripts from the list that are compatible with their input,
and checks whether there is at least one that eliminates half of the 1-transcripts in .S from their view.

1. If there is, the player chooses one such 7 arbitrarily, and sends the index of that transcript in the list.
All of the 1-transcripts that are inconsistent with 7y from that player’s point of view are discarded from
S. If 7 is also compatible with the other player, the players declare the output to be 0 and terminate,
and otherwise the players continue in the protocol.

2. If there is no such 7, the player indicates so and passes the turn to the other player.

If both players passed as in item 2 above in consecutive turns, the players declare the output of the function
to be 1. Otherwise, the protocol continues until S becomes empty, in which case the players declare the
output to be 0.
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Analyzing the communication complexity. Note that in each turn, the number of bits communicated is
at most O(A/¢), so to bound the communication complexity of II" we need to bound the number of turns.
Since the list S starts off at size 2°(4/2) and shrinks by factor 2 at least once every 3 turns, it follows that the

number of rounds is O(A/¢), and so the communication complexity of I is at most O (?—22) In particular,

2
we get that I¥*Mal[IT'] < O (%)

Correctness. We claim the IT'(x1, y1) is correct whenever (z1,y1) € G’, and since u(G') > 1 — 2¢ it
follows that it has error at most 2¢ when ran on p. Indeed, note that if (z1,y1) € G’ and f(z1,y1) = 0,
then there is 79 in the list that is compatible with both of them, hence the players will never pass in two
consecutive turns and the output of the protocol will be 0. If f(x1,y1) = 1, then there is 7; a 1-transcript
that is compatible with both players, hence it will never be removed from S. Thus, the output of the protocol
will be 1.

5.2 Proof of Corollary 1.4

Fix k, and pick (f, ) from Theorem 1.3. Define f’: {0,1}"*" x {0,1}"*" — {0,1} in the following
way: view the input (2/,y') as ' = (z,a), ¥ = (y,b) where (z,y) € {0,1}" x {0,1}", and define
f'(x,y) = f(x,y) if a = b =1 and 0 otherwise. Set p = ﬁg% and consider the distribution v that puts
(1—p) mass uniformly on 2’ = (x, a),y’ = (y,b) such that a = b = 0, and puts the rest of its mass on z’, ¢/’
where a = b = 1, i.e. v(2/,y’) = pu(x,y) for any such 2, y’. We claim that ( f, v) satisfies the properties
asserted by Corollary 1.4.

Let IT be a zero-error protocol for (f, ), and consider the random variables (D, X' = (X, A), Y’ =
(Y, B)) where D = 0 with probability p and otherwise D = 1. If D = 0 we sample (X,Y) ~ u and set
A = B =1, and otherwise we sample X and Y uniformly form {0,1}" and set A = B = 0. Then

Iixternal[l—[] _ I{H,X, Y] > I[H;X’,Y’ | D] —-1> pI[H; X”Y’ | D= 0] — 1,

so ICexternal[ ¢/ (] > pICZXtema'[f, 1/16] — 1 > Q(VE/log? k).

As for a zero-error protocol with O(1) amortized communication on v, by assumption there is a protocol
I, solving (f™, u™) with zero-error and expected communication complexity O(m+v/k log? k) + o(m) =
O(m/p) + a(m), where a(m) is monotone and a(m)/m — 0.

Consider the following protocol II for (f¢, v?). Denote the inputs by (z )y, (2'7,97), and write
2" = (2%, a') and " = (y%,b%). Alice first identifies all copies i such that a’ = 0, and communicates
them to Bob, so that the answer to that copy is 0. Similarly, Bob identifies all copies i where b’ = 0, and
communicates them to Alice. Let A be the set of i’s such that a* = b* = 1 (note that both Alice and Bob

know A), and set m = |A|. The players use the protocol II,, to solve the copies of f corresponding to A.

o1
Y

Correctness. It is clear that the protocol II is correct and has zero error.

Amortized communication cost. Let () = |A| be a random variable. Note that the number of bits trans-
mitted in the phase of the protocol in which trivial copies are identified, is O(q) (corresponding to encodings
of two subset of [g]). Thus, the expected communication cost of ITis at most O(q)+E [CC s (Ilg)]. Condi-
tioning on @, we have that CC, (Ilg) = O(|Q| /p) +a(|Q]) < O(1Q| /p) +alg). Note that E [|Q]] = pa.
so we get that

E [CCe(Tlg)] <E[O(Q]/p) + alg)] < O(q) + alq).
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In conclusion, the expected communication cost of II is O(q) + «(q), and since a(q)/q — 0 we conclude
that the amortized communication cost of IT is O(1).
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A Missing proofs

A.1 Upper bounding amortized zero-error communication complexity

Theorem A.1. For every total function f: {0,1}" x {0,1}" — {0, 1}, it holds that

lim 1ccuq (f9,0) < IC*[f,0].

q—00 q
For the proof, we need the following lemma due to [HIMR10].

Lemma A.2. Let P, Q be distributions such that Dk, (P || Q) < oo. Then there exists a sampling procedure
P, that on an input (q1,q2, . . .) consisting of a list of independent samples from Q, outputs an index r* such
that the distribution of q,+ is P, and the expected length of r* is at most

Dir (P || Q) 4 2log(Dgr (P || Q) + 1) + O(1).

Proof of Theorem A.1. Let II be a zero-error protocol for f. We show that there is a sequence of zero-error
protocols (I')ren for (f¥)ren, such that CC(T';) = k:IZXte'”a' [II] + o(k), from which the theorem clearly
follows.

Let M = CC,(II) < oo. Let k be large, let (X1,Y1),..., (X, Ys) ~ p be independently sampled
(i.e. an input for f*), and denote by (x1,%1),..., (xx,yx) ~ p a realization of them. The protocol ', we
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construct works by rounds, wherein in round ¢, the player that speaks in that round in II also speaks. The
goal of that player is to communicate to the other player all of the bits that would be sent on that round in
(X1, Y1), ..., II(Xg, Yx) conditioned on the transcripts so far and the input of the speaking player.

We describe I'y, more precisely now. For each i € [k] and step ¢, the players maintain a transcript
of II(X;,Y;) up to step ¢, which we denote by m;;. Thus, denoting 7; = (m1,...,7k,), the goal of
the players is to correctly sample 71 conditioned on 7, and to do so with low expected communication
complexity low. Towards this end, we denote by II(X;,Y;); the jth bit exchanged in the protocol IT on
X, Y, X =(Xy,...,Xg)and Y = (Y3,...,Y%). Denote

D(Tft, t,x, y) = DL <(H(X17 Yl)t+17 cee 7H(Xk7 Yk)t—i-l) ‘X:r,Y:y,H(X,Y)@:m H

(T(X1, Y1)eg1, - - -, (X1, Y1)41) |H(X,Y)<t:7rt>'

We now argue that the players can sample ;1 conditioned on 7; ; by expectedly communicating at most
O(1) + D(m,t) + 2log(D(m, t) + 1) bits. Note that regardless of what player speaks, the distribution
(TH(X1, Y1) e41, - - aH(Xkayk)t+1)|H(X,Y)@:7rt is known to both players at the (¢ + 1)-step, and they
therefore can think of their shared string of randomness as a list of samples from it. Assume without
loss of generality that Alice speaks. Since her next message only depends on her input and the transcript
so far, the distribution II(X1, Y1 )11, - - ., IH(Xp, Yi)141) | X=2,Y=y,TI(X,Y)<,=n, is identical to the distribu-
tion I1( X1, Y1)¢41, .-, (X, Yk)t+1) | X=2,11(X,Y)<,=n,» and in particular she knows it. Therefore, Alice
can use the sampling procedure from Lemma A.2 to pick an index r* in their string of randomness that
refers to the r*th sample in their shared randomness string, such that this sample is distributed according to
(X1, Y1) et oo, (X, Yk)t_l,_l) \X:x,y:y,n(xyy)@:m. Alice can communicate r* to Bob, and then they
can continue. We note that the correctness of the sampling, as well as the expected communication cost of
the (¢ + 1)th step, trivially follow from Lemma A.2.

Thus, T'}; is a zero-error protocol for f*, and we next upper bound its expected communication com-

plexity. Let Zi,...,Z; denote the number of rounds in the execution of IT on (X1,Y7),..., (Xk, Y%)
respectively, and let 7' = max(Zy, . .., Z). By our analysis of each round, we have that
oo
COTN < 3 B [E[Lrse (O(1) + Dt 2.9) + 2log(Dls b ) + 1) 22
t=0 DY LTt

Clearly, the first term contributes at most O(E [1']), which by Claim A.3 is o(k). Next, we upper bound the
contribution from the second term, which will also allow us to bound the last term using Jensen’s inequality.
To upper bound the contribution of the second term in (22), note that by the chain-rule for conditional
KL-divergence we have that

(o]
E E [D(Wt7t7x7y)]
TisYi | g Tist
= E [Dxe (TH(X1, Y1), .., (X, Y2)) [ x=ay =y | (X1, Y1), TH( X, Y2))]
I,y

By Fact 2.4, thisis equal to I| X, Y; II( X1, Y1), ..., II(Xk, Yx)], which by independence between the (X;, Y;)
for different ¢’s, is equal to kI[ X1, Y1;II( X1, Y1)] = k:IZXtema' [I1].
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For the second term, we note that log(1 + z) < 1/z and so

Z E [E [2 - 175 log(D(me, t, x,y) ] 22 [ [1T>t D(wt,t,x,y)]]
T,y | Tt

t=0 T,y [Tt

<2 i E [E [1T>t]] iE [E [D(Wtatﬂ?ay)]],

=0 TiYi | Tt =0 Y [Tt

where the last inequality is by Cauchy-Schwarz. The first term in this product is \/E[T] = 0(\/%), and the

second term in this product is 4 /kIthema' [IT], so overall this expression is o(k).

Plugging everything into (22), we see that the expected communication complexity of I'y is at most
k1etemal[IT] + o(k), as desired. O

Claim A.3. Suppose Z is a non-negative, integer random variable with finite expectation, and let Z+, . . . , Z,
be independent copies of Z. Then

1
lim k:E [max(Zi,...,2Z)] =0.

k—o00

Proof. The assumption implies that E[Z] = Y Pr[Z > r| < oo, so limp o0 Y, Pr[Z > 7] = 0. Let
r>1 r>R

e > 0. Then there is R (that depends on the distribution of Z) such that > Pr[Z > r] < e.
r>R
Computing, we get that

1 1 1
CEmax(Zy,..., Zy)] = %ZPr [max(Zy,..., Zy) > 7] = o do1-priz <"
r>1 r>1

We split the sum into 7 < R and r > R. The contribution from r < R is clearly at most R/k, and by our
earlier observation the contribution from r > R is at most

721—(1—Pr ) Zk:Pr <
r>R 7">R
It follows that lim sup $E [max(Z1, ..., Zj)] < &, and since this is true for all ¢ > 0 the claim is proved.
O

A.2 Non-deterministic external information complexity

In this section pe prove Theorem 1.1:
Theorem 1.1. Let ;1 be a distribution with supp(x) € f~1(1), then

external,1 14
ICMt [f,0] < hm CcC, «[f%,0]/q.

Before proceeding, let us formally define the quantities in the theorem. For a function f and an output a,
we say that a distribution of messages M = M (X,Y") along with acceptance functions Acca : (X, M)
{0,1}, Acep : (Y, M) — {0, 1} is an a-proof for f, if the following properties hold for all (z, y):
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o If f(x,y) = a, then for all m with Pr[M = m|(z,y)] > 0, Acca(x, m) = 1 and Accp(y,m) = 1;
e if f(z,y) # a, then for all m, Acca(x,m) = 0 or Accp(y,m) = 0.

Then the (average case) non-deterministic amortized communication complexity of a boolean f(z,y) is
defined as:

CCL[r9,0] := inf m|. 23

p [f ’ ] M: M is a 19-proof for f4 (m7y)~M;TH;§NM|(m ) | ’ (23)

The non-deterministic external information complexity of f is given by:

external,1 L . .
1cecemallf g . inf (XY M). (24)

= | P
M: M is a 1-proof for f @y)~psma Mz y)
In other words, it’s the smallest amount of information a proof that definitively convinces Alice and Bob
that f(x,y) = 1 can reveal about (x,y) to an outside observer. With the definitions in place, we are ready
to prove the theorem.

Proof of Theorem 1.1. We will prove the inequality for any fixed g. Theorem 1.1 then follows by taking
q — oc. For a fixed ¢, let M7 be a 19-proof for f¢ such that E | M| realizes CC}; [f2,0].

Fix an index ¢ € [q]. Let M/(x,y) be obtained as follows: (1) set (z;,4;) = (x,y); (2) pick values
(25, 95) ~ pfor j # i; (3) sample M9 conditioned on (z;,;)]_;.

Note that since M1 is a 1¢-proof for f7, M is a 1-proof for f(z;,;) for all 7. Thus each i gives rise to
a valid 1-proof for f. Importantly, to verify that M is a valid proof that f(z,y) = f(z;,v;) = 1 the players
do not need to know the values of (z;,y;) for j # 1.

To complete the proof we only need to show that there exists an ¢ such that

I(M; XY) =1(M% X;Y;) < E|M?/q. (25)

To see this, observe that

E|[M7 > H(MY) > I(M% XY, ... X, Y,) =S LM% X,Yi| XYe)

M-

I
—

7
q q q

((MIX Y XiY5) = WX oiVeis XiV5)) = 3 I(MIX Ve XY5) 2 ) LM% X,Y;).
1 =1 =1

(2

Therefore, there must exist and i € [g] such that (25) holds. O
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