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Abstract

We present an event structure classification
empirically derived from inferential properties
annotated on sentence- and document-level
Universal Decompositional Semantics (UDS)
graphs. We induce this classification jointly
with semantic role, entity, and event-event re-
lation classifications using a document-level
generative model structured by these graphs.
To support this induction, we augment exist-
ing annotations found in the UDS1.0 dataset,
which covers the entirety of the English Web
Treebank, with an array of inferential prop-
erties capturing fine-grained aspects of the
temporal and aspectual structure of events.
The resulting dataset (available at decomp.io)
is the largest annotation of event structure and
(partial) event coreference to date.

1 Introduction

Natural language provides myriad ways of com-
municating about complex events. For instance,
one and the same event can be described at a
coarse grain, using a single clause (1), or at a finer
grain, using an entire document (2).

(1) The contractors built the house.

(2) They started by laying the house’s foun-
dation. They then framed the house before
installing the plumbing. After that [...]

Further, descriptions of the same event at dif-
ferent granularities can be interleaved within the
same document—for example, (2) might well di-
rectly follow (1) as an elaboration on the house-
building process.

Consequently, extracting knowledge about
complex events from text involves determining
the structure of the events being referred to: what
their parts are, how those parts are laid out in time,
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who participates in them and how, and so forth.
Determining this structure requires an event classi-
fication whose elements are associated with event
structure representations. A number of such clas-
sifications and annotated corpora exist: FrameNet
(Baker et al., 1998), VerbNet (Kipper Schuler,
2005), PropBank (Palmer et al., 2005), Abstract
Meaning Representation (Banarescu et al., 2013),
and Universal Conceptual Cognitive Annotation
(Abend and Rappoport, 2013), among others.

Similar in spirit to this prior work, but dif-
ferent in method, our work aims to develop an
empirically derived event structure classification.
Where prior work takes a top—down approach—
hand-engineering an event classification before
deploying it for annotation—we take a bottom—up
approach—decomposing event structure into a
wide variety of theoretically informed, cross-
cutting semantic properties, annotating for those
properties, then recomposing an event classifica-
tion from them by induction. The properties on
which our categories rest target (i) the substruc-
ture of an event (e.g., that the building described in
(1) consists of a sequence of subevents resulting
in the creation of some artifact); (ii) the super-
structure in which an event takes part (e.g., that
laying a house’s foundation is part of building a
house, alongside framing the house, installing the
plumbing, etc.); (iii) the relationship between an
event and its participants (e.g., that the contractors
in (1) build the house collectively through their
joint efforts); and (iv) properties of the event’s
participants (e.g., that the contractors in (1) are
animate while the house is not).

To derive our event structure classification, we
extend the Universal Decompositional Semantics
dataset (UDS; White et al., 2016, 2020). UDS anno-
tates for a subset of key event structure properties,
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but arange of key properties remain to be captured.
After motivating the need for these additional
properties (§2), we develop annotation proto-
cols for them (§3). We validate our protocols
(84) and use them to collect annotations for the
entire Universal Dependencies (Nivre et al., 2016)
English Web Treebank (§5; Bies et al., 2012),
resulting in the UDS-EventStructure dataset
(UDS-E). To derive an event structure classifica-
tion from UDS-E and existing UDS annotations,
we develop a document-level generative model
that jointly induces event, entity, semantic role,
and event-event relation types (§6). Finally, we
compare these types to those found in exist-
ing event structure classifications (§7). We make
UDS-E and our code available at decomp. io.

2 Background

Contemporary theoretical treatments of event
structure tend to take as their starting point
Vendler’s (1957) seminal four-way classification.
We briefly discuss this classification and elab-
orations thereon before turning to other event
structure classifications developed for annotating
corpora.! We then contrast these with the fully
decompositional approach we take in this paper.

Theoretical Approaches Vendler categorizes
event descriptions into four classes: statives (3),
activities (4), achievements (5), and accomplish-
ments (6). As theoretical constructs, these classes
are used to explain both the distributional charac-
teristics of event descriptions as well as inferences
about how an event progresses over time.

(3) Jo was in the park.
stative = [+DUR, —DYN, —TEL]

(4) Jo ran around in the park.
activity = [+DUR, +DYN, —TEL]

(5) Jo arrived at the park.
achievement = [—DUR, +DYN, +TEL]

(6) Jo ran to the park.
accomplishment = [+DUR, +DYN, +TEL]

Work building on Vendler’s discovered that these
classes can be decomposed into the now well-
accepted component properties in (7)—(9) (Kenny,
1963; Lakoff, 1965; Verkuyl, 1972; Bennett and
Partee, 1978; Mourelatos, 1978; Dowty, 1979).

The theoretical literature on event structure is truly vast.
See Truswell (2019) for a collection of overview articles.
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(7) pur(ativity): whether the event happens at
an instant or extends over time

(8) pyN(amiciTY): whether the event involves
change, broadly construed

(9) TEL(1cITY): Whether the event culminates in a
participant changing state or location, being
created or destroyed, and so forth.

Later work further expanded these properties and,
therefore, the possible classes. Expanding on DYN,
Taylor (1977) suggests a distinction between dy-
namic predicates that refer to events with dynamic
subevents (e.g., the individual strides in a running)
and ones that do not (e.g., the gliding in (10)) (see
also Bach, 1986; Smith, 2003.

(10) The pelican glided through the air.

Dynamic events with dynamic subevents can
be further distinguished based on whether the
subevents are similar (e.g., the strides in a run-
ning) or dissimilar (e.g., the subevents in a house-
building) (Pifién, 1995). In the case where the
subevents are similar and a participant itself has
subparts (e.g., when the participant is a group),
there may be a bijection from participant subparts
to subevents. In (11), there is a smiling for each
child that makes up the composite smiling—smile
is distributive. In (12), the meeting presumably
has some structure, but there is no bijection from
members to subevents—rmeet is collective (see
Champollion, 2010, for a review).

(11) {The children, Jo and Bo} smiled.
(12) {The committee, Jo and Bo} met.

Expanding on TEL, Dowty (1991) argues for a
distinction among telics in which the culmination
comes about incrementally (13) or abruptly (14)
(see also Tenny, 1987; Kritka, 1989, 1992, 1998;
Levin and Hovav, 1991; Rappaport Hovav and
Levin, 1998, 2001; Croft, 2012).

(13) The gardener mowed the lawn.

(14) The climber summitted at Spm.

This notion of incrementality is intimately tied
up with the notion of pur(ativity). For instance,
Moens and Steedman (1988) point out that certain
event structures can be systematically transformed
into others—for example, whereas (14) describes
the summitting as something that happens at an
instant (and is thus abrupt), (15) describes it as a
process that culminates in having reached the top
of the mountain (see also Pustejovsky, 1995).
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(15) The climber was summitting.

Such cases of aspectual coercion highlight the
importance of grammatical factors in determining
the structure of an event. More general contextual
factors are also at play when determining event
structure: I ran can describe a telic event (e.g.,
when it is known that I run the same distance
or to the same place every day) or an atelic
event (e.g., when the destination and/or distance
is irrelevant in context) (Dowty, 1979; Olsen,
1997). This context-sensitivity strongly suggests
that annotating event structure is not simply a
matter of building a type-level lexical resource
and projecting its labels onto text: Actual text
must be annotated.

Resources Early, broad-coverage lexical re-
sources, such as the Lexical Conceptual Structure
lexicon (LCS; Dorr, 1993), attempt to directly en-
code an elaboration of the core Vendler classes in
terms of a hand-engineered graph representation
proposed by Jackendoff (1990). VerbNet (Kipper
Schuler, 2005) further elaborates on LCS by build-
ing on the fine-grained syntax-based classification
of Levin (1993) and links her classes to LCS-like
representations. More recent versions of VerbNet
(v3.3+; Brown et al., 2018) update these repre-
sentations to ones based on the Dynamic Event
Model (Pustejovsky, 2013).

COLLIE-V, which expands the TRIPS lexicon
and ontology (Ferguson and Allen, 1998, et seq),
takes a similar tack of producing hand-engineered
event structures, combining this hand-engineering
with a procedure for bootstrapping event struc-
tures (Allen et al., 2020). FrameNet also contains
hand-engineered event structures, though they are
significantly more fine-grained than those found
in LCS or VerbNet (Baker et al., 1998).

VerbNet, COLLIE-V, and FrameNet are not
directly annotated on text, though annotations
for at least VerbNet and FrameNet can be ob-
tained by using SemLink to project FrameNet
and VerbNet annotations onto PropBank anno-
tations (Palmer et al., 2005). PropBank frames
have been enriched in a variety of other ways.
One such enrichment can be found in Abstract
Meaning Representation (AMR; Banarescu et al.,
2013; Donatelli et al., 2018). Another can be found
in Richer Event Descriptions (RED; O’Gorman
et al., 2016), which annotates events and entities
for factuality (whether an event actually happened)
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and genericity (whether an event/entity is a partic-
ular or generic) as well as annotating for causal,

temporal, sub-event, and co-reference relations
between events (see also Chklovski and Pantel,
2004; Hovy et al., 2013; Cybulska and Vossen,
2014).

Additional less fine-grained event classifica-
tions exist in TimeBank (Pustejovsky et al., 2006),
Universal Conceptual Cognitive Annotation
(UCCA; Abend and Rappoport, 2013), and the
Situation Entities dataset (SitEnt; Friedrich and
Palmer, 2014b; Friedrich et al., 2016). Of these,
the closest to capturing the standard Vendler
classification and decompositions thereof is
SitEnt. The original version of SitEnt annotates
only for a state-event distinction (alongside re-
lated, non-event structural distinctions), but later
elaborations further annotate for telicity (Friedrich
and Gateva, 2017). Because of this close align-
ment to the standard Vendler classes, we use
SitEnt annotations as part of validating our own
annotation protocol in §3.

Universal Decompositional Semantics In con-
trast to the hand-engineered event structure
classifications discussed above, our aim is to de-
rive event structure representations directly from
semantic annotations. To do this, we extend the
existing annotations in the Universal Decompo-
sitional Semantics dataset (UDS; White et al.,
2016, 2020) with key annotations for the event
structural distinctions discussed above. Our aim
is not necessarily to reconstruct any previous
classification, though we do find in §6 that our
event type classification approximates Vendler’s
to some extent.

UDS is a semantic annotation framework and
dataset based on the principles that (i) the
semantics of words or phrases can be decom-
posed into sets of simpler semantic properties
and (ii) these properties can be annotated by
asking straightforward questions intelligible to
non-experts. UDS comprises two layers of an-
notations on top of the Universal Dependencies
(UD) syntactic graphs in the English Web Tree-
bank (EWT): (i) predicate-argument graphs with
mappings into the syntactic graphs, derived us-
ing the PredPatt tool (White et al., 2016; Zhang
et al., 2017); and (ii) crowd-sourced annotations
for properties of events (on the predicate nodes
of the predicate-argument graph), entities (on the
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Figure 1: Example UDS semantics and syntax graphs with select properties (see Footnote 2 on the property
values). Bolded properties are ones we collect in this paper, and our new document-level graph is also shown

in purple.

argument nodes), and their relationship (on the
predicate-argument edges).

The UDS properties are organized into three
predicate subspaces with five properties in total:

e FACTUALITY (Rudinger et al., 2018)
Jfactual: did the event happen?

e GENERICITY (Govindarajan et al., 2019)
kind: is the event generic?
hypothetical: is the event hypothetical?
dynamic: is the event dynamic or stative?

e TIME (Vashishtha et al., 2019)
duration: how long did/will the event last?

Two argument subspaces with four properties:

e GENERICITY (Govindarajan et al., 2019)
particular: is the entity a particular?
kind: is the entity a kind?
abstract: is the entity abstract or concrete?

e WORDSENSE (White et al., 2016)
Which coarse entity types (WordNet super-
sense) does the entity have?

And one predicate-argument subspace with 16
properties (see White et al., 2016, for full list):

e PROTOROLES (Reisinger et al., 2015)
instigation: did participant cause event?
change of state: did participant change state
during or as a consequence of event?
change of location: did participant change
location during event?
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existed { before, during, after} did participant
exist {before, during, after} the event?

Figure 1 shows an example UDS1.0 graph (White
et al.,, 2020) augmented with (i) a subset of
the properties we add in bold (see §3); and (ii)
document-level edges in purple (see §6).2

The UDS annotations and associated toolkit
have supported research in a variety of ar-
eas, including syntactic and semantic parsing
(Stengel-Eskin et al., 2020, 2021), semantic role
labeling (Teichert et al., 2017) and induction
(White et al., 2017), event factuality prediction
(Rudinger et al., 2018), temporal relation extrac-
tion (Vashishtha et al., 2019), among others. For
our purposes, the annotations do cover some event
structural distinctions—for example, dynamicity,
specific cases of telicity (in the form of change
of state, change of location, and existed {before,
during, after}), and durativity. In this sense, UDS
provides an alternative, decompositional event
representation that distinguishes it from more tra-
ditional categorical ones like SitEnt. However, the
existing annotations fail to capture a number of
the core distinctions above—a lacuna this work
aims to fill.

ZFollowing White et al. (2020), the property values in
Figure 1 are derived from raw annotations using mixed effects
models (MEMs; Gelman and Hill, 2014), which enable one to
adjust for differences in how annotators approach a particular
annotation task (see also Gantt et al., 2020). In §6, we
similarly use MEMs in our event structure induction model,
allowing us to work directly with the raw annotations.
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3 Annotation Protocol

We annotate for the core event structural dis-
tinction not currently covered by UDS, breaking
our annotation into three subprotocols. For all
questions, annotators report confidence in their
response to each question on a scale from 1 (not
at all confident) to 5 (totally confident).?

Event-subevent Annotators are presented with
a sentence containing a single highlighted predi-
cate followed by four questions about the internal
structure of the event it describes. Q1 asks whether
the event described by the highlighted predicate
has natural subparts. Q2 asks whether the event
has a natural endpoint.

The final questions depend on the response to
QIl. If an annotator responds that the highlighted
predicate refers to an event that has natural parts,
they are asked (i) whether the parts are similar to
one another and (ii) how long each part lasts on
average. If an annotator instead responds that the
event referred to does not have natural parts, they
are asked (i) whether the event is dynamic, and
(i1) how long the event lasts.

All questions are binary except those concern-
ing duration, for which answers are supplied as one
of twelve ordinal values (see Vashishtha et al.,
2019): effectively no time at all, fractions of a
second, seconds, minutes, hours, days, weeks,
months, years, decades, centuries, or effectively
forever. Together, these questions target the three
Vendler-inspired features (DYN, DUR, TEL), plus a
fourth dimension for subtypes of dynamic predi-
cates. In the context of UDS, these properties form
a predicate node subspace, alongside FACTUALITY,
GENERICITY, and TIME.

Event-event Annotators are presented with ei-
ther a single sentence or a pair of adjacent
sentences, with the two predicates of interest
highlighted in distinct colors. For a predicate pair
(p1,p2) describing an event pair (e, e2), annota-
tors are asked whether e; is a mereological part
of es, and vice versa. Both questions are binary:
A positive response to both indicates that e; and
es are the same event; and a positive response
to exactly one of the questions indicates proper
parthood. Prior versions of UDS do not contain
any predicate-predicate edge subspaces, so we add

3The annotation interfaces for all three subprotocols,
including instructions, are available at decomp. io.
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document-level graphs to UDS (§6) to capture the
relation between adjacently described events.

This subprotocol targets generalized event
coreference, identifying constituency in addition
to strict identity. It also augments the information
collected in the event-subevent protocol: insofar
as a proper subevent relation holds between e; and
e9, we obtain additional fine-grained information
about the subevents of the containing event—for
example, an explicit description of at least one
subevent.

Event-entity The final subprotocol focuses on
the relation between the event described by a
predicate and its plural or conjoined arguments,
asking whether the predicate is distributive or
collective with respect to that argument. This
property accordingly forms a predicate-argument
subspace in UDS, similar to PROTOROLES.

4 Validation Experiments

We validate our annotation protocol (i) by assess-
ing interannotator agreement (IAA) among both
experts and crowd-sourced annotators for each
subprotocol on a small sample of items drawn
from existing annotated corpora (§4.1-4.2); and
(ii) by comparing annotations generated using our
protocol against existing annotations that cover
(a subset of) the phenomena that ours does and are
generated by highly trained annotators (§4.3).

4.1 Item Selection

For each of the three subprotocols, one of the
authors selected 100 sentences for inclusion in
the pilot for that subprotocol. This author did not
consult with the other authors on their selection,
so that annotation could be blind.

For the event-subevent subprotocol, the 100
sentences come from the portion of the MASC
corpus (Ide et al., 2008) that Friedrich et al.
(2016) annotate for eventivity (EVENT V. STATE)
and that Friedrich and Gateva (2017) annotate
for telicity (TELIC v. ATELIC). For the event-event
subprotocol, the 100 sentences come from the
portions of the Richer Event Descriptions cor-
pus (RED; O’Gorman et al., 2016) that are
annotated for event subpart relations. To our
knowledge, no existing annotations cover dis-
tributivity, and so for our event-entity protocol,
we select 100 sentences (distinct from those used
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for the event-subevent subprotocol) and com-
pute TAA, but do not compare against existing
annotations.

4.2 Interannotator Agreement

We compute two forms of IAA: (i) IAA among
expert annotators (the three authors); and (ii) [AA
between experts and crowd-sourced annotators.
In both cases, we use Krippendorff’s o as our
measure of (dis)agreement (Krippendorff, 2004).
For the binary responses, we use the nominal form
of «; for the ordinal responses, we use the ordinal.

Expert Annotators For each subprotocol, the
three authors independently annotated the 100
sentences selected for that subprotocol.

Prior to analysis, we ridit score the confidence
ratings by annotator to normalize them for dif-
ferences in annotator scale use (see Govindarajan
et al., 2019 for discussion of ridit scoring con-
fidence ratings in a similar annotation protocol).
This method maps ordinal labels to (0, 1) on the
basis of the empirical CDF of each annotator’s re-
sponses—with values closer to 0 implying lower
confidence and those nearer 1 implying higher
confidence. For questions that are dynamically
revealed on the basis of the answer to the natural
parts question (i.e., part similarity, average part
duration, dynamicity, and situation duration) we
use the average of the ridit scored confidence for
natural parts and that question.

Figure 2 shows « when including only items
that the expert annotators rated with a particular
ridit scored confidence or higher. The agreement
for the event-event protocol (mereology) is given
in two forms: given that e; temporally contains
e, (1) directed: the agreement on whether e, is a
subevent of e;; and (ii) undirected: the agreement
on whether e5 is a subevent of e; and whether e
is a subevent of es.

The error bars are computed by a nonpara-
metric bootstrap over items. A threshold of 0.0
corresponds to computing « for all annotations,
regardless of confidence; a threshold of ¢ > 0.0
corresponds to computing « only for annotations
associated with a ridit scored confidence of greater
than ¢. When this thresholding results in less than
% of items having an annotation for at least two
annotators, « is not plotted. This situation occurs
only for questions that are revealed based on the
answer to a previous question.
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Figure 2: IAA among experts for each property, fil-
tering annotations with ridit-scored confidence ratings
below different thresholds. Confidence threshold 0.0
implies no filtering. Errors bars show 95% confidence
internals computed by a nonparametric bootstrap.

For natural parts, telicity, mereology, and
distributivity, agreement is high, even without
filtering any responses on the basis of confidence,
and that agreement improves with confidence.
For part similarity, average part duration, and
situation duration, we see more middling, but
still reasonable, agreement, though this agreement
does not reliably increase with confidence. The
fact that it does not increase may have to do with
interactions between confidence on the natural
parts question and its dependent questions that
we do not capture by taking the mean of these
two confidences.

Crowd-Sourced Annotators We recruit crowd-
sourced annotators in two stages. First, we select a
small set of items from the 100 we annotate in the
expert annotation that have high agreement among
experts to create a qualification task. Second,
based on performance in this qualification task,
we construct a pool of trusted annotators who are
allowed to participate in pilot annotations for each
of the three subprotocols.*

“During all validation stages as well as bulk annotation
(85), we targeted an average hourly pay equivalent to that
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Figure 3: Per-property histograms of alphas for IAA
between each crowd-sourced annotator and all experts.
Black lines show the experts-only alpha, with dashed
lines for the 95% CI. (See Figure 2).

Qualification For the qualification task, we
selected eight of the sentences collected from
MASC for the event-subevent subprotocol on
which expert agreement was very high and which
were diverse in the types of events described.
We then obtained event-subevent annotations for
these sentences from 400 workers on Amazon
Mechanical Turk (AMT), and selected the top
200 among them on the basis of their agreement
with expert responses on the same items. These
workers were then permitted to participate in the
pilot tasks.

Pilot We conducted one pilot for each subpro-
tocol, using the items described in §4.1. Sentences
were presented in lists of 10 per Human Intelli-
gence Task (HIT) on AMT for the event-event
and event-entity subprotocols and in lists of 5 per
HIT for event-subevent. We collected annotations
from 10 distinct workers for each sentence, and
workers were permitted to annotate up to the full

for undergraduate research assistants performing corpus an-
notation at the first and final author’s institution: $12.50 per
hour. A third-party estimate from TurkerView shows our ac-
tual average hourly compensation when data collection was
completed to be $14.71 per hour.
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100 sentences in each pilot. Thus, all pilots were
guaranteed to include a minimum of 10 distinct
workers (all workers do all HITs), up to a maxi-
mum of 100 for the subprotocols with 10 sentences
per HIT or 200 for the subprotocol with 5 per HIT
(each worker does one HIT). All top-200 workers
from the qualification were allowed to participate.

Figure 3 shows IAA between all pilot annota-
tors and experts for individual questions across the
three pilots. More specifically, it shows the distri-
bution of « scores by question for each annotator
when [AA is computed among the three experts
and that annotator only. Solid vertical lines show
the expert-only IAA and dashed vertical lines
show the 95% confidence interval.

4.3 Protocol Comparison

To further validate the event-event and
event-subevent subprotocols, we evaluate how
well our pilot data predicts the corresponding
CONTAINS V. CONTAINS-SUBEVENT annotations from
RED in the former case, as well as the EVENT
v. STATE and TELIC V. ATELIC annotations from
SitEnt in the latter. In both cases, we used
the (ridit-scored) confidence-weighted average
response across annotators for a particular item
as features in a simple SVM classifier with linear
kernel. In a leave-one-out cross-validation on the
binary classification task for RED, we achieve
a micro-averaged F1 score of 0.79—exceeding
the reported human F1 agreement for both the
coNTAINS (0.640) and cONTAINS-SUBEVENT (0.258)
annotations reported by O’Gorman et al. (2016).

For SitEnt, we evaluate on a three-way
classification task for STATIVE, EVENTIVE-TELIC,
and EVENTIVE-ATELIC, achieving a micro-averaged
F1 of 0.68 using the same leave-one-out
cross-validation. As Friedrich and Palmer (2014a)
do not report interannotator agreement for this class
breakdown, we further compute Krippendorff’s
alpha from their raw annotations and again find
that agreement between our predicted annotations
and the gold ones (0.48) slightly exceeds the
interannotator agreement among humans (0.47).

These results suggest that our subprotocols cap-
ture relevant event structural phenomena as well
as linguistically trained annotators can and that
they may serve as effective alternatives to ex-
isting protocols while not requiring any linguis-
tic expertise.
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Annotation Count (%) Example
Has natural parts 6,903 (23%) The eighteen steps of the dance are done rhythmically
Parts similar 4,498 (15%) Israel resumed its policy of targeting militant leaders
Parts dissimilar 2,158 (7%) Fish are probably the easiest to take care of
§ (Part duration) ) (ordinal; not shown)
§ No natural parts 23,069 (77%) It had better nutritional value
3 Dynamic 13,903 (48%) I would like to informally get together with you
§ Not dynamic 8,839 (29%) I assume this is 12:30 Central Time?
Q (Full duration) =) (ordinal; not shown)
Natural endpoint 6,031 (20%) I will deliver it to you
No natural endpoint 23,941 (80%) If you know or work there could you enlighten me?
total 29,984 (all event descriptions)
= P1, P2 identical 2,435 (6%) All horses [...] are happy; & healthys when they
v arrive
,z P1, P2 disjoint 30,247 (80%) I am often stopped; on the street and asked, “Who does
9 your hair . . . ILOVE, it’
=l PlcP2 1,832 (5%) The office is shared with a foot doctor and it’s
very sterile; and medical feelingy, which I liked
P2 C P1 3,029 (8%) It is a very cruel death; with bodies dismembereds
total 37,719 (pairs of event descriptions w/ temporal overlap)
Distributive 4,812 (50%) the pics turned out ok
g Collective 4,876 (50%) we draw on our many faith traditions to arrive at a
v common
§ conviction
Q | fotal 9,710 (event descriptions with plural arguments)

Table 1: Descriptive statistics and examples from Train and Dev data. Each item was annotated
by a single annotator in Train; and by three annotators in Dev, of which this table reports the major-

ity opinion.

5 Corpus Annotation

We collect crowd-sourced annotations for the en-
tirety of UD-EW'T. Predicate and argument spans
are obtained from the PredPatt predicate-argument
graphs for UD-EWT available in UDS1.0. The
total number of items annotated for each subpro-
tocol is presented in Table 1.

Event-subevent These annotations cover all
predicates headed by verbs (as identified by UD
POS tag), as well as copular constructions with
nominal and adjectival complements. In the for-
mer case, only the verb token is highlighted in the
task; in the latter, the highlighting spans from the
copula to the complement head.

Event-event Pairs for the event-event subpro-
tocol were drawn from the UDS-Time dataset,

24

which features pairs of verbal predicates, either
within the same sentence or in adjacent sen-
tences, each annotated with its start- and endpoint
relative to the other. We additionally included
predicate-argument pairs in cases where the
argument is annotated in UDS as having a Word-
Net supersense of EVENT, STATE, Or PROCESS. To
our knowledge, this represents the largest pub-
licly available (partial) event coreference dataset
to date.

Event-entity For the event-entity subprotocol,
we identify predicate-argument pairs in which the
argument is plural or conjoined. Plural arguments
are identified by the UD NUMBER attribute, and
conjoined ones by a conj dependency between
an argument head and another noun. We con-
sider only predicate-argument pairs with a UD
dependency of nsubj, nsubjpass, dobj, or
iobj.
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6 Event Structure Induction

Our goal in inducing event structural categories is
to learn representations of those categories on the
basis of annotated UDS graphs, augmented with
the new UDS-E annotations. We aim to learn four
sets of interdependent classifications grounded
in UDS properties: event types, entity types, se-
mantic role types, and event-event relation types.
These classifications are interdependent in that we
assume a generative model that incorporates both
sentence- and document-level structure.’

Document-level UDS Semantics edges in
UDS1.0 represent only sentence-internal semantic
relations. This constraint implies that annotations
for cross-sentential semantic relations—a signif-
icant subset of our event-event annotations—
cannot be represented in the graph structure. To
remedy this, we extend UDS1.0 by adding doc-
ument edges that connect semantics nodes either
within a sentence or in two distinct sentences,
and we associate our event-event annotations
with their corresponding document edge (see
Figure 1). Because UDS1.0 does not have a
notion of document edge, it does not contain
Vashishtha et al.’s (2019) fine-grained temporal
relation annotations, which are highly relevant to
event-event relations. We additionally add those
attributes to their corresponding document edges.

Generative Model Algorithm 1 gives the gen-
erative story for our event structure induction
model. We assume some number of types of events
Tevent, T0les R 1o, entities Teoni, and relations R ;.
Figure 4 shows the resulting factor graph for the
semantic graphs shown in Figure 1.

Annotation Likelihoods The distribution f7
on the annotations themselves is implemented as a
mixed model (Gelman and Hill, 2014) dependent
on property p being annotated with annotator ran-
dom intercepts R, where the random intercepts
for annotator a are p, ~ N(0,X,,,) with un-
known 32,.,,,. When p receives binary annotations,
a simple logistic mixed model is assumed, where
Iy = Bern(logitfl(,uip + pai,)) and iy is the in-
dex corresponding to property p in the expected
annotation p. When p receives nominal annota-
tions, fp = Cat(softmax(p;, + pai,)) and i, is
a set with cardinality of the number of nominal

5See Ferraro and Van Durme, 2016 for a related model
that uses FrameNet’s ontology, rather than inducing its own.
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Initialize queue I ;

for sentence s € S do

Initialize queue J ;

Enqueve J — I ;

if length(I) > W then

| Dequeue I

for predicate node v € predicates(s) do

Sample event type t5, ~ Cat (0(3‘“‘”) ;

for property p € Peyeny do

t
for annotator i € A;J;n ) do

Sample x (event) f, ( exent))

svpi tSL

Enqueue (s,v) — J;

for argument node v' € arguments(s,v) do
Sample ent. type ¢, ~ Cat (0(“"“’”) ;
for property p € Pent do

t)
for annotatori € A T

‘ Sample x:;tm fp ( /))

if v’ is eventive then
| Enqueue (s,v') — J;
Sample role type r,,, ~ Cat (Bﬁl\oﬁ) /> ;
for property p € P do

for annotator i € ASOIE) do

( (role) (role)

‘ Sdmple xsuv 'pi fP < Tsvo! )

for index pair (s',v') € flatten(I) do
(rel) .

Sample rel. type ¢ ~ Cat (otsvts/,,_,/) ;
for property p € Pyo do

1)
for annotator i € A rel) do
S’US ’U

(re (rel)
‘ Samplewcvc v/ pi pr < )

Algorithm 1: Generative story of event struc-
ture induction model for a single document with
sentence window W,

categories. And when p receives ordinal annota-
tions, we follow White et al. (2020) in using an
ordinal (linked logit) mixed effects model where
p. defines the cutpoints between response values
in the cumulative density function for annotator a:

P(xai .7)
fg(xaip .7)

logit™ (13, — Pai, )
P(xaip < ,]) - P(xaip < ,] - 1)
Conditional Properties For both our dataset
and UDS-Protoroles, certain annotations are con-
ditioned on others, owing to the fact that whether
some questions are asked at all depends upon
annotator responses to previous ones. Following
White et al. (2017), we model the likelihoods
for these properties using hurdle models (Agresti,
2014): For a given property, a Bernoulli distribu-
tion determines whether the property applies; if
it does, the property value is determined using a
second distribution of the appropriate type.

Temporal Relations Temporal relations an-
notations from UDS-Time consist of 4-tuples
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Mitten

We took our cat

carﬁping . He

ey
loved it

@ Predicate variable
— Factor graph edge

@ Argument variable
B Factor

O Argument edge variable
©o—> Semantic graph arg. edge

@ Document edge variable
©—> Semantic graph doc. edge

Figure 4: The factor graph for the pair of sentences shown in Figure 1 based on the generative story given in
Algorithm 1. Each node or edge annotated in the semantics graphs becomes a variable node in the factor graph,
as indicated by the dotted lines. Only factors for the prior distributions over types are shown; the annotation
likelihood factors associated with each variable node are omitted for space.

— o = o I
(e1,e2,e1,€e3) of real values on the unit inter-

val, representing start- and endpoints of two
event-referring predicates or arguments, e; and
es. Each tuple is normalized such that the ear-
lier of (eﬁ,e?) is always locked to the left end
of the scale (0) and the later of (e_)l,e_;) to the
right end (1). The likelihood for these annotations
must consider the different possible orderings of
the two events. To do so, we first determine
whether é_l is locked, e<_2 is, or both are, according
to Cat (softmax(iock + Paipg- ). We do like-
wise for ;1 and ;2, using a separate distribution
Cat (softmax(ttiock~ + Paiyq- ). Finally, if the
start point from one event and the endpoint from
the other are free (i.e., not locked), we determine
their relative ordering using a third distribution
Cat (softmax(fiock + Paipue ))-

Implementation We fit our model to the train-
ing data using expectation-maximization. We use
loopy belief propagation to obtain the posteri-
ors over event, entity, role, and relation types in
the expectation step and the Adam optimizer to
estimate the parameters of the distributions asso-
ciated with each type in the maximization step.®
As a stopping criterion, we compute the evidence
that the model assigns to the development data,
stopping when this quantity begins to decrease.
To make use of the (ridit-scored) confidence
response cq;, € (0, 1) associated with each anno-
tation x4;,, we weight the log-likelihood of z;,
by cqi, when computing the evidence of the anno-
tations. This weighting encourages the model to

5The variable and factor nodes for the relation types can
introduce cycles into the factor graph for a document, which
is what necessitates the loopy variant of belief propagation.
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explain annotations that an annotator was highly
confident in, penalizing the model less if it assigns
low likelihood to a low confidence annotation.
To select |7;:ve11t|’ |7;nt|, |Rrole|, and ’Rre1| for
Algorithm 1, we fit separate mixture models
for each classification—i.e., removing all factor
nodes—using the same likelihood functions f;; as
in Algorithm 1. We then compute the evidence
that the simplified model assigns to the develop-
ment data given some number of types, choosing
the smallest number such that there is no reliable
increase in the evidence for any larger number.
To determine reliability, we compute 95% con-
fidence intervals using nonparametric bootstraps.
Importantly, this simplified model is only used
to select |Tovent|s |Tent]s |Riole], and |Ryq|: all
analyses below are conducted on full model fits.

[l

Types The selection procedure described above
yieldS |7gvent’ = 4, ‘%nt| = 8, ’Rrole| = 2, and
|R:el] = 5. To interpret these classes, we inspect
the property means p; associated with each type ¢
and give examples from UD-EWT for which the
posterior probability of that type is high.

Event Types While our goal was not neces-
sarily to reconstruct any particular classification
from the theoretical literature, the four event types
align fairly well with those proposed by Vendler
(1957): statives (16), activities (17), achievements
(18), and accomplishments (19). We label our
clusters based on these interpretations (Figure 5).

(16) I have finally found a mechanic I trust!!
(17) his agency is still reviewing the decision.

(18) A suit against [. . . | Kristof was dismissed.
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telic

similar parts N/A N/A N/A

natural parts

dynamic N/A

accomp. achiev. activity state

]
025 050 0.75

Figure 5: Probability of binary properties from the
event-subevent protocol by event type. Cells marked
with ““N/A’’ indicate that the property generally does
not apply for the corresponding type because of the
conditional dependence on natural parts.

(19) a consortium [. . . ] established in 1997

One difference between Vendler’s classes and our
own is that our ‘‘activities’” correspond primarily
to those without dynamic subevents, while our
‘‘accomplishments’’ encompass both his accom-
plishments and activities with dynamic subevents
(see discussion of Taylor, 1977 in §2).

Even if approximate, this alignment is surpris-
ing given that Vendler’s classification was not
developed with actual language use in mind and
thus abstracts away from complexities that arise
when dealing with, for example, non-factual or
generic events. Nonetheless, there do arise cases
where a particular predicate has a wider distri-
bution across types than we might expect based
on prior work. For instance, know is prototypi-
cally stative; and while it does get classed that
way by our model, it also gets classed as an ac-
complishment or achievement (though rarely an
activity)—for example, when it is used to talk
about coming to know something, as in (20).

(20) Please let me know how[. . . Jto proceed.

Entity Types Our entity types are: per-
son/group (21), concrete artifact (22), contentful
artifact (23), particular state/event (24), generic
state/event (25), time (26), kind of concrete objects
(27), and particular concrete objects (28).

(21) Have a real mechanic check]...]

(22) Thaveal. . . ] cockatiel, and there are 2 eggs
in the bottom of the cage[. . . ]

(23) Please find attached a credit worksheet]|. . . ]
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sentient
awareness

volition

instigation
existed before
existed during
existed after
change of state

change of state continuous

change of possession

change of location

was for benefit

partitive
distributive
proto—agent proto—patient
|
0.25 0.50 0.75

Figure 6: Probability of role type properties. These
include existing UDS protoroles properties, along with
the distributive property from the event-entity sub-
protocol. We have labeled the role types with our
proto-agent/proto-patient interpretation given below.

(24) He didn’t take a dislike to the kids]...]
(25) They require a lot of attention [. . . ]

(26) Every move Google makes brings this
particular future closer.

(27) And what is their big / main meal of the day.
(28) Find him before he finds the dog food.

Role Types The optimality of two role
types is consistent with Dowty’s (1991) pro-
posal that there are only two abstract role
prototypes—proto-agent and proto-patient—into
which individual thematic roles (i.e., those spe-
cific to particular predicates) cluster. Further, the
means for the two role types we find very closely
track those predicted by Dowty (see Figure 6),
with clear proto-agents (29) and proto-patients
(30) (see also White et al., 2017).

(29) they don’t press their sandwiches.

(30) you don’t ever feel like you ate too much.

Relation Types The relation types we obtain
track closely with approaches that use sets of
underspecified temporal relations (Cassidy et al.,
2014; O’Gorman et al., 2016; Zhou et al., 2019,
2020; Wang et al., 2020): e; starts before es (31),
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ey starts before e (32), ey ends after e; (33), e
contains e; (34), and e; = ey (35).

(31) [. . . Jthe Spanish, Thai and other contingents
are already committed to leaving [. . . ]

(32) And I have to wonder: Did he forget that he
already has a memoirf. . . ]

(33) no, i am not kidding and no i don’t want it
b/c of the taco bell dog. i want it b/c it is
really small and cute.

(34) they offer cheap air tickets to their country
[. . . ] you may get excellent discount airfare,
which may even surprise you.

(35) the food is good, however the tables are so
close together that it feels very cramped.

Type Consistency To assess the impacts of
sentence/document-level structure (Algorithm 1)
and confidence weighting on the types we induce,
we investigate how the distributions over role and
event types shift when comparing models fit with
and without structure and confidence weighting.
Figure 7 visualizes these shifts as row-normalized
confusion matrices computed from the posteriors
across items derived from each model. It compares
(top) the simplified model used for model selection
(rows) against the full model without confidence
weighting (columns), and (bottom) the full model
without confidence weighting (rows) against the
one with (columns).”

First, we find that the interaction between types
afforded by incorporating the full graph struc-
ture (top plot) produces small shifts in both the
event and role type distributions, suggesting that
the added structure may help chiefly in resolv-
ing boundary cases, which is exactly what we
might hope additional model structure would do.
Second, weighting likelihoods by annotator con-
fidence (bottom) yields somewhat larger shifts
as well as more entropic posteriors (0.22 average
normalized entropy for events; 0.30 for roles) than
without weighting (0.02 for events; 0.22 for roles).

Higher entropy is expected (and to some extent,
desirable) here: Introducing a notion of confidence
should make the model less confident about items
that annotators were less confident about. Further,
among event types, the distribution of posterior
entropy across items is driven by a minority of
high uncertainty items, as evidenced by a very low

"The distributional shifts for entity and relation types were
extremely small, and so we do not discuss them here.
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«— accomp.
G ach
g  achiev.
I activity
H
S state
=
% proto-ag.
1
— proto—pat.
[ +struct, —conf ]
= accomp. [GSE o008 | o004 | 0002
8 achiev. | 0.001 0.75 0.074 0.176
I activity | 0.002 0.125 0.034
B state | 0.001 0071 0.05
+ proto-ag. 0.123
. proto-pat. ‘ 0.35 0.65
accomp. achiev. activity state proto—-ag. proto-pat.

[ +struct, +conf ]

Figure 7: Confusion matrices for event and role types.

median normalized entropy for event types (0.02).
The opposite appears to be be true among the role
types, for which the median is high (0.60). This
latter pattern is perhaps not surprising in light
of theoretical accounts of semantic roles, such
as Dowty’s: The entire point of such accounts
is that it is very difficult to determine sharp role
categories, suggesting the need for a more continu-
ous notion.

7 Comparison to Existing Ontologies

To explore the relationship between our induced
classification and existing event and role ontolo-
gies, we ask how well our event, role, and entity
types map onto those found in PropBank and
VerbNet. Importantly, the goal here is not perfect
alignment between our types and PropBank and
VerbNet types, but rather to compare other classi-
fications that reflect top—down assumptions to the
one we derive bottom—up.

Implementation To carry out these compar-
isons, we use the parameters of the posterior
distributions over event types Og'") for each predi-
cate p, over role types 60" for each argument a
of each predicate p, and over entity types ' for
each argument a of each predicate p as features in
an SVM with RBF kernel predicting the event and
role types found in PropBank and VerbNet. We
take this route, over direct comparison of types,
to account for the possibility that information en-
coded in role or event types within VerbNet or
PropBank is distributed differently in our more
abstract classification. We tune L2 regularization
(A €{1,0.5,0.2,0.1,0.01,0.001}) and bandwidth
(v € {le-2, le-3, le-4, le-5}) using grid search,
selecting the best model based on performance
on the standard UD-EWT development set. All
metrics reflect UD-EWT test set performance.
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Role P R F MicroF
Arenum A0 0.58 0.63 0.60 0.67
8 Al 072 078 075
pag 0.57 0.59 0.58
functag " 065 077 o071 002
agent 0.64 054 0.59
verbnet patient 0.20 0.14 0.16 NA
theme 0.55 0.58 0.57

Table 2: Test set results for all role types that are
labeled on at least 5% of the development data.

Role Type Comparison We first obtain a map-
ping from UDS predicates and arguments to the
PropBank predicates and arguments annotated in
EWT. Each such argument in PropBank is anno-
tated with an argument number (A0-A4) as well
as a function tag (PAG = agent, PPT = patient,
etc.). We then compose this mapping with the
mapping given in the PropBank frame files from
PropBank rolesets to sets of VerbNet classes and
from PropBank roles to sets of VerbNet roles
(AGENT, PATIENT, THEME, etc.) to obtain a mapping
from UDS arguments to sets of VerbNet roles.
Because a particular argument maps to a set of
VerbNet roles, we treat predicting VerbNet roles
as a multi-label problem, fitting one SVM per
role. For each argument a of predicate p, we use
as predictors [0{"); 05919; 9'e10; G101 O], with

»Ypa 1 Ypa rYp-a s Yp-a
ez(jrgileéem) — [Hl aXa/a H;r;)l;z/ent) Hg‘glje/em)]
Table 2 gives the test set results for all role types
labeled on at least 5% of the development data. For
comparison, a majority guessing baseline obtains
micro Fls of 0.58 (argnum) and 0.53 (functag).®
Our roles tend to align well with agentive roles
(paG, AGENT, and AQ) and some non-agentive roles
(pPT, THEME, and A1), but they align less well with
other non-agentive roles (PATIENT). This result sug-
gests that our two-role classification aligns fairly
closely with the agentivity distinctions in Prop-
Bank and VerbNet, as we would expect if our
roles in fact captured something like Dowty’s
coarse distinction among prototypical agents
and patients.

meang/—+q

Event Type Comparison The PropBank role-
set and VerbNet class ontologies are extremely

8 A majority baseline for VerbNet roles always yields an
F1 of 0 in our multi-label setup, since no role is assigned to
more than half of arguments.
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Predicate P R F

cause 0.51 095 0.66
do 0.30 0.25 0.27
has_possession 0.23 0.18 0.20
has_location 0.11 0.14 0.12
motion 0.09 0.10 0.09

Table 3: Test set results for all Verb-
Net predicates that are labeled on five
most frequent predicates.

fine-grained, with PropBank capturing specific
predicate senses and VerbNet capturing very
fine-grained syntactic behavior of a generally
small set of predicates. Since our event types
are intended to be more general than either, we
do not compare it directly to PropBank rolesets or
VerbNet classes.

Instead, we compare to the generative
lexicon-inspired variant of VerbNet’s semantics
layer (Brown et al., 2018). An example of
this layer for the predicate give-13.1 is
has_possession(e1, Ag, Th) & transfer(e2, Ag,
Th, Rec) & cause(e2, e3) & has_possession(e3,
Rec, Th). We predict only the abstract predicates
in this decomposition (e.g., transfer or cause),
treating the problem as multi-label and fitting
one SVM per predicate. For each predicate p,

we use as predictors [B$Y);00°9; 6], with

g(ro'le/ent) e(role/em) Q(role/ent)}

) paj paj ]
Table 3 gives the test set results for the five

most frequent predicates in the corpus. For com-
parison, a majority guessing baseline would yield
the same F (0.66) as our model for cAusg, but
since none of the other classes are assigned to
more than half of events, majority guessing for
those would yield an F of 0. This result suggests
that, while there may be some agreement between
our classification and VerbNet’s semantics layer,
the two representations are relatively distinct.

= [max, mean,

8 Conclusion

We have presented an event structure classifica-
tion derived from inferential properties annotated
on sentence- and document-level semantic graphs.
We induced this classification jointly with seman-
tic role, entity, and event-event relation types
using a document-level generative model. Our
model identifies types that approximate theoret-
ical predictions—notably, four event types like
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Vendler’s, as well as proto-agent and proto-patient
role types like Dowty’s. We hope this work
encourages greater interest in computational ap-
proaches to event structural understanding while
also supporting work on adjacent problems in
NLU, such as temporal information extraction and
(partial) event coreference, for which we provide
the largest publicly available dataset to date.
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