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We show how to integrate a variable elimination approach to solving influence diagrams
with a value iteration approach to solving finite-horizon partially observable Markov 
decision processes (POMDPs). The integration of these approaches creates a variable 
elimination algorithm for influence diagrams that has much more relaxed constraints on 
elimination order, which allows improved scalability in many cases. The new algorithm 
can also be viewed as a generalization of the value iteration algorithm for POMDPs 
that solves non-Markovian as well as Markovian problems, in addition to leveraging a 
factored representation for improved efficiency. The development of a single algorithm that 
integrates and generalizes both of these classic algorithms, one for influence diagrams and 
the other for POMDPs, unifies these two approaches to solving Bayesian decision problems 
in a way that combines their complementary advantages.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

An influence diagram [1–5] is a graphical model of a Bayesian decision problem that leverages problem structure that 
is represented in the form of a graph, including conditional independence relations among variables and separability of the 
utility function, in order to represent a decision problem compactly and solve it more efficiently. Influence diagrams have a 
wide range of successful applications [6].

Another widely-used, and even older model of a Bayesian decision problem is a partially observable Markov decision 
process (POMDP) [7–11]. The two models are closely related, and many problems can be represented in both ways. Any 
finite-horizon POMDP can be represented as an influence diagram, and many problems that can be represented as an 
influence diagram can also be represented as a finite-horizon POMDP. But despite the overlap between these models, very 
different algorithms have been developed for solving influence diagrams and POMDPs.

Algorithms for solving influence diagrams adopt a dynamic programming approach that enumerates relevant histories, 
which may be all or part of the full history. By contrast, algorithms for solving POMDPs perform dynamic programming in a 
space of belief states, where a belief state is a probability distribution over an unobserved state space. The POMDP approach 
scales better for problems with many stages, including infinite-horizon problems. In their classic form, however, algorithms 
for solving POMDPs do not leverage conditional independence relations among variables, except for the assumption that the 
state variable at each stage satisfies the Markov property.

Over the past couple of decades, research on the topic of factored POMDPs has shown how to more fully leverage condi-
tional independence relations among variables (and the values of variables), as well as separability of the reward function, 
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in order to improve the scalability of algorithms for POMDPs [e.g., 12–15]. In this work, techniques developed for influence 
diagrams and related graphical models have been adapted to represent POMDPs more compactly, and solve them more 
efficiently. This integration of techniques has improved the scalability of algorithms for solving POMDPs. But it has not 
led to any corresponding improvement of algorithms for solving influence diagrams. This observation provides the starting 
point for this paper. Our contribution is to develop a complementary approach to integrating these two models that uses 
techniques originally developed for solving POMDPs in order to improve the effectiveness and scalability of algorithms for 
solving influence diagrams.

This complementary approach is motivated, in part, by the observation that state-of-the-art algorithms for POMDPs are 
more effective and scalable than algorithms for influence diagrams in solving problems that can be modeled in both ways, 
that is, in solving finite-horizon POMDPs. Influence diagrams have the advantage that they represent a broader range of 
decision problems, including non-Markovian problems. But the best current algorithms for influence diagrams are limited 
to solving problems with no more than a few decision variables. When the performance of algorithms for these two models 
is compared in solving finite-horizon POMDPs, algorithms for POMDPs substantially outperform algorithms for influence 
diagrams as the number of decision variables, which corresponds to the number of stages of the problem, increases.

This difference in performance is related to the fact that the two approaches solve different dynamic programming 
recurrences. Algorithms for influence diagrams, as mentioned above, solve a dynamic programming recurrence that is based 
on a discrete state variable that represents the history of the process. Algorithms for POMDPs, by contrast, solve a dynamic 
programming recurrence that is based on a multi-dimensional continuous state variable that represents a belief state. In the 
literature on POMDPs, the relative advantages and disadvantages of these two different dynamic programming recurrences 
are well-understood, and the dynamic programming recurrence based on belief states has long been preferred because it 
has been found to be more convenient and scalable [e.g., 16, pp. 218–222, 251–270].

In this paper, we develop an approach to solving influence diagrams that leverages the belief-state dynamic programming 
recurrence associated with POMDP algorithms, allowing larger and more complex influence diagrams to be solved. This 
approach works especially well in solving influence diagrams that have the same, or similar, structure as finite-horizon 
POMDPs. But for other problems that can also be represented by influence diagrams, it may not be possible to formulate a 
purely belief-state dynamic programming recurrence, or, if possible, it may not be the best approach to solving the problem. 
Therefore, we develop an approach to solving influence diagrams that leverages both dynamic programming recurrences. It 
can solve the history-based dynamic programming recurrence traditionally used to solve influence diagrams, or it can solve 
the belief-state dynamic programming recurrence used by POMDP algorithms, or, significantly, it can solve a combination 
of the two recurrences, that is, it can solve a dynamic programming recurrence that is defined over both histories and 
belief states. The choice of recurrence is made based on how best to solve a given problem. In short, we integrate these 
two approaches to solving Bayesian decision problems by developing a single framework that generalizes both, and allows 
existing algorithms for influence diagrams and POMDPs to be viewed as special cases of the same, more general algorithm. 
The integration of these two approaches does not simply mean that a problem is solved by one approach or the other. The 
integrated algorithm can solve problems in new ways that are not possible by using either approach alone.

Viewed as a generalization of the traditional variable elimination algorithm for influence diagrams, the improved scalabil-
ity of the new algorithm results from relaxed constraints on elimination order. The traditional variable elimination algorithm 
is constrained to eliminate all unobserved variables before it eliminates any observed variables, including decision variables. 
By contrast, the new algorithm can leverage a dynamic programming recurrence that is defined over belief states in or-
der to eliminate decision variables, and other observed variables, before all unobserved variables are eliminated. Relaxing 
traditional constraints on elimination order improves both the time and memory complexity of the variable elimination 
approach, often dramatically.

In addition to generalizing the variable elimination approach to solving influence diagrams, the new algorithm can be 
viewed as a generalization of the value iteration approach to solving POMDPs, in two related ways. First, it leverages a 
factored representation for improved scalability. Previous work on factored POMDPs also leverages a factored representation, 
but the new algorithm does so from a different perspective and in new ways. Second, it solves a larger class of finite-horizon 
partially observable decision processes that includes any problem that can be represented by an influence diagram. This 
larger class of problems includes problems with delayed action effects, delayed observations, and non-Markovian rewards, 
that is, it includes a broad range of non-Markovian problems that are not easily modeled in the traditional framework of 
POMDPs. We argue that the integrated algorithm introduced in this paper offers a promising new approach to solving this 
large and important class of problems.

The paper is organized as follows. Section 2 reviews relevant background on influence diagrams and POMDPs. In Sec-
tion 3, the algebra of potentials used in the variable elimination approach to solving influence diagrams is generalized to 
allow decision making under partial observability. This generalization provides the foundation for development of an im-
proved variable elimination algorithm for influence diagrams, described in Section 4, which we call generalized variable 
elimination. Thus Sections 3 and 4 describe the new algorithm. Section 5 considers the new algorithm from the perspective 
that it also generalizes and improves the value iteration approach to solving POMDPs. Section 6 concludes the paper with a 
discussion of the significance of the integrated algorithm, including potential applications and extensions. Two appendices 
provide additional details.
2
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2. Background

In this section, we give an overview of relevant background on influence diagrams and POMDPs. In particular, we review 
the variable elimination approach to solving influence diagrams and the value iteration approach to solving POMDPs.

2.1. Preliminaries

We begin by introducing notation and concepts related to the variable elimination approach to solving influence dia-
grams.

2.1.1. Variables, probabilities, and utilities
We use upper-case letters such as X and Y to denote variables and lower-case letters such as x and y to denote values, 

or states, of variables. For a variable X , we let sp(X) denote its set of states, or state space, and we let |sp(X)| denote the 
cardinality of the state space. We assume that variables have a finite state space.

We use bold upper-case letters such as X to represent sets of variables, that is, joint variables. Instantiations (also called 
“configurations”) of X are denoted by bold lower-case letters, such as x. The state space of a joint variable X is defined as 
the Cartesian product of the individual state spaces, denoted sp(X) = ×X∈Xsp(X), and we let |sp(X)| denote its cardinality.

When X ∩ Y = ∅, we let (X, Y) denote a joint variable, and (x, y) a state of the joint variable. In the case of an empty set 
of variables, it is convenient to adopt the convention that its state space consists of a single special state, denoted λ. Thus 
sp(∅) = {λ} and |sp(∅)| = 1. We also adopt the convention that (λ, y) = y.

If X and Y are sets of variables, with X ⊆ Y, then y↓X denotes the projection of the state y onto the state space for X, 
which means that values of variables in Y that are not also in X are ignored. Note that y↓X is a state of X. If X = ∅, then 
y↓X = λ.

We let P (X) denote the probability distribution for a variable X , where P (X = x) denotes the probability that variable 
X has the value x. When the variable is obvious from the context, we let P (x) denote this probability. We let P (X |Y )

denote the conditional probability distribution of X given Y . A conditional probability is denoted P (X = x|Y = y), or simply 
P (x|y) when the variables are obvious from the context. For joint variables, we let P (X|Y) denote a conditional probability 
distribution. A conditional probability is denoted P (X = x|Y = y), or simply P (x|y).

A utility (or reward) function over a set of variables X, denoted R(X), is a mapping R : sp(X) → � that expresses the 
preferences of a decision maker.

2.1.2. Potentials
In variable elimination algorithms, it is common to perform computations using potentials in place of probability and 

utility functions, where a potential over a set of variables X is a function that maps each instantiation x of X to a real 
number.

A probability potential over the variables X, denoted φ(X), is a potential with the further restriction that it is a non-
negative function that is not identically zero. The concept of a probability potential generalizes the concept of a probability 
distribution to contexts where it is not necessarily normalized. Thus a probability distribution P (X) is a special case of 
a probability potential that sums to 1, and any probability potential can be transformed into an equivalent probability 
distribution by normalization. A conditional probability potential for X given Y, denoted φ(X|Y), is a probability potential 
over X conditional on disjoint Y. A conditional probability distribution for X given Y, denoted P (X|Y), is a special case of a 
conditional probability potential that satisfies the condition that for each state y ∈ sp(Y), 

∑
x P (X = x|Y = y) = 1.

A utility potential is a mapping, ψ : sp(X) → �, that generalizes the concept of expected utility to contexts involving 
multiplication by a probability potential that is not necessarily normalized.

For convenience, we let the operator dom return the variables in the domain (or “scope”) of a potential; for example, 
dom(ψ(X)) = X. Operations on potentials include combination and marginalization operations, which we review next.

2.1.3. Combination operations
A combination operation is a binary operation where the domain of the resulting potential is the union of the domains of 

the two potentials that are combined. When two potentials, ψ(X) and ψ ′(Y), are combined, for example, the domain of the 
resulting potential, ψ ′′(Z), is Z = X ∪ Y. The combination operations used in solving an influence diagram include addition 
of utility potentials, multiplication and division of probability potentials, and multiplication of a probability potential by a 
utility potential. The operations are performed element-wise, as follows.

• The sum of two utility potentials, ψ(X) and ψ ′(Y), is a utility potential, ψ ′′(Z) = ψ(X) + ψ ′(Y), defined so that ψ ′′(z) =
ψ(z↓X) + ψ ′(z↓Y), for each z ∈ sp(Z).

• The product of two probability potentials, φ(X) and φ′(Y), is a probability potential, φ′′(Z) = φ(X) ·φ′(Y), defined so that 
φ′′(z) = φ(z↓X) · φ′(z↓Y), for each z ∈ sp(Z). (The dot that represents multiplication is often suppressed.) The product of 
a utility potential and a probability potential is defined similarly, except the result is a utility potential.
When two conditional probability potentials are multiplied, as in φ′′(A|B) = φ(X|Y) · φ′(W|Z), the conditioned and con-
ditioning variables in the product are distinguished in the usual way, so that A = X ∪ W and B = (Y ∪ Z)\(X ∪ W).
3
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• When a probability potential φ(X) is divided by another probability potential φ′(Y), the quotient is a probability po-
tential, φ′′(Z) = φ(X)/φ′(Y), defined as φ′′(z) = φ(z↓X)/φ′(z↓Y), for each z ∈ sp(Z). If the divisor is zero, we adopt the 
convention that the result is +∞ if the dividend is positive, −∞ if the dividend is negative, and zero if the dividend is 
zero.

Algebraic properties. The commutative and associative properties hold for addition of potentials, that is, ψ1 + ψ2 = ψ2 + ψ1
and (ψ1 + ψ2) + ψ3 = ψ1 + (ψ2 + ψ3). The same properties hold for multiplication of potentials, that is, φ1φ2 = φ2φ1 and 
(φ1φ2)φ3 = φ1(φ2φ3). The distributive property holds for multiplication over addition, that is: φ · (ψ1 +ψ2) = φ ·ψ1 +φ ·ψ2. 
Division is neither commutative nor associative.

A potential is said to be vacuous if combining it with a second potential does not change the second potential. In the 
context of addition, a potential is said to be vacuous if it is identically equal to zero. In the context of multiplication, a 
potential is vacuous if it is identically equal to 1.

2.1.4. Marginalization operations
Marginalization operations eliminate a variable from the domain of a potential.
Let ϕ denote a potential that could be either a probability or utility potential. The elimination of a variable Y from the 

domain of a potential ϕ by the operation of sum-marginalization results in a new potential ϕ′ over the variables dom(ϕ)\{Y }, 
defined as ϕ′ = ∑

Y ϕ . For example, given a potential ϕ(Y , X), elimination of Y by sum-marginalization creates a new 
potential ϕ′(X) = ∑

Y ϕ(Y , X), which is defined so that for each x ∈ sp(X):

ϕ′(x) =
∑

y∈sp(Y )

ϕ(y,x). (1)

The elimination of a variable Y from the domain of a potential ϕ by the operation of max-marginalization results in a 
new potential ϕ′ over the variables dom(ϕ)\{Y }, defined as ϕ′ = maxY ϕ . For example, given a potential ϕ(Y , X), elimination 
of the variable Y by max-marginalization creates a new potential ϕ′(X) = maxY ϕ(Y , X), which is defined so that for each 
x ∈ sp(X):

ϕ′(x) = max
y∈sp(Y )

ϕ(y,x). (2)

For brevity, we often write maxy instead of maxy∈sp(Y ) , and 
∑

y instead of 
∑

y∈sp(Y ) .
The restriction operation instantiates one or more of the variables in the domain of a potential. For example, the restric-

tion ϕR(Y =y) of a potential ϕ(Y , X) is a potential over X such that

ϕR(Y =y)(x) = ϕ(y,x), (3)

for each x ∈ sp(X). Since the resulting potential is defined over a smaller set of variables, restriction is a kind of marginal-
ization operation.

Algebraic properties. For sum-marginalization, the commutative property holds, that is: 
∑

Y

∑
Z ϕ = ∑

Z

∑
Y ϕ . The distribu-

tive property also holds, which means that if Z /∈ dom(ϕ1), then 
∑

Z ϕ1ϕ2 = ϕ1
∑

Z ϕ2 and 
∑

Z (ϕ1 + ϕ2) = ϕ1 + ∑
Z ϕ2.

For max-marginalization, the commutative property holds, that is: maxY maxZ ψ = maxZ maxY ψ . The distributive prop-
erty also holds, which means that if Z /∈ dom(ψ1), then maxZ ψ1ψ2 = ψ1 maxZ ψ2 and maxZ (ψ1 + ψ2) = ψ1 + maxZ ψ2.

In general, the sum- and max-marginalization operators are not commutative, that is, it does not always hold that ∑
Y maxZ ψ = maxZ

∑
Y ψ .

For the restriction operation, the commutative property holds, which means that: (ϕR(Y =y))R(Z=z) = (ϕR(Z=z))R(Y =y) =
ϕR(Y =y,Z=z) .

2.2. Influence diagram

We next review the influence diagram model and the variable elimination algorithm for solving influence diagrams.

2.2.1. Model
Influence diagrams were introduced by Howard and Matheson [1] to provide a more intuitive and compact representation 

of Bayesian decision problems than is provided by decision trees. We consider a widely-used extension of their original 
model that allows additive separability of the utility function [4,17].

Definition 1. An influence diagram is a tuple (G, C, D, P, R), where

1. G = (N, A) is a directed acyclic graph with node set N and arc set A. The node set is partitioned into chance nodes, 
shown graphically as ovals; decision nodes, shown as rectangles; and reward (or value) nodes, shown as diamonds. (See 
4
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O

S

DT

R1 R2

P (O ) = dry wet soak
0.5 0.3 0.2

P (S|O , T ) =

test notest
dry wet soak dry wet soak

closed 0.1 0.3 0.5 1/3 1/3 1/3
open 0.3 0.4 0.4 1/3 1/3 1/3

diffuse 0.6 0.3 0.1 1/3 1/3 1/3

R1(T ) = test notest
-10 0

R2(O , D) =
drill nodrill

dry -70 0
wet 50 0
soak 200 0

Fig. 1. Influence diagram for oil wildcatter problem with probability and reward tables.

Fig. 1 for an example.) The reward nodes are the leaf nodes of the graph. (If any chance or decision node is a leaf node, 
it is a “barren node” that can be removed from the influence diagram without affecting an optimal strategy [3].)

2. V = C ∪ D is the set of variables of the decision problem, which includes a set of chance (random) variables, C =
{C1, . . . , Cm}, with one variable for each chance node of the graph, and a set of decision variables, D = {D1, . . . , Dn}, 
with one variable for each decision node of the graph. Given that variables are identified with their associated nodes 
in the graph, we let pa(V ) denote the set of parent variables of a variable V , where the parent relationship is for the 
corresponding nodes in the graph.

3. P = {P1, . . . , Pm} is a set of conditional probability distributions, one for each chance variable Ci ∈ C, defined by Pi =
P (Ci |pa(Ci)). If Ci has no parent variables, it is associated with a marginal probability distribution: Pi = P (Ci).

4. R = {R1, . . . , Rq} is a set of reward functions, one for each reward node of the graph, where a reward function is a 
mapping Ri : sp(pa(Ri)) → �. (Since each reward function corresponds to a reward node in the graph, we let pa(Ri)

denote the set of parent variables of the reward function Ri .)

The directed acyclic graph associated with an influence diagram captures structure in the model, including dependence 
relations and information precedence. Arcs into chance nodes, called conditional arcs, represent probabilistic dependence, 
as in a Bayesian network. Arcs into reward nodes, called functional arcs, represent functional dependence by indicating the 
domain of the associated reward function. Arcs into decision nodes, called informational arcs, imply information precedence. 
That is, an arc from a chance node C to a decision node D indicates that the state of the variable C is known when the 
decision D is made.

In general, we refer to the values of a chance variable as states. In the special case where all of the outgoing arcs from 
a chance variable are informational arcs, however, we refer to the chance variable as an observation variable and we refer to 
its values as observations. We refer to the values of a decision variable as actions.

Example: Oil wildcatter. Fig. 1 shows an influence diagram for Raiffa’s classic oil wildcatter problem [18,19]. An unobserved 
chance variable O represents the uncertain presence of oil, with three possible states: dry for no oil, wet for some oil, 
and soak for a lot of oil. The decision variable T represents the option to perform a seismic test or not (notest). The 
observation variable S represents the outcome of the test, which provides imperfect information about the presence of oil: 
a closed reflection pattern suggests a lot of oil, an open pattern suggests some oil, and a diffuse pattern suggests little oil. 
The decision variable D represents an option to drill for oil or not (nodrill). The reward node R1 represents the cost of 
performing the seismic test. The reward node R2 represents the profit from drilling, which depends on how much oil is 
present. The probability and reward functions are shown by tables alongside the graph in Fig. 1. When no seismic test is 
performed, the absence of information is modeled by a uniform probability distribution over the possible observations.

Single decision maker with perfect recall. We consider influence diagrams under the classic assumptions of (i) a total ordering 
of decisions and (ii) no-forgetting.

The first assumption is equivalent to the assumption that there is a directed path in the graph that includes all of 
the decision nodes, which means the decision variables are ordered in time: D1, ..., Dn . Let Y ⊆ C denote the subset of 
chance variables that are observed at some point in the decision problem, and let X = C\Y denote the subset of chance 
variables that are never observed. Given a total ordering of decision variables, we have a partition of the chance variables, 
{Y1, Y2, ..., Yn, X}, where Y = Y1 ∪ Y2 ∪ ... ∪ Yn . In this partition, Y1 is the set of chance variables that are observed before the 
first decision D1, Yi+1 is the set of chance variables that are observed after the decision Di and before the decision Di+1, 
and X is the set of chance variables that are never observed. Given this partition, there is a partial temporal ordering of 
variables: Y1 ≺ D1 ≺ Y2 ≺ D2 ≺ . . . ≺ Yn ≺ Dn ≺ X. For the oil wildcatter problem, for example, the variables are partitioned 
as follows: Y1 = ∅, D1 = T, Y2 = {S}, D2 = D, X = {O}.
5
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The second assumption, the no-forgetting assumption, means that if the state of a variable V is known when a decision 
Di is made, it is known when any posterior decision D j is made, where i < j, even if there is not an explicit arc from 
V to D j in the graph. Additional arcs, called no-forgetting arcs, are sometimes added to an influence diagram to make the 
no-forgetting assumption explicit. But to reduce the complexity of the graphical representation of an influence diagram, we 
follow the convention of not including no-forgetting arcs in the graph. Instead, they are implied. The set of variables whose 
state is known to the decision maker when a decision Di is made is called the set of informational predecessors of Di , and is 
defined as follows:

Pred(Di) = Y1 ∪ {D1} ∪ Y2 ∪ . . . ∪ Yi−1 ∪ {Di−1} ∪ Yi (4)

= Pred(Di−1) ∪ {Di−1} ∪ Yi . (5)

An instantiation of the set of informational predecessors for a decision variable Di is called an information state of the 
decision variable.

This pair of assumptions, a total ordering of decisions and no-forgetting, reflects the perspective that the decision prob-
lem is solved by a single decision maker who makes a sequence of decisions based on perfect recall of all past decisions 
and observations. This perspective is shared by the POMDP model reviewed in Section 2.3.

Strategy representation and optimization. To solve, or evaluate, an influence diagram means to compute an optimal strategy 
and its corresponding expected utility.

A strategy prescribes an action for each information state of a decision variable, for every decision variable. It is well-
known that when a problem is solved by a single decision maker with perfect recall, an optimal deterministic strategy 
exists. Therefore, a strategy can be represented by a sequence of policies, � = (δD1 , . . . , δDn ), with one policy, δDi , for each 
decision variable Di ∈ D, where a policy is a mapping, δDi : sp(Pred(Di)) → sp(Di). Sometimes, it is convenient to represent 
a policy by an equivalent degenerate conditional probability distribution, as follows,

PδDi
(Di = di|Pred(Di)) =

{
1 if di = δDi (Pred(Di))

0 otherwise,
(6)

in which case a strategy is represented by a sequence, P� = (PδD1
, . . . , PδDn

), with one conditional probability distribution, 
PδDi

, for each decision variable Di ∈ D.
When policies are represented in this form, the joint probability distribution over the variables C ∪ D induced by a 

strategy � can be defined as

P�(C,D) =
∏
C∈C

P (C |pa(C))
∏
D∈D

PδD (D|Pred(D)). (7)

Given the joint utility function of an influence diagram, defined as

U (C,D) =
∑
R∈R

R(pa(R)), (8)

the expected utility of a strategy � is a scalar that is defined as

EU (�) =
∑
C,D

P�(C,D)U (C,D). (9)

In words, the expected utility of a strategy is the sum of the probability of each joint assignment to the variables in C ∪ D
multiplied by the utility of the assignment. An optimal strategy �∗ is defined as a strategy that satisfies EU (�∗) ≥ EU (�), 
for all strategies �, and the maximum expected utility (MEU) is equal to EU (�∗).

The maximum expected utility can also be defined in a more algorithmically useful way, which is given by the following 
equation [17, pp. 350-2; 20, pp. 157-9]:

M EU =
∑
Y1

max
D1

. . .
∑
Yn

max
Dn

∑
X

∏
C∈C

P (C |pa(C))

(∑
R∈R

R(pa(R))

)
. (10)

Recall that C = Y1 ∪ Y2 ∪ ... ∪ Yn ∪ X, and note that the summation operator inside the parentheses denotes a sum in the 
usual sense, with a term for each reward function R in the set R, while the outer sums represent sum-marginals. This MEU 
equation underlies the variable elimination algorithm we review next.
6
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Algorithm 1: Variable elimination algorithm [17, pp. 353–5, 396].
Input: Influence diagram with variables V = C ∪ D
Output: Optimal strategy, �, and MEU

1 � ← {P (C |pa(C))|C ∈ C} // initial set of probability potentials
2 	 ← {R(pa(R)|R ∈ R} // initial set of utility potentials
3 � ← ∅ // initial strategy
4 for i ← 1 to |V| do // i is index of elimination step
5 Select variable V to eliminate according to some criterion
6 // Process probability potentials
7 �V ← {φ ∈ �|V ∈ dom(φ)} // get relevant probability potentials
8 φV ← ∏

φ∈�V
φ // multiply probability potentials

9 if V is a chance variable then
10 φi ← ∑

V φV // eliminate V by sum-marginalization
11 else if V is a decision variable then
12 φi ← maxV φV // eliminate V by max-marginalization
13 � ← (�\�V ) ∪ {φi} // update set of probability potentials
14 // Process utility potentials
15 	V ← {ψ ∈ 	|V ∈ dom(ψ)} // get relevant utility potentials
16 ψV ← ∑

ψ∈	V
ψ // add utility potentials

17 if V is a chance variable then
18 φcond ← φV /φi // probability of V conditioned on relevant variables
19 ψi ← ∑

V φcond · ψV // expected value (sum-marginalization)
20 else if V is a decision variable then
21 ψi ← maxV ψV // maximum value (max-marginalization)
22 δV ← arg maxV ψV // optimal policy for decision variable
23 � ← � ∪ {δV } // add policy to strategy
24 	 ← (	\	V ) ∪ {ψi} // update set of utility potentials
25 end
26 M EU ← ∑

ψ∈	 ψ // after variables eliminated, utility potentials are scalars

27 return (�, MEU) // � is optimal strategy

2.2.2. Variable elimination algorithm
Several classes of algorithms have been developed for solving influence diagrams. In this paper, we consider the variable 

elimination approach.
As a foundation for the algorithm developed in this paper, we adopt the simple variable elimination algorithm de-

scribed by Jensen and Nielsen [17, pp. 353–5, 396]. Variants of the pseudocode for this algorithm can be found in many 
places [21–23], and we provide our own variant in Algorithm 1. Several closely-related algorithms are described in the 
literature. Dechter [24] describes a similar algorithm that adopts the bucket elimination framework. Shenoy [19] describes 
a similar fusion algorithm for solving valuation networks, which are closely related to influence diagrams. The junction tree
algorithm is an approach to variable elimination that uses an initial clustering step to improve efficiency [25,20]. There 
are close similarities between the variable elimination approach and the classic approach to solving an influence diagram 
by performing a sequence of value-preserving node removals and arc reversals [26,3,4], especially when use of potentials 
makes it unnecessary to perform arc reversals [27]. The variable elimination approach has also been generalized to allow 
more complex representations of uncertainty and utility [28–30].

MEU equation. A variable elimination algorithm solves an influence diagram by solving Equation (10), which is called the 
MEU equation. To simplify the operations used to solve this equation, it is formulated using potentials, which were reviewed 
in Section 2.1. Obviously, the conditional probability distributions and reward functions given in the initial specification of 
an influence diagram are themselves potentials.

Algorithm 1 gives pseudocode for the variable elimination algorithm. The first line assigns the probability potentials of 
the influence diagram to the set �, and the second line assigns the utility potentials to the set 	. Equation (10) can then 
be expressed as

M EU =
∑
Y1

max
D1

∑
Y2

. . . max
Dn

∑
X

∏
�

(∑
	

)
, (11)

where the expression 
∏

�(
∑

	) is the product of all probability potentials multiplied by the sum of all utility potentials. In 
this form, the influence diagram is solved by eliminating one variable from the equation in each iteration of the algorithm, 
and replacing all potentials in � and 	 that mention the variable with equivalent potentials that do not, until all variables 
are eliminated and the problem is solved.

We adopt the following terminology. A potential is said to be relevant in a given elimination step if the variable selected 
for elimination is in its domain. The variables in the union of the domains of all relevant potentials are called the relevant 
variables.
7
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Elimination order. In the pseudocode, the set of all variables is denoted V = C ∪ D. Recall that the informational constraints 
of a problem induce a partition of the chance variables into information sets, C = {Y1, Y2, . . . , Yn, X}, and a corresponding 
partial temporal ordering of the variables, Y1 ≺ D1 ≺ Y2 ≺ . . . ≺ Dn ≺ X, where each information set Yi contains the chance 
variables that are informational predecessors of the decision variable Di , but not of any previous decision variable, and X
is the set of unobserved variables. Variables are eliminated in the reverse of this partial temporal order, which means the 
algorithm first sum-marginalizes the variables in X, then max-marginalizes Dn , then sum-marginalizes the variables in Yn , 
then max-marginalizes Dn−1, and so on. Within any set Yi or X, the variables can be eliminated in any order, with the order 
often determined by a heuristic that attempts to optimize efficiency.

Processing probability potentials. Let V denote the variable selected for elimination. After all probability potentials with V
in their domain are identified, they are combined by element-wise multiplication. Then the variable V is eliminated from 
the resulting probability potential φV , which creates the probability potential φi . If V is a chance variable, it is eliminated 
by sum-marginalization. If it is a decision variable, it can be eliminated by max-marginalization, as shown in Line 12 of 
Algorithm 1, which follows Jensen and Nielsen’s description of the algorithm [17, pp. 353–5]. However, this step can be 
simplified. When a decision variable is eliminated, it is d-separated from its predecessors, and any successors have already 
been eliminated. As a result, the eliminated decision variable cannot have any effect on the value of a probability potential, 
even if it is in its domain. (To say that it cannot have an effect means that for every state of the other variables in the 
domain of the probability potential, the value of the potential is the same regardless of the value of the decision variable.) 
It follows that a decision variable can be eliminated from a probability potential by simple projection of the potential onto 
the remaining variables, as pointed out by others [23,21,30].

Processing utility potentials. After all utility potentials with V in their domain are identified, they are combined by element-
wise addition, where ψV denotes the resulting utility potential. If V is a chance variable, ψV is multiplied by the probability 
potential, φcond = φV /φi , and then V is eliminated by sum-marginalization. If V is a decision variable, it is eliminated by 
max-marginalization, and a corresponding policy, δV , is computed that records the maximizing action for each instantiation 
of the variables in the domain of the resulting utility potential ψi .

Solution. When the last variable is eliminated, the algorithm returns a utility potential with an empty domain, which is a 
scalar equal to the MEU value of Equation (11). It also returns an optimal strategy, � = (δD1 , . . . , δDn ).

Example: Oil wildcatter. To illustrate how the algorithm works, we describe the steps it takes to solve the influence diagram 
for the oil wildcatter problem.

1. The first step is to initialize the sets of probability and utility potentials with the conditional probability and reward 
functions of the influence diagram:

� ← {P (O ), P (S|O , T )} (12)

	 ← {R(T ), R(O , D)}. (13)

Given these potentials, the MEU equation for the influence diagram is:

M EU = max
T

∑
S

max
D

∑
O

P (S|O , T )P (O ) (R(T ) + R(O , D)) . (14)

2. Eliminate chance variable O (for Oil):
For this problem, there is only one valid elimination order. The unobserved chance variable is eliminated first. The 
probability potentials with the variable O in their domain are processed as follows:

φO (O , S|T ) ← P (O ) · P (S|O , T ) (15)

φ1(S|T ) ←
∑

O

φO (O , S|T ) (16)

� ← {φ1(S|T )}. (17)

The only utility potential with the variable O in its domain is then processed:

φcond(O |S, T ) ← φO (O , S|T )

φ1(S|T )
(18)

ψ1(S, T , D) ←
∑

O

φcond(O |S, T ) · R(O , D) (19)

	 ← {R(T ),ψ1(S, T , D)}. (20)
8
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After eliminating the variable O , the revised MEU equation is:

M EU = max
T

∑
S

max
D

φ1(S|T ) (R(T ) + ψ1(S, T , D)) . (21)

3. Eliminate decision variable D (for Drill):
There are no probability potentials with the variable D in their domain. The single utility potential with D in its domain 
is processed as follows:

ψ2(S, T ) ← max
D

ψ1(S, T , D) (22)

	 ← {R(T ),ψ2(S, T )}. (23)

The revised equation for the problem is

M EU = max
T

∑
S

φ1(S|T ) (R(T ) + ψ2(S, T )) , (24)

and the following policy is saved in �:

δD(S, T ) ← arg max
D

ψ1(S, T , D) (25)

4. Eliminate chance variable S (for Seismic test result):
The only probability potential with the variable S in its domain is φ1(S|T ), and so the variable S is eliminated by 
sum-marginalization, as follows,

φ3(T ) ←
∑

S

φ1(S|T ). (26)

The resulting probability potential is vacuous, that is, it assigns the value of 1 to each state of T , and thus it does 
not need to be added to 	. (The fact that it is vacuous follows by the unit potential property [17, p. 13].) Because it 
is vacuous, we have φcond(S|T ) = φ1(S|T ). The only utility potential with the variable S in its domain, ψ2(S, T ), is 
processed as follows:

ψ3(T ) ←
∑

S

φcond(S|T ) · ψ2(S, T ) (27)

	 ← {R(T ),ψ3(T )}. (28)

The revised equation for the problem is:

M EU = max
T

(R(T ) + ψ3(T )) . (29)

5. Eliminate decision variable T (for Test):
No probability potentials have the variable T in their domain, but two utility potentials do. Recall that λ is the unique 
state of the empty variable, which is the result of eliminating T from the domain of the potential ψT (T ). So, we have

ψT (T ) ← R(T ) + ψ3(T ) (30)

ψ4(λ) ← max
T

ψT (T ) (31)

	 ← {ψ4(λ)}. (32)

The final equation for the problem is

M EU = ψ4(λ), (33)

and the policy for this decision variable is

δT (λ) ← arg max
T

ψT (T ). (34)

6. Return solution:
The optimal strategy, � = (δT (λ), δD(S, T )), and MEU are returned.
9
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Fig. 2. Influence diagrams for (a) a three-stage completely observable MDP and (b) a three-stage POMDP.

2.3. Finite-horizon partially observable Markov decision process

An alternative model of a single-agent decision-theoretic planning problem under imperfect information is a finite-
horizon partially observable Markov decision process (POMDP) [7–9,31]. In the rest of this background section, we review this 
model.

2.3.1. Complete observability
We begin by reviewing an important special case of a POMDP where the state of the process is completely observed.

Definition 2. A finite-horizon completely observable Markov decision process (MDP) is a tuple (Y, D, R, P), where

• the process unfolds over a finite sequence of n stages, indexed by t = 1, 2, . . . , n;
• Y = {Yt |t = 1, 2, . . . , n} is a set of random variables, one per stage, that represent the changing state of the process;
• D = {Dt |t = 1, 2, . . . , n} is a set of decision variables, with one per stage;
• R = {Rt : sp(Yt) × sp(Dt) → �|t = 1, 2, . . . , n} is a set of reward functions;
• P = {Pt |t = 1, 2, . . . , n} is a set of probability distributions, one for each random variable. For the first stage, there 

is an unconditional state probability distribution P1(Y1). For each subsequent stage t = 2 . . .n, there is a conditional 
probability distribution Pt(Yt |Yt−1, Dt−1).

At each stage, the state yt ∈ sp(Yt) is observed, an action dt ∈ sp(Dt) is performed, and a reward Rt(yt , dt) is received. 
In every stage except the last, the process then makes a transition to a successor state yt+1 ∈ sp(Yt+1) with probability 
Pt(yt+1|yt, dt). Fig. 2a shows an influence diagram for a three-stage MDP.

MDPs are often assumed to be stage-invariant, which means the variable domains, conditional probability distributions, 
and reward functions are the same in each stage. But this assumption is not made in general, and the relationship between 
MDPs and influence diagrams is easier to see when we do not assume the MDP is stage-invariant. To say that a process is 
Markovian means the distribution of future states and rewards is independent of the history of the process given knowledge 
of the current state.

An MDP is solved by finding a strategy that maximizes expected utility. Because a completely observable MDP is a 
special case of an influence diagram where the graph of the influence diagram has the form of Fig. 2a, it can be solved by 
any algorithm that solves influence diagrams. However, an MDP is traditionally solved by a classic value iteration algorithm 
that is well-described in the literature [16].

2.3.2. Partial observability
Fig. 2b shows an influence diagram that represents a three-stage POMDP. The model is defined as follows.

Definition 3. A finite-horizon partially observable Markov decision process (POMDP) is a tuple (X, Y, D, R, P), where

• the process unfolds over a finite sequence of n stages, indexed by t = 1, 2, . . . , n;
• X = {Xt |t = 1, 2, . . .n} is a set of random variables, which we call state variables, that represent the changing state of 

the process;
• Y = {Yt |t = 1, 2, . . .n} is a set of random variables, which we call observation variables because all of their outgoing arcs 

are informational arcs;
• D = {Dt |t = 1, 2, . . .n} is a set of decision variables, with one per stage;
• R = {Rt : sp(Xt) × sp(Dt) → �|t = 1, 2, . . .n} is a set of reward functions;
• P is a set of probability distributions, with one for each random variable in X ∪ Y. For the first stage, the state variable 

X1 is associated with an unconditional probability distribution P (X1), and the observation variable Y1 is associated 
with a conditional probability distribution P (Y1|X1). For each subsequent stage t = 2 . . .n, the state variable Xt is 
associated with a conditional probability distribution P (Xt |Xt−1, Dt−1), and the observation variable Yt is associated 
with a conditional probability distribution P (Yt |Xt , Dt−1).
10
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In keeping with an assumption already made for influence diagrams, we assume that every variable has a finite number 
of values. At each stage t = 1, . . . , n of the process, the decision maker receives an observation yt ∈ sp(Yt) that provides 
imperfect information about the current state xt ∈ sp(Xt). The decision maker then takes an action dt ∈ sp(Dt) that results 
in a reward Rt(xt , dt), and, in every stage except the last, a transition to a successor state xt+1 ∈ sp(Xt+1) with probability 
P (xt+1|xt , dt).

Because a finite-horizon POMDP is a special case of an influence diagram where the graph of the influence diagram has 
the form of Fig. 2b, it can be solved by any algorithm that solves influence diagrams. But it is traditionally solved by a value 
iteration algorithm that leverages the special structure of this class of problems [32,33].

2.3.3. Belief state
Although the state of a partially observed process is not directly observed, state probabilities can be computed based 

on the history of the process. Recall that yt ∈ Yt denotes the observation and dt ∈ Dt denotes the action at stage t . Let ht

denote the history of the process at stage t before performing an action, which is defined recursively as,

h1 = {y1} (35)

ht = ht−1 ∪ {dt−1, yt} = {y1, . . . ,dt−1, yt}, t = 2,3, . . . ,n, (36)

where n is the number of stages of the process. For the first stage, we have by Bayes’ rule the following conditional 
probability that the unobserved state is x1 ∈ sp(X1):

P (x1|h1) = P (x1|y1) = P (y1|x1)P (x1)∑
x1

P (y1|x1)P (x1)
. (37)

For the subsequent stages, t = 2, 3, . . . , n, the conditional probabilities are defined recursively as:

P (xt |ht) = P (yt |xt ,dt−1)
∑

xt−1
P (xt |xt−1,dt−1)P (xt−1|ht−1)∑

xt
P (yt |xt,dt−1)

∑
xt−1

P (xt |xt−1,dt−1)P (xt−1|ht−1)
. (38)

For convenience, we let bt : sp(Xt) → [0, 1] denote a conditional probability distribution where bt(xt) = P (Xt = xt |ht) is 
the probability that the process is in state xt , conditioned on the observed history ht . In the literature on POMDPs, this 
conditional probability distribution is called a belief state (or information state). Given the belief state bt−1 at stage t − 1, 
the action dt−1 at stage t − 1, and the observation yt at stage t , the successor belief state bt at stage t is given by the 
deterministic function, bt = τ (bt−1, dt−1, yt), where each component of bt is defined as

bt(xt) = P (xt |bt−1,dt−1, yt) (39)

= P (yt, xt |bt−1,dt−1)

P (yt |bt−1,dt−1)
(40)

= P (yt |xt,dt−1)
∑

xt−1
P (xt |xt−1,dt−1)bt−1(xt−1)∑

xt
P (yt |xt ,dt−1)

∑
xt−1

P (xt |xt−1,dt−1)bt−1(xt−1)
. (41)

It is well-known that a belief state updated in this way is a sufficient statistic for the history of the process, which means 
that P (xt |bt , ht) = P (xt |bt). It follows that an optimal decision can be made based solely on the belief state, without needing 
to consider the history of the process. This insight provides the key to solving POMDPs efficiently by dynamic programming.

2.3.4. Belief-state MDP and dynamic programming recurrence
The value iteration approach to solving POMDPs is based on the reduction of a POMDP to a completely observable MDP 

over belief states, called a belief-state MDP. For each stage t = 1, 2, . . . , n of this MDP, the state space is bsp(Xt), which is the 
multi-dimensional continuous space of belief states over the possible states of the variable Xt . The set of available actions, 
sp(Dt), is the same as for the original POMDP. The reward function is defined as

Rt(bt,dt) =
∑

xt

bt(xt)Rt(xt ,dt). (42)

The (belief) state transition function, which gives the probability of making a transition to belief state bt+1 ∈ bsp(Xt+1) after 
taking action dt ∈ sp(Dt) in belief state bt ∈ bsp(Xt), is defined as

P (bt+1|bt,dt) =
∑
yt+1

P (bt+1|bt,dt, yt+1)P (yt+1|bt,dt), (43)

where
11
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P (bt+1|bt,dt, yt+1) =
{

1 if bt+1 = τ (bt,dt, yt+1)

0 otherwise,
(44)

and

P (yt+1|bt,dt) =
∑
xt+1

P (yt+1|xt+1,dt)
∑

xt

P (xt+1|xt,dt)bt(xt). (45)

Equation (43) can be interpreted as follows: the probability of making a transition from belief state bt to belief state bt+1
after action dt is the sum of the probabilities of all observations yt+1 that lead to this belief state.

Once formulated as a belief-state MDP, a finite-horizon POMDP can be solved by solving the following dynamic program-
ming recurrence,

Vt(bt) = max
dt

⎧⎨
⎩Rt(bt,dt) +

∑
yt+1

P (yt+1|bt,dt)Vt+1(τ (bt,dt, yt+1))

⎫⎬
⎭ , (46)

for stages t = 1, 2, . . . , n − 1, and

Vn(bn) = max
dn

Rn(bn,dn), (47)

for the last stage of the process. For each stage t of the process, the value function Vt : bsp(Xt) → � gives the expected total 
reward for following an optimal strategy beginning from any belief state bt ∈ bsp(Xt).

2.3.5. Value iteration for POMDPs
Solving a finite-horizon POMDP by solving the dynamic programming recurrence of an equivalent belief-state MDP has 

the advantage that each stage of the POMDP can be solved without considering the previous history of the process. But it 
presents the challenge that for each stage t , the recurrence needs to be solved for all belief states in bsp(Xt), which is a 
multi-dimensional continuous space. Fortunately, there is an elegant algorithm that gives an exact solution of this dynamic 
programming recurrence.

Piecewise-linear and concave value function. The key result on which the classic value iteration algorithm for belief-state 
MDPs depends is due to Smallwood and Sondik [32], who showed that an optimal value function for a finite-horizon belief-
state MDP is piecewise linear and concave. (Because Smallwood and Sondik considered cost minimization, they showed, 
equivalently, that it is piecewise-linear and convex.)

To say that a value function Vt : bsp(Xt) → � is piecewise linear and concave means there is a finite set of linear 
functions, denoted �t , such that

Vt(bt) = max
γ ∈�t

∑
xt

bt(xt)γ (xt), (48)

where bt ∈ bsp(Xt) is a belief state, and each γ ∈ �t is said to be a linear function because the value 
∑

xt
bt(xt)γ (xt) is a 

linear function of the belief state bt . The classic approach is to represent each linear function (as well as the belief state) by 
an |sp(Xt)|-dimensional vector, where the entries in the vector are mapped to the states of Xt by indexing the states of Xt

from 1 through |sp(Xt)|. More compact representations of this linear function, including trees [12] and algebraic decision 
diagrams [13], can be used to leverage problem structure.

Pruning dominated linear functions. For any piecewise linear and concave value function, there is a unique and minimal-
size set of linear functions that represents it. The value iteration algorithm for POMDPs performs best if the set of linear 
functions that represents each piecewise-linear and concave value function is a minimal-size set.

Given a set of linear functions, �t , that represents a value function Vt : bsp(Xt) → �, a particular linear function γ ′ ∈ �t

is said to be dominated by the other linear functions in the set, �t\{γ ′}, if for all belief states b ∈ bsp(Xt):

∑
xt

b(xt)γ
′(xt) ≤ max

γ ∈�t\{γ ′}
∑

xt

b(xt)γ (xt). (49)

That is, a linear function γ ′ ∈ �t is dominated if there is no belief state b ∈ bsp(Xt) for which it provides a better value than 
the other linear functions in the set �t . This condition can be tested by solving the following linear program:
12
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Variables: ε, b(xt),∀xt ∈ sp(Xt)

Maximize: ε

Subject to constraints:
∑

xt

[
b(xt) · (γ ′(xt) − γ (xt)

)] ≥ ε, ∀γ ∈ �t\{γ ′}
∑

xt

b(xt) = 1 and b(xt) ≥ 0,∀xt ∈ sp(Xt).

(50)

If the scalar value ε returned by this linear program is non-positive, then γ ′ is dominated, and can be safely removed from 
the set �t , that is, it can be “pruned.”

In the rest of the paper, we let Prune(�) denote an operator that takes a set of linear functions � and prunes all of its 
dominated linear functions. A naive way to implement this operator is to test each linear function using the above linear 
program. A much more efficient algorithm, due to Lark and White [9], is well-described in the literature [33,34], including 
recent improvements [35,36].

Incremental pruning. Among several approaches to value iteration for POMDPs, the most widely-used is the incremental 
pruning algorithm [33]. It is based, first of all, on the observation that the definition of the value function Vt in Equation (46)
can be decomposed into simpler combinations of other value functions, as follows,

Vt(bt) = max
dt

V dt
t (bt) (51)

V dt
t (bt) =

∑
yt+1

V dt ,yt+1
t (bt) (52)

V dt ,yt+1
t (bt) = Rt(bt,dt)

|sp(Yt+1)| + P (yt+1|bt,dt)Vt+1(τ (bt,dt, yt+1)), (53)

where there is a value function V dt
t for each action dt ∈ sp(Dt), and a value function V dt ,yt+1

t for each pair of action 
dt ∈ sp(Dt) and observation yt+1 ∈ sp(Yt+1).

Assuming the value function Vt+1 is piecewise-linear and concave, and is represented by a set �t+1 of linear functions, 
then each of these three value functions is also piecewise-linear and concave, and can be represented by a set of linear 
functions, denoted by �t , �dt

t , and �dt ,yt+1
t . For each stage t of a POMDP, the sets of linear functions that represent each of 

these value functions can be generated by performing the following three steps.
The first step, called backprojection, takes as input the set �t+1 of linear functions that represents the stage-(t + 1) value 

function Vt+1. For each pair of action dt and observation yt+1, it generates a set of linear functions,

�
dt ,yt+1
t = Prune

(
{γ i

t |i = 1, . . . , |�t+1|}
)

, (54)

where, before pruning, there is one linear function γ i
t ∈ �

dt ,yt+1
t for each linear function γ i

t+1 ∈ �t+1. For each state xt ∈
sp(Xt), the value of the linear function γ i

t is

γ i
t (xt) = R(xt ,dt)

|sp(Yt+1)| +
∑
xt+1

P (xt+1, yt+1|xt,dt)γ
i

t+1(xt+1). (55)

The second step of the algorithm is called the cross sum step. Given two sets of linear functions, A and B , their cross 
sum is defined as the set of all pairwise additions of linear functions from these two sets, which is

A ⊕ B = {a + b|a ∈ A,b ∈ B}, (56)

where this operation extends to more than two sets of linear functions in the obvious way. For each action dt ∈ Dt , the 
following set of linear functions is computed:

�
dt
t = Prune

(
⊕yt+1∈sp(Yt+1)�

dt ,yt+1
t

)
. (57)

The key insight of the incremental pruning algorithm (for which the algorithm is named) is that this set can be computed 
more efficiently by interleaving the cross-sum operation with the pruning of intermediate sets of linear functions, as follows:

�
dt
t = Prune(. . . Prune(Prune(�

dt ,y1
t+1

t ⊕ �
dt ,y2

t+1
t ) ⊕ �

dt ,y3
t+1

t ) . . . �
dt ,y3

t+1
t )). (58)

The third step of the algorithm, called maximization, computes the set of linear functions,

�t = Prune
(
∪dt∈sp(Dt )�

dt
t

)
, (59)
13
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Fig. 3. (a) Maze for ten-stage POMDP and (b) corresponding influence diagram.

which represents the piecewise-linear and concave value function Vt .
To use incremental pruning to solve a finite-horizon POMDP by value iteration, a set �n of linear functions that represents 

the piecewise-linear and concave value function Vn for the last stage of the problem must first be created, as the base step 
of the value iteration recursion. It contains one linear function for each action dn ∈ sp(Dn). Let i = 1 . . . |Dn| denote the index 
of the linear function. The value of each component of the linear function ψ i

n is defined as

γ i
n(xn) = Rn(xn,di

n), (60)

where i is also the index of the corresponding action.

Strategy representation. A strategy for a finite-horizon POMDP is a sequence of policies, � = {δ1, . . . , δn}, one for each 
decision variable, where a policy, δt : bsp(Xt) → sp(Dt), maps each belief state b(Xt) ∈ bsp(Xt) to an action dt that optimizes 
the corresponding value function Vt in the sequence of value functions, V = {V 1, V 2, . . . , Vn}, which is defined by the 
dynamic programming recurrence of Equations (46) and (47).

The representation of a policy defined in this way is complicated by the fact that its domain is a multi-dimensional 
continuous space. Although difficult to represent explicitly, such a policy can be represented implicitly with the help of the 
set �t of linear functions that represents the piecewise-linear and concave value function Vt for the corresponding stage t
of the POMDP. Let d(γ ) ∈ sp(Dt) denote the action associated with generation of a linear function γ ∈ �t . We represent the 
policy for stage t as follows,

δt(bt) = d

(
arg max

γ ∈�t

∑
xt

bt(xt)γ (xt)

)
, (61)

where bt ∈ bsp(Xt) is a belief state over the states of the unobserved variable Xt .

Example: Maze navigation. To motivate the integrated approach to problem solving developed in the rest of this paper, we 
compare the performance of the variable elimination and incremental pruning algorithms in solving an influence diagram 
that represents a simple ten-stage POMDP.

The POMDP is a robot navigation problem introduced in previous work on limited-memory influence diagrams [37]. 
Fig. 3a shows a maze with 23 states. Each white cell represents a state, with an absorbing goal state marked by the letter G. 
Shaded cells and outside borders represent walls through which the robot cannot pass. The robot can take one of four 
possible actions in each stage; it can move a single step in any of the four compass directions. It successfully moves in 
its intended direction with probability 0.89. It moves sideways with respect to its intended direction with probability 0.02 
(0.01 for each side), it moves backward with probability 0.001, and it fails to move with probability 0.089. If movement in 
some direction would take it into a wall, the robot remains in its current location. The robot can accurately sense whether 
the neighboring cell in each direction of the compass is a wall. For this maze, there are 13 possible observations, including 
perfect observation of the goal state. Because the same observation can be received in different states, the problem is 
partially observable.

The problem begins with the robot placed in a (uniformly) random non-goal state, so that it does not know its initial 
location. It then performs an action in each of a sequence of ten stages. If it reaches the absorbing goal state by the final 
stage, it receives a reward of 1; otherwise, it receives a reward of 0. Thus the objective is to maximize the probability of 
reaching the goal state within ten stages.

Because there are 13 possible observations and four possible actions in each stage, there are 5210 possible histories 
over ten stages! The traditional variable elimination algorithm must eliminate all unobserved chance variables before it can 
eliminate a decision variable. But doing so for this POMDP creates a single probability potential that includes all of the 
decision and observed chance variables of the influence diagram in its domain, and gives the probability of each of the 
5210 possible histories over ten stages. It also creates a utility potential with the same domain that gives the utility for all 
5210 possible histories. When the last decision variable is eliminated, these two potentials are used to compute a utility 
potential that maps each of the 13 · 529 possible histories before the last action to the expected utility of the optimal action. 
The corresponding policy has the same dimensions. Given the immense size of these potentials, the traditional variable 
elimination algorithm cannot solve this problem, or even the last stage of this problem, after many hours of CPU time.

By contrast, the incremental pruning algorithm finds an optimal solution for this problem in less than one second of 
CPU time! In fact, computing an optimal policy and value function for the last decision variable is the easiest part of the 
14
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problem to solve. For the last stage of the problem, the incremental pruning algorithm computes a piecewise-linear and 
concave value function that has just four linear functions, one for each possible action. In this form, it gives the optimal 
value for any belief state, and an optimal policy is represented in a similarly compact form. The total number of linear 
functions needed to represent all ten piecewise-linear and concave value functions, one for each stage of the problem, is 
just 123, where each linear function is a vector of dimension 23. Moreover, only 45 of these linear functions are needed 
to represent an optimal strategy for the initial belief state, since the other linear functions are unreachable from the initial 
belief state under an optimal strategy. (See Fig. 9.)

Certainly, not every ten-stage POMDP can be solved so easily by value iteration. In the worst case, the number of linear 
functions needed to represent a value function grows at a doubly-exponential rate in the number of stages! But in practice, 
it often grows more slowly, or hardly at all, as in this case. The importance of this example is that it shows that the value 
iteration algorithm for POMDPs leverages problem structure that is not considered by the traditional variable elimination 
algorithm. The dramatic difference between the performance of variable elimination and value iteration in solving the same 
problem motivates the approach developed in the rest of this paper: we show how to improve the performance of the 
variable elimination approach to solving influence diagrams by integrating it with techniques for solving POMDPs.

3. Piecewise-linear and concave potentials and associated operations

In this section, we show that traditional constraints on elimination order when solving an influence diagram by variable 
elimination can be relaxed by allowing utility potentials to be represented by piecewise-linear and concave functions, and 
by using POMDP techniques to generalize the operations on utility potentials. This generalization provides the foundation 
for development of a more scalable variable elimination algorithm for influence diagrams, which is described in Section 4.

3.1. Constraints on elimination order based on the representation of potentials

The standard model of potentials reviewed in Section 2.1.2, and used by the traditional variable elimination algorithm, 
unnecessarily constrains the order in which variables can be eliminated when solving an influence diagram.

Recall that the informational constraints of a decision problem induce a partial temporal ordering of the variables of 
an influence diagram, Y1 ≺ D1 ≺ Y2 ≺ . . . ≺ Dn ≺ X, where each information set Yi contains the chance variables that 
are informational predecessors of the decision variable Di , but not of any previous decision variable, and X is the set 
of unobserved variables. The traditional variable elimination algorithm eliminates variables in the reverse of this partial 
temporal order because the standard max-marginalization operator it relies on to eliminate a decision variable from a utility 
potential assumes that the state of every variable in the domain of the utility potential is known before the corresponding 
action is taken, that is, it assumes that all variables in the domain of the utility potential are informational predecessors 
of the eliminated decision variable. If this condition is not met, the utility potential generated by eliminating the decision 
variable by max-marginalization, and the policy generated at the same time, are not guaranteed to be optimal. In fact, a 
policy that is represented as a mapping from the states of the variables in its domain to actions cannot even be executed if 
the states are not known before the action is taken.

It follows that to relax constraints on elimination order, we must generalize the definition of a utility potential, and the 
max-marginalization operator used to eliminate a decision variable from a utility potential, so that they model decision 
making under partial observability. We must also similarly generalize the definition of a policy.

3.2. Generalized representation of potentials

When a decision variable D is eliminated by the traditional variable elimination algorithm, the utility potential generated 
is a mapping,

ψ : sp(H) → �, (62)

where H ⊆ Pred(D) denotes the variables in the domain of the utility potential. We use the letter “H” because all unob-
served variables are eliminated by traditional variable elimination before any decision variable D is eliminated, and so H
represents the relevant history of the process for this decision.

It is interesting to compare this representation of a utility potential to the representation of a value function for a POMDP, 
which is a mapping,

V : bsp(U ) → �, (63)

where U is an unobserved state variable, and bsp(U ) denotes the set of all belief states, or probability distributions, over 
the possible states of U . An important property of this value function is that it is piecewise-linear and concave, as discussed 
in Section 2.3.5, which means it is represented by a finite set of linear functions, denoted �, such that

V (b) = max
γ ∈�

∑
b(u)γ (u), (64)
u
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where b ∈ bsp(U ) is a belief state, and b(u) is the probability that U is in the state u ∈ sp(U ).
The generalized variable elimination algorithm developed in the rest of this paper combines these two different repre-

sentations by adopting the following more general representation of a utility potential,

ψ : sp(H) × bsp(U) → �, (65)

where H denotes a (possibly empty) set of observed variables, U denotes a (possibly empty) set of unobserved variables, 
and × denotes the Cartesian product. This utility potential is piecewise-linear and concave, where we define this property 
in a way that also takes into account the relevant history of the process.

Definition 4. A piecewise-linear and concave potential, ψ : sp(H) × bsp(U) → �, is a potential that is represented by an 
indexed family of sets of ordinary potentials, {�h}h∈sp(H) , where each ordinary potential γ ∈ �h is a mapping γ : sp(U) → �, 
and, for a given history h ∈ sp(H) and belief state b(U) ∈ bsp(U), its value is

ψ(h,b(U)) = max
γ ∈�h

∑
u

b(u)γ (u). (66)

From now on, we refer to the ordinary potentials in each set �h as linear potentials, both to indicate their role in 
representing a piecewise-linear and concave potential, and to distinguish them from the ordinary probability and utility 
potentials used in the rest of the algorithm. But it is important to note that linear potentials are still ordinary potentials, 
although they are used in a different role. They are represented in the same way as ordinary potentials, and the same 
operations apply to them.

3.2.1. Belief variables
It is a convention in the literature on influence diagrams that ψ(X) denotes a potential defined as ψ : sp(X) → �. In 

keeping with our generalization of the concept of a potential, we extend this notation by adopting the convention that 
ψ(B(X)) denotes a piecewise-linear and concave potential defined as ψ : bsp(X) → �, and, similarly, ψ(H, B(U)) denotes a 
piecewise-linear and concave potential defined as ψ : sp(H) × bsp(U) → �. In this context, we say that B(X) is a joint belief 
variable. An instantiation of a joint belief variable B(X) is a belief state b(X) ∈ bsp(X), just as an instantiation of a joint 
variable X is a state x ∈ sp(X). Obviously, for a single variable X , we simply call B(X) a belief variable.

3.2.2. Ordinary potentials as a special case of piecewise-linear and concave potentials
In the rest of this section, we generalize the operations on ordinary potentials so that they apply to piecewise-linear and 

concave potentials. The following result ensures that operations on piecewise-linear and concave potentials are also valid 
for ordinary potentials.

Lemma 1. An ordinary potential, ψ : sp(H, U) → �, is a special case of a piecewise-linear and concave potential, ψ : sp(H) ×
bsp(U) → �.

Proof. The domain of an ordinary potential, ψ(H, U), can be extended so that it is defined for any belief state b(U) over 
the possible states of U, as follows:

ψ(h,b(U)) =
∑

u

b(u)ψ(h,u) (67)

=
∑

u

b(u)ψ R(H=h)(u). (68)

The extended potential, ψ(H, B(U)), is piecewise-linear and concave because it can be represented by an indexed family of 
sets of linear potentials, {�h}h∈sp(H) , where each set �h contains just the one potential ψ R(H=h) . �

Although the generalized operations on piecewise-linear and concave potentials that we define in the rest of this section 
work correctly for ordinary potentials, we prefer to perform ordinary operations on ordinary potentials, whenever possible, 
because it allows potentials to be represented more simply.

3.3. Subproblem decomposition by optimizing over belief states

To illustrate the key idea of our approach, we begin by describing the operation that generates the first piecewise-
linear and concave utility potential that is generated when our new variable elimination algorithm eliminates variables in a 
non-traditional order.
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3.3.1. Initial piecewise-linear and concave utility potential
The new algorithm generates a piecewise-linear and concave utility potential if and only if it eliminates the last decision 

variable before all unobserved chance variables have been eliminated. The following theorem describes a generalization 
of the max-marginalization operation that eliminates a decision variable from an ordinary utility potential that includes 
unobserved chance variables in its domain.

Theorem 1. Elimination by max-marginalization of a decision variable D from the domain of an ordinary potential, ψ(H, D, U), where 
H denotes a set of observed variables and U denotes a non-empty set of unobserved variables, creates a piecewise-linear and concave 
potential, ψ ′(H, B(U)), which is represented by an indexed family of sets of linear potentials, {�′

h}h∈sp(H) , where each set �′
h is defined 

as follows,

�′
h = Prune

({
ψ R(H=h,D=d)|d ∈ sp(D)

})
, (69)

and the domain of each linear potential in �′
h is U.

Proof. For any inputs h and b(U), we have the equivalences:

max
d

ψ(h,d,b(U)) = max
d

∑
u

b(u)ψ R(H=h,D=d)(u) (70)

= max
γ ′∈�′

h

∑
u

b(u)γ ′(u) (71)

= ψ ′(h,b(U)). (72)

Equation (70) follows from Lemma 1. Equation (71) follows from the definition of �′
h given by Equation (69). Equation (72)

follows from the representation of ψ ′ by the indexed family of sets of linear potentials, {�′
h}h∈sp(H) , as defined in the 

theorem. �
The Prune operator in Equation (69), and in similar equations in the rest of the paper, removes dominated linear po-

tentials from a set, as described in Section 2.3.5. It is the same operator used by exact dynamic programming algorithms 
for POMDPs. It improves efficiency because the complexity of operations on sets of potentials increases with the size of 
the sets. Of course. pruning dominated potentials from a set of linear potentials does not change the piecewise-linear and 
concave potential that it represents.

3.3.2. Example: Maze navigation revisited
Recall the maze POMDP described in Section 2.3.5. When solved by traditional variable elimination, the unobserved 

chance variables for all ten stages of the problem must be eliminated before any other variable is eliminated, including 
the last decision variable. As discussed earlier, the initial elimination of all unobserved variables creates both a probability 
potential and a utility potential with all of the decision and observed chance variables in their domain, giving both the 
probability and the utility of each of the 5210 possible histories over ten stages. The immense size of these potentials 
explains why the traditional variable elimination algorithm cannot solve this problem, or even eliminate the last decision 
variable, even after hours of CPU time.

By contrast, the generalized max-marginalization operator described by Theorem 1 can eliminate the last decision vari-
able before any other variable is eliminated, and generates an optimal utility potential and policy for the last decision 
variable almost instantly. The utility potential and policy are also represented much more compactly. When the last decision 
variable D10 of the influence diagram in Fig. 3b is eliminated first, there are no relevant probability potentials, and the 
only relevant utility potential is the reward function R(X10, D10), which includes the unobserved chance variable X10 in its 
domain. By Theorem 1, eliminating D10 from R(X10, D10) by max-marginalization creates a piecewise-linear and concave 
utility potential, ψ1(B(X10)), represented by a set �1 of linear potentials, with one linear potential, R R(D10=d10)(X10), for 
each action d10 ∈ sp(D10). For any belief state b(X10) ∈ bsp(X10), we have

ψ1(b(X10)) = max
γ ∈�1

∑
x10

b(x10)γ (x10) (73)

= max
d10

∑
x10

b(x10)R R(D10=d10)(x10), (74)

where b(x10) is the belief, or probability, that the unobserved state of X10 is x10.
This example illustrates the key idea of the POMDP approach we adopt. The utility potential ψ1 is generated by optimiz-

ing for all belief states over the possible states of X10. By optimizing for all belief states, the optimization problem for the 
last decision variable is decoupled from the rest of the optimization problem. That is, it is decoupled from the history of the 
process, allowing this subproblem to be solved independently, and easily. By contrast, the traditional variable elimination 
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algorithm conditions the last decision on the entire history of the process, which makes the optimization problem for the 
last decision variable almost prohibitively difficult to solve.

3.4. Generalized operations on potentials

Once an initial piecewise-linear and concave utility potential is generated, the other operations of the variable elimi-
nation algorithm need to be able to process it. We next show how to extend the definitions of all of the operations on 
potentials given in Section 2.1 so that they apply to piecewise-linear and concave potentials. First we consider the combina-
tion operations of addition and multiplication. (The new algorithm does not divide piecewise-linear and concave potentials.) 
Then we consider the max-marginalization and sum-marginalization operations.

3.4.1. Generalized combination operations: Addition and multiplication
When two potentials are combined by addition or multiplication, the domain of the new potential is the union of the 

domains of the combined potentials. For piecewise-linear and concave potentials, we also need to distinguish between 
the observed and unobserved variables in the domain of a potential, since this distinction affects the representation of 
the potential. Let ◦ denote a combination operator for potentials. The following theorem applies to both addition and 
multiplication.

Theorem 2. Consider the combination (by addition or multiplication) of a piecewise-linear and concave potential, ψ(H, B(U)), rep-
resented by an indexed family of sets of linear potentials, {�h}h∈sp(H) , and a piecewise-linear and concave potential, ψ ′(H′ , B(U′)), 
represented by an indexed family of sets of linear potentials, {�′

h′ }h′∈sp(H′) . The result is a piecewise-linear and concave potential, 
ψ ′′(H′′, B(U′′)), represented by an indexed family of sets of linear potentials, {�′′

h′′ }h′′∈sp(H′′) , where H′′ = H ∪ H′; for each instantia-
tion h′′ of H′′ , the set �′′

h′′ is defined as

�′′
h′′ = Prune

({
γ ◦ γ ′|γ ∈ �h, γ ′ ∈ �′

h′
}) ; (75)

and the linear potentials in each set �′′
h′′ have the domain U′′ = U ∪ U′ .

Proof. The result follows from the equivalences given below by Equations (76) through (79), which hold for any combina-
tion: ψ ′′(h′′, b′′(U′′)) = ψ(h, b(U)) ◦ ψ ′(h′, b′(U′)). In these equivalences, b(U) = ∑

U′′\U b′′(U′′) and b′(U′) = ∑
U′′\U′ b′′(U′′). 

That is, b is the same belief state as b′′ , but with the variables U′′\U marginalized out. The belief state b′ is defined similarly. 
The equivalences are:

ψ ′′(h′′,b′′(U′′)) = ψ(h,b(U)) ◦ ψ ′(h′,b′(U′)) (76)

=
(

max
γ ∈�h

∑
u

b(u)γ (u)

)
◦

(
max
γ ′∈�′

h′

∑
u′

b′(u′)γ ′(u′)
)

(77)

= max
γ ∈�h,γ ′∈�′

h

∑
u′′

b′′(u′′)
(
γ (u) ◦ γ ′(u′)

)
(78)

= max
γ ′′∈�′′

h

∑
u′′

b′′(u′′)γ ′′(u′′). (79)

Equation (76) simply states the operation to be performed. Equation (77) follows from the representation of the piecewise-
linear and concave potentials ψ and ψ ′ by corresponding indexed families of sets of linear potentials. Equation (78)
expresses the insight that when the indices for two maximization operators are different, the combination of all maximums 
is equal to the maximum of all combinations. Equation (79) follows since γ ′′(U′′) = γ (U) ◦ γ ′(U′), and the piecewise-linear 
and concave potential ψ ′′ is represented by the indexed family of sets of linear potentials defined in the theorem. �

Although Theorem 2 applies to both addition and multiplication, the algorithm we develop only uses it to add two 
piecewise-linear and concave utility potentials. We state the theorem in this more general form, however, because it implies 
the following corollary, which is used to multiply an ordinary probability potential by a piecewise-linear and concave utility 
potential, as well as to add an ordinary utility potential to a piecewise-linear and concave utility potential.

Corollary 1. Consider the combination (by addition or multiplication) of an ordinary potential, ψ(H, U), and a piecewise-linear and 
concave potential, ψ ′(H′, B(U′)), represented by an indexed family of sets of linear potentials, {�′

h′ }h′∈sp(H′) . The result is a piecewise-
linear and concave potential, ψ ′′(H′′, B(U′′)), represented by an indexed family of sets of linear potentials, {�′′

h′′ }h′′∈sp(H′′) , where 
H′′ = H ∪ H′; for each instantiation h′′ of H′′ , the set �′′

h′′ is defined as

�′′
h′′ = Prune

({
ψ R

(
H=h′′ ↓H)

◦ γ ′|γ ′ ∈ �′
h′

})
; (80)
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and the linear potentials in each set �′′
h′′ have domain U′′ = U ∪ U′ . (Note that the expression ψ R

(
H=h′′ ↓H)

in Equation (80) simply 
means that the potential ψ(H, U) is restricted to a potential with domain U by instantiating H to h′′ ↓H .)

Proof. The result follows from Theorem 2 and Lemma 1, which justifies treating an ordinary potential as a special case of 
a piecewise-linear and concave potential. �
Example. Let C denote an unobserved chance variable with three possible states. Let the vector, (0.2, 0.3, 0.5), rep-
resent the probability potential, φ(C), and let the set of vectors, � = {(4, 6, 7), (5, 2, 3), (3, 7, 1)}, represent the set 
of linear potentials that represents a piecewise-linear and concave utility potential, ψ(B(C)). The product of φ(C)

and ψ(B(C)) is a piecewise-linear and concave utility potential, ψ ′(B(C)), represented by the set of vectors: �′ =
{(0.8, 1.8, 3.5), (1.0, 0.6, 1.5), (0.6, 2.1, 0.5)}.

Criteria for selecting combination operator. We could use Theorem 2 to combine a utility potential with another potential in 
every case, if we represented every utility potential as piecewise-linear and concave. However, we prefer to use ordinary 
potentials whenever possible, and so we adopt the following criteria to determine which operator to use to combine a 
utility potential with another potential: (i) to add two ordinary utility potentials, or multiply an ordinary utility potential 
by a probability potential, we use the traditional addition and multiplication operators; (ii) to add two piecewise-linear 
and concave utility potentials, we use the operator described by Theorem 2; and (iii) to add a piecewise-linear and concave 
utility potential and an ordinary utility potential, or multiply a piecewise-linear and concave utility potential by a probability 
potential, we use the operator described by Corollary 1.

3.4.2. Generalized max-marginalization
We next show how to generalize the max-marginalization operator to eliminate a decision variable from a piecewise-

linear and concave potential. The following result complements and generalizes Theorem 1, which considers how to 
eliminate a decision variable from an ordinary potential that has unobserved chance variables in its domain.

Theorem 3. Elimination of a decision variable D by max-marginalization from a piecewise-linear and concave potential ψ(H, D,

B(U)), represented by an indexed family of sets of linear potentials, {�(h,d)}(h,d)∈sp(H,D) , creates a piecewise-linear and concave po-
tential, ψ ′(H, B(U)), represented by an indexed family of sets of linear potentials, {�′

h}h∈sp(H) , where for each instantiation h of H, we 
have

�′
h = Prune

(∪d∈sp(D)�(h,d)

)
, (81)

and the domain of the linear potentials in �′
h is U.

Proof. For any inputs h and b(U), the result follows from the equivalences:

max
d

ψ(h,d,b(U)) = max
d

max
γ ∈�h,d

∑
u

b(u)γ (u) (82)

= max
γ ′∈�′

h

∑
u

b(u)γ ′(u) (83)

= ψ ′(h,b(U)). (84)

Equation (82) follows from representation of ψ(H, D, B(U)) by the indexed family of sets of linear potentials,
{�(h,d)}(h,d)∈sp(H,D) . Equation (83) follows from the observation that each set �′

h contains all undominated linear poten-
tials in the union of sets, ∪d∈sp(D)�(h,d) , based on Equation (81), and so, for any belief state b(U), the maximizing linear 
potential in �′

h must be the same as the maximizing linear potential in the union of sets, ∪d∈sp(D)�(h,d) . Equation (84) fol-
lows from representation of the piecewise-linear and concave potential ψ ′(H, B(U)) by the indexed family of sets of linear 
potentials, {�′

h}h∈sp(H) , defined by the theorem. �
By Lemma 1, an ordinary potential is a special case of a piecewise-linear and concave potential. Therefore, this theorem 

also applies to the elimination of a decision variable from an ordinary utility potential, ψ(H, D), in which case it gives the 
same result as Theorem 1.

Generalized policy representation. When variable elimination eliminates a decision variable from a utility potential, it not 
only computes a new utility potential. It also computes a policy with the same domain as the new utility potential that 
records the maximizing decision for each instantiation of the variables in the domain.

We generalize the representation of a policy in a similar way to how we generalize the representation of a utility 
potential. Instead of representing a policy as a mapping, δD : sp(H) → sp(D), where H ⊆ Pred(D) is a subset of decision and 
observed chance variables that represents the relevant history for this decision, we represent a policy in a more general 
way, as follows,
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δD : sp(H) × bsp(U) → sp(D), (85)

where U is a subset of unobserved state variables that represents the relevant unobserved state for the decision.
When U is empty, the two representations of a policy coincide. When U is not empty, the domain of a policy includes 

a continuous, multi-dimensional space of belief states, and a policy for a decision variable D is represented implicitly by 
associating an action d ∈ sp(D) with each linear potential used to represent the corresponding piecewise-linear and concave 
utility potential, so that

δD(h,b(U)) = d

(
arg max

γ ∈�h

∑
u

b(u)γ (u)

)
, (86)

where d(γ ) denotes the action associated with the linear potential γ . The association of an action with each linear potential 
generalizes the similar representation of a policy for a POMDP, given by Equation (61).

Example. Consider a piecewise-linear and concave utility potential ψ(D, B(C)), where D is a Boolean decision variable and 
C is an unobserved Boolean chance variable. This utility potential is represented by two sets of linear potentials with domain 
C . Let �D=0 = {(0, 6), (3, 2)} be one set, and let �D=1 = {(4, 2), (5, 1), (2, 3)} be the other. Eliminating the decision variable 
D from this utility potential by max-marginalization creates a piecewise-linear and concave utility potential, ψ ′(B(C)), that 
is represented by a single set of linear potentials with domain C , as follows: �′ = Prune(�D=0 ∪ �D=1) = {(0, 6), (5, 1)}. 
Note that the union of these two sets originally has five linear potentials, but three are pruned because they are dominated 
by the other two. The corresponding policy is represented by associating the action D = 0 with the linear potentials from 
the set �D=0, the action D = 1 with the linear potentials from the set �D=1, and using Equation (86) to map any belief state 
to an action. In this case, of course, the vector (0, 6) is associated with the action D = 0, and the vector (5, 1) is associated 
with the action D = 1.

Criteria for selecting max-marginalization operator. It is possible to represent all utility potentials as piecewise-linear and 
concave, and use Theorem 3 to eliminate a decision variable from a utility potential in every case. However, we prefer to 
represent utility potentials as ordinary potentials whenever possible. Therefore, we use the following criteria to determine 
how to eliminate a decision variable from a utility potential: (i) for an ordinary utility potential with no unobserved variables 
in its domain, we use the traditional max-marginalization operator; (ii) for an ordinary utility potential with one or more 
unobserved variables in its domain, we use the max-marginalization operator of Theorem 1; and (iii) for a piecewise-linear 
and concave utility potential, we use the max-marginalization operator of Theorem 3. In summary, we use the least-general 
version of the operation that applies.

3.4.3. Generalized sum-marginalization
It remains to consider how to eliminate a chance variable from a piecewise-linear and concave utility potential. The 

sum-marginalization operator works very differently depending on whether the variable being eliminated is observed or 
not, and so we consider the two cases separately.

Elimination of an observed variable from a piecewise-linear and concave potential. First we consider the case where sum-
marginalization is used to eliminate an observed chance variable.

Theorem 4. Elimination by sum-marginalization of an observed chance variable C from a piecewise-linear and concave potential, 
ψ(H, C, B(U)), represented by an indexed family of sets of linear potentials, {�(h,c)}(h,c)∈sp(H,C) , with domain U, creates a piecewise-
linear and concave potential, ψ ′(H, B(U)), which is represented by an indexed family of sets of linear potentials, {�′

h}h∈sp(H) , with 
domain U, defined as follows: for each instantiation h of H,

�′
h = Prune

({⊕c∈sp(C)�(h,c)
})

, (87)

where ⊕ denotes the cross sum operator defined by Equation (56).

Proof. The result follows from the following equivalences, which hold for any inputs h and b(U) for the potentials:∑
c

ψ(h, c,b(U)) =
∑

c

max
γ ∈�h,c

∑
u

b(u)γ (u) (88)

= max
γ ′∈�′

h

∑
u

b(u)γ ′(u) (89)

= ψ ′(h,b(U)). (90)

Equation (88) follows by the definition of ψ given in the theorem. Equation (89) expresses the insight that each linear 
potential γ ′ ∈ �′ is the sum of |sp(C)| linear potentials, one from each set �h,c , for c ∈ sp(C), and the maximum of all sums 
h
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in Equation (89) is equal to the sum of all maximums in Equation (88). Equation (90) follows by the definition of ψ ′ in the 
theorem. �

Of course, the most efficient way of performing the computation indicated by Equation (87) is by interleaving the cross-
sum and pruning operations, as in Equation (58).

Example. Let C denote an observed chance variable with three possible values, and let U denote an unobserved Boolean 
chance variable. Consider a piecewise-linear and concave utility potential, ψ(C, B(U )), represented by three sets of lin-
ear potentials: �C=0 = {(1, 3), (2, 0)}, �C=1 = {(3, 2), (1, 4)}, and �C=2 = {(5, 1), (4, 2), (3, 3)}. Elimination of the observed 
chance variable C by sum-marginalization creates a new piecewise-linear and concave utility potential, ψ ′(B(U )), which is 
represented by a single set of linear potentials, constructed as follows:

�′ = Prune(Prune(�C=0 ⊕ �C=1) ⊕ �C=2) = {(10,3), (5,10), (9,6)}. (91)

Without pruning, the resulting set would have included twelve linear potentials, instead of three. However, nine of the 
twelve linear potentials were dominated.

Elimination of an unobserved variable from a piecewise-linear and concave potential. Finally, we describe how to eliminate an 
unobserved chance variable from a piecewise-linear and concave utility potential.

We begin by making two observations about this operation. First, when a variable C is unobserved, the expression ∑
C ψ(H, B(C, U)) is not meaningful because the summation operator for an unobserved variable must occur on the right-

hand side of any maximization operator in the MEU equation, and there is a maximization operator in the definition of a 
piecewise-linear and concave utility potential. Recall that for any input (h, b(C, U)):

ψ(h,b(C,U)) = max
γ ∈�h

∑
c,u

b(c,u)γ (c,u). (92)

Moreover, this equation already includes a summation operator for C on the right-hand side of the maximization operator.
A second observation is that before a variable is eliminated from a utility potential by the variable elimination algorithm, 

it must be eliminated from all probability potentials in the MEU equation. Therefore, when an unobserved chance variable C
is eliminated from a piecewise-linear and concave utility potential, ψ(H, B(C, U)), by sum-marginalization, we can assume 
that the variable is no longer in the domain of any probability potential in the MEU equation. It follows that there is no 
reason for the utility potential to be defined for belief states over the possible states of C .

Based on these two observations, we introduce the following symbol to denote elimination of an unobserved chance vari-
able from a piecewise-linear and concave potential by sum-marginalization. We use this symbol as a notational convenience 
only, since the ordinary summation operator is not meaningful in this case.

Definition 5. Let the symbol, 
∑

unobserved(C) , when it appears to the immediate left of a piecewise-linear and concave po-
tential, denote the elimination of an unobserved variable C from the potential, which is defined so that

∑
unobserved(C)

ψ (h,b(C,U)) = max
γ ∈�h

∑
c,u

(∑
c

b(c,u)

)
γ (c,u). (93)

By this definition, a variable C is eliminated from a piecewise-linear and concave utility potential in two steps. First, 
it is eliminated from the belief state, b(C, U), by sum-marginalization. Then it is straightforward to eliminate C by sum-
marginalization from each of the linear potentials in the representation of the piecewise-linear and concave utility potential, 
as shown in the proof of the following theorem.

Theorem 5. Consider the elimination of an unobserved chance variable C by sum-marginalization from a piecewise-linear and concave 
potential, ψ(H, B(C, U)), which is represented by an indexed family of sets of linear potentials, {�h}h∈sp(H) , where the domain of the 
linear potentials is (C, U), and U may or may not be empty.

If U is non-empty, the result is a piecewise-linear and concave potential, denoted ψ ′(H, B(U)), which is represented by an indexed 
family of sets of linear potentials, {�′

h}h∈sp(H) , with domain U, where for each instantiation h of H, we have

�′
h = Prune

({∑
C

γ |γ ∈ �h

})
. (94)

If U is empty, that is, if C is the only unobserved variable in the domain of ψ , the result is an ordinary utility potential ψ ′(H), where 
for each instantiation h of H:

ψ ′(h) = max
γ ∈�h

∑
γ (c). (95)
c∈sp(C)
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Proof. First we consider the case where C is not the only unobserved variable in the domain of ψ . For any belief state 
b(C, U), we can define a related belief state: b′(U) = ∑

C b(C, U). The following equivalences hold for any input (h, b(C, U))

for ψ :

∑
unobserved(C)

ψ (h,b(C,U)) = max
γ ∈�h

∑
c,u

(∑
c

b(c,u)

)
γ (c,u) (96)

= max
γ ∈�h

∑
c,u

b′(u)γ (c,u) (97)

= max
γ ′∈�′

h

∑
u

b′(u)γ ′(u) (98)

= ψ ′(h,b′(U)). (99)

Equation (96) simply restates Definition 5. Equation (97) follows by definition of the belief state b′ . Equation (98) follows 
from the definition of �′

h given by Equation (94). Equation (99) follows by the definition given in the theorem of the 
piecewise-linear and concave utility potential ψ ′(H, B(U)).

Next we consider the case where C is the only unobserved variable in the domain of ψ . For any belief state b(C), we 
have 

∑
C b(C) = 1, of course, and so the following equivalences hold for any input (h, b(C)) for ψ :

∑
unobserved(C)

ψ (h,b(C)) = max
γ ∈�h

∑
c

(∑
c

b(c)

)
γ (c) (100)

= max
γ ∈�h

∑
c

γ (c). � (101)

Example. Consider a piecewise-linear and concave utility potential, ψ(D, B(C)), where D is a Boolean decision variable and 
C is an unobserved Boolean chance variable. Let the two sets of linear potentials that represent this utility potential be: 
�D=0 = {(6, 7), (8, 2)} and �D=1 = {(3, 5), (1, 6)}. The result of eliminating C by sum-marginalization is an ordinary utility 
potential, ψ ′(D), represented by the vector: (13, 8). That is, the ordinary potential ψ ′(D) has the value 13 when D = 0, and 
8 when D = 1.

Criteria for selecting sum-marginalization operator. In summary, we use the following criteria to determine how to eliminate 
a chance variable from a utility potential: (i) for an ordinary utility potential, we use the traditional sum-marginalization 
operator; (ii) for a piecewise-linear and concave utility potential where the chance variable to be eliminated is observed, we 
use the sum-marginalization operator of Theorem 4; and (iii) for a piecewise-linear and concave utility potential where the 
chance variable to be eliminated is unobserved, we use the sum-marginalization operator of Theorem 5.

4. Generalized variable elimination

In this section, we introduce a generalization of the variable elimination algorithm for influence diagrams that uses 
piecewise-linear and concave utility potentials, and the generalized operations on potentials defined in Section 3, to relax 
traditional constraints on elimination order. Because the algorithm adopts this more general representation of potentials, we 
call it generalized variable elimination.

It is important to note that the new algorithm performs exactly the same steps as the traditional variable elimination 
algorithm, and represents potentials in exactly the same way, when it eliminates variables in an order that is allowed by the 
traditional algorithm. All of the differences between generalized and traditional variable elimination relate to how utility 
potentials are represented and processed when variables are eliminated in an order that is not allowed by the traditional 
algorithm.

We describe the relaxed constraints on elimination order in Section 4.1. They are not shown in the high-level pseudocode 
of Algorithm 2, just as the traditional constraints on elimination order are not shown in the pseudocode of Algorithm 1. Al-
though the pseudocode of Algorithm 2 is almost the same as the pseudocode of Algorithm 1, there are significant differences 
in the implementation of the algorithm that are not shown in the pseudocode. In particular, the pseudocode of Algorithm 2
uses the same notation for utility potentials, and operations on utility potentials, regardless of whether they are ordinary or 
piecewise-linear and concave. It relies on the implementation of the algorithm to distinguish between these two cases, and 
handle them appropriately. Recall from Section 3.4.2 that a policy can also be represented in two ways, in keeping with the 
two different ways that a utility potential can be represented. The pseudocode uses the same notation for a policy δV for an 
eliminated decision variable V , regardless of how the policy is represented, and it relies on the algorithm’s implementation 
to choose the appropriate policy representation.

The only differences shown in the revised pseudocode are in lines 15 through 18, where the differences are highlighted. 
These added lines identify the piecewise-linear and concave utility potentials that need to be replaced when a variable is 
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Algorithm 2: Generalized variable elimination algorithm.
Input: Influence diagram with variables V = C ∪ D
Output: Optimal strategy, �, and MEU

1 � ← {P (C |pa(C))|C ∈ C} // initial set of probability potentials
2 	 ← {R(pa(R)|R ∈ R} // initial set of utility potentials
3 � ← ∅ // initial strategy
4 for i ← 1 to |V| do // i is index of elimination step
5 Select variable V to eliminate according to some criterion
6 // Process probability potentials
7 �V ← {φ ∈ �|V ∈ dom(φ)} // get relevant probability potentials
8 φV ← ∏

φ∈�V
φ // multiply probability potentials

9 if V is a chance variable then
10 φi ← ∑

V φV // eliminate V by sum-marginalization
11 else if V is a decision variable then
12 φi ← maxV φV // eliminate V by max-marginalization
13 � ← (�\�V ) ∪ {φi} // update set of probability potentials
14 // Process utility potentials
15 	V ← {ψ ∈ 	|(V ∈ dom(ψ) or // get relevant utility potentials

16 ((ψ is piecewise-linear and concave) and

17 ((V is an observed chance variable) and

18 (V is d-connected to an unobserved chance variable in dom(ψ)))}
19 ψV ← ∑

ψ∈	V
ψ // add utility potentials

20 if V is a chance variable then
21 φcond ← φV /φi // conditional probability of V
22 ψi ← ∑

V φcond · ψV // multiply, then sum-marginalize
23 else if V is a decision variable then
24 ψi ← maxV ψV // eliminate V by max-marginalization
25 δV ← arg maxV ψV // optimal policy for decision variable
26 � ← � ∪ {δV } // add policy to strategy
27 	 ← (	\	V ) ∪ {ψi} // update set of utility potentials
28 end
29 M EU ← ∑

ψ∈	 ψ // MEU is sum of final utility potentials

30 return (�, MEU) // � is optimal strategy

eliminated. We explain this addition to the algorithm in Section 4.2. In Appendix B, we describe an optimization of the 
algorithm, called interleaving operations on piecewise-linear and concave potentials. There, to help explain this optimization, 
we give more detailed, low-level pseudocode.

4.1. Relaxed constraints on elimination order

We first describe how the new algorithm relaxes constraints on elimination order.

Ordering constraints based on information precedence. As explained in Section 2.2.2, the traditional variable elimination algo-
rithm eliminates variables in an order that is constrained by the partial order ≺ of information precedence,

Y1 ≺ D1 ≺ Y2 ≺ . . . ≺ Dn−1 ≺ Yn ≺ Dn ≺ X, (102)

where each decision variable Di , or set of chance variables Yi , is instantiated before all subsequent variables in the partial 
order, and X is the set of unobserved chance variables. The traditional algorithm eliminates each set of chance variables 
Yi , and each decision variable Di , before it eliminates their predecessors in the partial order, that is, it eliminates vari-
ables in backwards order of instantiation. It also eliminates the unobserved variables in X before it eliminates any other 
variable.

Similarly, the generalized algorithm must eliminate variables in an order that is constrained by the partial order of in-
formation precedence, but with a key difference. It is not required to eliminate all unobserved variables before it eliminates 
any other variable. That is, the new algorithm eliminates variables in an order that respects the following partial order of 
information precedence,

Y1 ≺ D1 ≺ Y2 ≺ . . . ≺ Dn−1 ≺ Yn ≺ Dn, (103)

where this partial order no longer includes the set X of unobserved variables.
Dropping the constraint that all unobserved variables must be eliminated before any other variables are eliminated does 

not contradict the requirement that an elimination order must reflect the partial order of information precedence because 
the variables in X are not observed, and thus they provide no information. It follows that the order in which they are 
eliminated is not subject to informational constraints in the same way as the other variables.
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Ordering constraints based on causal precedence. Although we do not require that all unobserved chance variables be elim-
inated first, there are still constraints on how long their elimination can be postponed. To describe these constraints, we 
introduce the following definition, which is analogous to the definition of the set of informational predecessors of a decision 
variable given by Equations (4) and (5).

Definition 6. The set of causal successors of a decision variable D , denoted Succ(D), is the set of variables that are descen-
dants of the decision variable D via some directed path of conditional arcs in the graph of the influence diagram.

Only conditional arcs are used to define causal precedence, just as only informational arcs are used to define information 
precedence. Elimination-ordering constraints based on causal precedence take the form: any variable that is a causal successor 
of a decision variable must be eliminated before the decision variable is eliminated. Without this constraint, a decision variable 
could be eliminated from a utility potential before it is eliminated from all probability potentials. In that case, there could 
be effects of the decision that are not taken into consideration when computing a policy for the eliminated decision variable, 
and the policy and corresponding utility potential would no longer be guaranteed to be optimal. For exactly this reason, 
both the traditional and generalized variable elimination algorithms are constrained to eliminate a decision variable from 
all probability potentials before eliminating it from a utility potential.

Elimination-ordering constraints based on causal precedence complement the revised ordering constraints based on in-
formation precedence given by Equation (103). We combine these constraints by requiring that variables be eliminated in 
an order that is consistent with an influence diagram, which we define as follows.

Definition 7. A variable elimination order is consistent with an influence diagram if each decision variable is eliminated (i) 
after all of its causal successors are eliminated and (ii) before any of its informational predecessors are eliminated.

Example. Consider the influence diagram for a three-stage POMDP shown in Fig. 2b. The traditional variable elimination 
algorithm eliminates the unobserved chance variables, X1, X2, and X3, before it eliminates any other variables. By contrast, 
the new algorithm can postpone the elimination of the unobserved variables while one or more decision and observed 
chance variables are eliminated. However, the unobserved state variable X3 must be eliminated before the decision variable 
D2, since is a causal successor of D2, and the unobserved state variable X2 must be eliminated before the decision variable 
D1, since it is a causal successor of D1.

4.2. Relevant piecewise-linear and concave utility potentials

When a variable is eliminated from an MEU equation by variable elimination, all potentials with a value that depends 
on, or may depend on, the eliminated variable, are replaced by equivalent potentials that do not depend on the variable.

We call the potentials that need to be replaced when a variable is selected for elimination the relevant potentials. For 
the traditional variable elimination algorithm, a potential is relevant if and only if the variable selected for elimination is 
in the domain of the potential. For the generalized algorithm, ordinary potentials are relevant under the same condition. 
But for piecewise-linear and concave potentials created by eliminating variables in a non-traditional order, the condition for 
relevance is more complex.

Before describing this more complex condition for relevance, we review the concept of d-connection in an influence 
diagram, which is a well-known graphical criterion for conditional dependence between variables.

Definition 8 (d-connection in an influence diagram [38,39,17]). The variables X and Y in an influence diagram are d-connected 
given a disjoint set of instantiated variables, Z, if there is an undirected path between X and Y such that

• there are no informational arcs or reward nodes on the path;
• in every triple on the path of the form A → B → C or A ← B ← C , which represent “serial connections” (the arrows 

indicate the directions of the conditional arcs), the variable B is not in Z;
• in every triple on the path of the form A ← B → C , which represents a “diverging connection,” the variable B is not in 

Z;
• in every triple on the path of the form A → B ← C , which represents a “converging connection,” the variable B is either 

in Z or it is an ancestor of a variable in Z.

The significance of this criterion is that if two variables, X and Y , are d-connected given a disjoint set of instantiated 
variables, Z, they are conditionally dependent given Z. In that case, observation of the state of one of the variables provides 
information about the state of the other variable, if it is unobserved. If the two variables are not d-connected given Z, 
they are said to be d-separated by Z, which means they are conditionally independent. There is a well-known linear-time 
algorithm for testing whether two variables are d-connected or d-separated [39].

The following theorem states the revised conditions for the relevance of a utility potential when a variable V is selected 
for elimination by generalized variable elimination.
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Fig. 4. Simple influence diagrams used to illustrate the conditions under which a utility potential is relevant when a variable is eliminated.

Theorem 6. A utility potential ψ is relevant when a variable V is selected for elimination by generalized variable elimination if and 
only if:

• V is in the domain of ψ , or
• ψ is piecewise-linear and concave, and V is an observed chance variable that is d-connected to an unobserved chance variable C

that is in the domain of ψ .

Proof. A potential ψ is obviously relevant if a variable V in its domain is selected for elimination, and so we consider the 
case where V is not in the domain of ψ .

If ψ is piecewise-linear and concave, its value depends on a belief state over the unobserved chance variables in its 
domain, and so information that influences the belief state influences the value of ψ . If V is an observed chance variable 
that is d-connected to an unobserved chance variable C in the domain of ψ , then observation of the state of V provides 
information that influences the belief state upon which the value of ψ depends, and ψ is relevant when V is selected for 
elimination.

The value of a piecewise-linear and concave potential ψ cannot be affected by an unobserved chance variable that is not 
in its domain because an unobserved variable provides no information, and thus cannot affect a belief state.The value of ψ
cannot be affected by a decision variable that is not in its domain by the following reasoning: when a decision variable is 
selected for elimination, its descendants have already been eliminated, and it is d-separated from its predecessors. Therefore, 
it cannot be d-connected to an unobserved chance variable in the domain of ψ . �

In summary, an observed chance variable can influence the value of a piecewise-linear and concave potential even if it is 
not in its domain, if it influences a belief about the state of an unobserved chance variable that is in its domain. To illustrate 
this condition for the relevance of a utility potential, we consider two examples.

Examples. Consider the influence diagram shown in Fig. 4a. If the first variable eliminated is the decision variable D , the 
reward potential R(X2, D) is replaced by a piecewise-linear and concave utility potential ψ1(B(X2)). If the next variable 
eliminated is the observed chance variable Y , then the piecewise-linear and concave utility potential ψ1(B(X2)) is relevant 
even though Y is not in its domain, because Y is d-connected to the unobserved chance variable X2, which is in its 
domain.

Next consider the influence diagram shown in Fig. 4b. If the decision variable D is eliminated first, the utility potential 
R1(X1, D) is replaced by a piecewise-linear and concave utility potential ψ1(B(X1)). Let the next variable eliminated be 
the observed chance variable Y , and note that Y is not in the domain of either the piecewise-linear and concave utility 
potential ψ1(B(X1)) or the ordinary utility potential R(X2). Yet it is d-connected to the unobserved chance variable X1 in 
the domain of ψ1(B(X1)), and it is d-connected to the unobserved chance variable X2 in the domain of R(X2). In this case, 
ψ1(B(X1)) is relevant because it is piecewise-linear and concave, while R(X2) is not relevant because it is an ordinary utility 
potential.

4.3. Oil wildcatter example revisited

To illustrate how generalized variable elimination uses piecewise-linear and concave utility potentials in solving an influ-
ence diagram, we consider the steps it takes to solve the same oil wildcatter problem used as an example in Section 2.2.2. 
Instead of eliminating the unobserved chance variable first, however, we show how the new algorithm solves this problem 
when the unobserved chance variable is eliminated last.

The initialization step is the same as described in Section 2.2.2 for the traditional algorithm, and so it is enough to show 
the initial MEU equation:

M EU = max
T

∑
S

max
D

∑
O

P (S|O , T )P (O ) (R(T ) + R(O , D)) . (104)

Eliminate decision variable D (for Drill). We eliminate the decision variable D first. There are no probability potentials with D
in their domain. But the utility potential R(O , D) has D in its domain. Since it is an ordinary utility potential that also has 
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an unobserved chance variable in its domain, we use Theorem 1 to eliminate D . The result is creation of a piecewise-linear 
and concave utility potential, ψ1(B(O )), which is represented by a set �1 of linear potentials, with one linear potential in 
the set for the drill decision, and one for the decision not to drill (nodrill).

When the problem is solved for the parameters specified in Fig. 1, we have �1 = {(0, 0, 0), (−70, 50, 200)}, where the 
vector (0, 0, 0) represents the linear potential associated with the decision not to drill, and the vector (−70, 50, 200) repre-
sents the linear potential associated with the decision to drill. Note that the three elements of these vectors correspond to 
the three possible states of the unobserved chance variable O for oil, in the order: dry, wet, and soak. For any belief state 
b(O ) ∈ bsp(O ), the value of the piecewise-linear and concave utility potential is given as follows:

ψ1(b(O )) = max
γ ∈�1

∑
o∈sp(O )

b(o)γ (o). (105)

After this elimination step, we have the potentials,

� ← {P (O ), P (S|O , T )} (106)

	 ← {R(T ),ψ1(B(O ))}, (107)

and the revised MEU equation is

M EU = max
T

∑
S

max
γ ∈�1

∑
O

P (S|O , T )P (O )
(

R(T ) + γ (O )
)

, (108)

where the part of the equation that represents a piecewise-linear and concave utility potential is highlighted.
A policy δD(B(O )) for the decision variable D is represented implicitly by associating the corresponding action d ∈ sp(D)

with each linear potential in the set �1, which represents the piecewise-linear and concave utility function ψ1(B(O )). This 
representation of a policy is defined by Equation (86).

Eliminate observed chance variable S (for Seismic test result). The next variable eliminated is the observed chance variable S . 
The only probability potential with S in its domain is P (S|O , T ). Eliminating S from P (S|O , T ) by sum-marginalization 
gives

φ2(O , T ) =
∑

S

P (S|O , T ), (109)

which is not added to the set � because it is vacuous, that is, it assigns the value of 1 to every instantiation of (O , T ). Thus 
we also have φcond(S|O , T ) = P (S|O , T ).

The observed chance variable S is not in the domain of any utility potential. But it is d-connected to the unobserved 
chance variable O , which is in the domain of the piecewise-linear and concave utility potential ψ1(B(O )). Therefore, 
ψ1(B(O )) is relevant in this elimination step, and it is replaced by the piecewise-linear and concave utility potential,

ψ2(T , B(O )) =
∑

S

φcond(S|O , T ) · ψ1(B(O )), (110)

which is represented by an indexed family of sets of linear potentials, {�2,t }t∈sp(T ) , created by the cross-sum operator 
described in Theorem 4. For any relevant history t ∈ sp(T ) and belief state b(O ) ∈ bsp(O ), we have

ψ2(t,b(O )) = max
γ ∈�2,t

∑
o∈sp(O )

b(o)γ (o). (111)

When the problem is solved for the parameters specified in Fig. 1, we have the set �2,notest = {(0, 0, 0), (−70, 50, 200)}
for the case where no seismic test is performed. In this set, the vector (0, 0, 0) represents the linear potential associated 
with the decision not to drill after not testing, and the vector (−70, 50, 200) represents the linear potential associated with 
the decision to drill after not testing. We also have the set �2,test = {(0, 0, 0), (−70, 50, 200), (−28, 35, 180), (−7, 15, 100)}
for the case where a seismic test is performed. In this set, the vector (0, 0, 0) represents the linear potential associated with 
the decision not to drill regardless of the test result, the vector (−70, 50, 200) represents the linear potential associated 
with the decision to drill regardless of the test result, the vector (−28, 35, 180) represents the linear potential associated 
with the decision to drill if the test result is closed or open, but not diffuse, and the vector (−7, 15, 100) represents the 
linear potential associated with the decision to drill if and only if the test result is closed. Note that before pruning, the set 
�2,test has eight vectors. The four pruned vectors correspond to conditional plans that are not optimal for any belief state. 
For example, the vector that represents the linear potential corresponding to the decision to drill if the result of the seismic 
test is diffuse, but not otherwise, is pruned because it is never the best thing to do.
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After this elimination step, we have the potentials,

� ← {P (O )} (112)

	 ← {R(T ),ψ2(T , B(O ))}, (113)

and the revised MEU equation is

M EU = max
T

max
γ ∈�2,T

∑
O

P (O )
(

R(T ) + γ (O )
)

. (114)

Eliminate decision variable T (for Test). No probability potentials have the variable T in their domain, but two utility poten-
tials do: the ordinary utility potential R(T ) and the piecewise-linear and concave utility potential ψ2(T , B(O )). Therefore, a 
new piecewise-linear and concave utility potential is created, as follows,

ψ3(B(O )) = max
T

(
R(T ) + ψ2(T , B(O ))

)
, (115)

which is represented by the set of linear potentials, �3, created by the maximization operator described in Theorem 3.
When the problem is solved for the parameters specified in Fig. 1, we have �3 = {(0, 0, 0), (−70, 50, 200),

(−38, 25, 170), (−17, 5, 90)}, where the vector (0, 0, 0) represents the linear potential associated with the decision not 
to test or drill, the vector (−70, 50, 200) represents the linear potential associated with the decision to drill without testing 
first, the vector (−38, 25, 170) represents the linear potential associated with the decision to test and then drill if the result 
of the test is open or closed, and the vector (−17, 5, 90) represents the linear potential associated with the decision to test 
and then drill if the result of the test is closed. (Before pruning, the set has six vectors, since it is the union of the sets 
�2,notest and �2,test .) As before, for any belief state b(O ) ∈ bsp(O ), the value of the piecewise-linear and concave utility 
potential is:

ψ3(b(O )) = max
γ ∈�3

∑
o∈sp(O )

b(o)γ (o). (116)

After this elimination step, we have the potentials,

� ← {P (O )} (117)

	 ← {ψ3(B(O ))}, (118)

and the revised MEU equation is:

M EU = maxγ ∈�3

∑
O P (O ) γ (O ) . (119)

A policy δT (B(O )) for the decision variable T is represented implicitly by associating an action t ∈ sp(T ) with each 
linear potential in the set �3 that represents the piecewise-linear and concave utility potential ψ3(B(O )), as defined by 
Equation (86).

Eliminate unobserved chance variable O (for Oil). The unobserved chance variable O is eliminated last, as follows,

ψ4(λ) =
∑

O

P (O )ψ3(B(O )), (120)

where λ is the unique state of the empty set of variables in the domain of ψ4 . For this problem, the prior probability 
distribution for the unobserved chance variable O for oil is (0.5, 0.3, 0.2), where the probabilities for the possible states of 
the variable are in the order: dry, wet, and soak. The linear potential in �3 that optimizes this belief state is represented by 
the vector (−38, 25, 170), which corresponds to the strategy of testing, and then drilling if the result of the test is open or 
closed. The scalar value of this strategy is 22.5, which is the maximum expected utility (MEU) for the problem.

Return solution. In the optimal strategy, � = (δT (B(O ), δD(B(O )), the optimal policies for the decision variables T and D
are represented implicitly by way of the piecewise-linear and concave utility potentials generated when they are eliminated.

4.4. Generalized influence diagram

Our generalization of the variable elimination algorithm also suggests a potentially useful generalization of the definition 
of an influence diagram.

In Definition 2 of a completely observable MDP, and in Definition 3 of a POMDP, every chance variable is associated 
with a probability distribution. It is associated with a conditional probability distribution if it has one or more parent 
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variables, and with an unconditional probability distribution otherwise. Associating every chance variable with a probability 
distribution ensures that the definitions of an MDP and a POMDP are consistent with the definition of an influence diagram 
given by Definition 1.

In the literature on Markov decision processes, however, it is often the case that a chance variable that belongs to the 
first stage of the process, and does not have a parent variable, is not associated with an unconditional (that is, prior) prob-
ability distribution. Instead, the value iteration algorithm solves the problem for all possible initial states. In the completely 
observable case, value iteration solves the problem for all possible states of the observed chance variable that represents the 
state of the process, for each stage of the problem, including the first stage. In the partially observable case, value iteration 
solves the problem for all possible probability distributions (or belief states) over the possible states of the unobserved 
chance variable that represents the state of the process, for each stage of the process, including the first.

Because generalized variable elimination generalizes the value iteration approach, it can similarly solve an influence 
diagram when no probability distribution is associated with one or more chance variables, as long as the chance variables 
do not have a parent variable. In a sense, any chance variable that does not have a parent variable belongs to the “first 
stage” of the problem represented by an influence diagram. Thus we can define an influence diagram in a slightly more 
general way.

Definition 9. A generalized influence diagram is an influence diagram that is defined the same as in Definition 1, except that 
the association of an unconditional probability distribution with a chance variable that has no parent variable is optional.

A chance variable that is not associated with a probability distribution cannot be eliminated by variable elimination. But 
in that case, once all the variables have been eliminated that can be eliminated, the value (or MEU) of the influence diagram 
is given by a utility potential that has the remaining chance variables in its domain, which are the chance variables that are 
not associated with a probability distribution. If all of these chance variables are observed, the final utility potential is an 
ordinary potential. Otherwise, it is piecewise-linear and concave. In either case, the final utility potential gives the MEU for 
every possible initial state and initial belief state of the problem.

For example, consider a modified influence diagram for the oil wildcatter problem, where the only difference is that 
no prior probability distribution is associated with the unobserved chance variable O for the presence of oil. In this case, 
the variable for oil is never eliminated by generalized variable elimination, and the final utility potential includes it in 
its domain, and maps every possible prior probability distribution over the possible states of this variable, that is, every 
possible belief state, to a value.

In Section 4.3, we considered the steps taken by generalized variable elimination in solving the oil wildcatter problem 
when the unobserved chance variable O for oil is eliminated last. The same steps are taken by generalized variable elimina-
tion when no prior probability distribution is associated with O , except that the variable O is never eliminated. In this case, 
we can interpret the steps of the algorithm a little differently, as follows. When the symbol MEU appears on the left-hand 
side of equations in Section 4.3, it always denotes a scalar value. But if the unobserved chance variable O for oil has no 
unconditional probability distribution associated with it, the left-hand side of the same equations becomes M EU (B(O )), 
and we are solving for a utility potential that gives the maximum expected utility for any initial belief state b(O ) over 
the possible states of the unobserved chance variable for oil, and not just for a particular prior probability distribution 
P (O ). When the problem is solved in this more general form, the same sequence of elimination steps transforms the MEU 
equation as follows,

M EU (B(O )) = max
T

∑
S

max
D

∑
O

P (S|O , T )b(O ) (R(T ) + R(O , D)) (121)

= max
T

∑
S

max
γ ∈�1

∑
O

P (S|O , T )b(O ) (R(T ) + γ (O )) (122)

= max
T

max
γ ∈�2,T

∑
O

b(O ) (R(T ) + γ (O )) (123)

= max
γ ∈�3

∑
O

b(O )γ (O ), (124)

where the variable O is never eliminated.
For some influence diagrams, this generalization of the optimization problem may be more difficult to solve. But it can 

also be useful to have a more general solution, and the revised definition of an influence diagram, and the generalized 
variable elimination algorithm, allow the problem to be solved in this more general way.

4.5. Correctness

From the results and analysis presented so far, the correctness of the generalized variable elimination algorithm follows 
in a straightforward way.
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Theorem 7. Generalized variable elimination finds an optimal strategy and value for an influence diagram.

Proof. When variables are eliminated in a traditional order, the generalized algorithm performs exactly the same steps as 
the traditional algorithm. Therefore, we only need to establish correctness for the case where variables are eliminated in a 
non-traditional, but consistent order, using piecewise-linear and concave utility potentials.

Theorem 6 ensures that any piecewise-linear and concave utility potential that is affected by the value of an eliminated 
variable, and needs to be replaced during the elimination step, is identified. Theorems 2 through 5 establish that the oper-
ations on piecewise-linear and concave utility potentials are value-preserving. It follows that any elimination step involving 
piecewise-linear and concave utility potentials is a value-preserving transformation, which means the value of the equation 
for MEU is the same before and after the variable is eliminated.

The algorithm terminates after a number of steps that is less than or equal to the number of variables. By the value-
preserving property of the operations on potentials, the value of the MEU equation after the last variable is eliminated is the 
value of an optimal strategy for the influence diagram, and the policy associated with each decision variable is optimal. �
5. Generalized value iteration

The generalized variable elimination algorithm introduced in Section 4 generalizes the traditional variable elimination 
algorithm for influence diagrams. But it can also be viewed as a generalization of the value iteration algorithm for finite-
horizon POMDPs. In this section, we consider the new algorithm from this alternative perspective.

Of course, there is a straightforward way in which the new algorithm can be viewed as a generalization of the value 
iteration algorithm for POMDPs: it solves any influence diagram, and not just influence diagrams that represent finite-
horizon POMDPs. In this section, we show in a more precise way how the new algorithm generalizes the value iteration 
approach. In Section 5.1, we show that generalized variable elimination solves any influence diagram by reducing it to 
an equivalent finite-horizon POMDP that it solves by value iteration. In Section 5.2, we show that generalized variable 
elimination enhances the value iteration approach by leveraging problem structure that can be represented in an influence 
diagram, but not in the traditional model of a POMDP.

5.1. Variable elimination as generalized value iteration

We first show that generalized variable elimination reduces the decision problem represented by an influence diagram to 
an equivalent finite-horizon POMDP with special structure, called a mixed-observable MDP, that it solves by value iteration.

5.1.1. Mixed-observable Markov decision process
A mixed-observable Markov decision process [40,41] is a special type of factored POMDP where the state of the process 

at each stage is factored into two state variables, one observed and the other unobserved, and imperfect information about 
the state of the unobserved variable is provided by an additional observation variable. (Recall that an observation variable is 
a chance variable that is distinguished from a state variable by the fact that all of its outgoing arcs are informational.)

Definition 10. A finite-horizon mixed-observable Markov decision process (MOMDP) is a tuple (Y, X, YX , D, R, P), where

• the process unfolds over a finite sequence of n stages, indexed by t = 1, 2, . . . , n;
• Y = {Yt |t = 1, 2, . . . , n} is a set of observed chance variables that represent the observed component of the state of the 

process at each stage;
• X = {Xt |t = 1, 2, . . . , n} is a set of unobserved chance variables that represent the unobserved component of the state 

of the process at each stage;
• YX = {Y X

t |t = 1, 2, . . . , n} is a set of observation variables that provide imperfect information about the state of the 
unobserved variables X;

• D = {Dt |t = 1, 2, . . . , n} is a set of decision variables, with one for each stage;
• R = {Rt : sp(Yt) × sp(Xt) × sp(Dt) → �|t = 1, 2, . . . , n} is a set of reward functions, with one for each stage; and
• P is a set of probability distributions, with one for each chance variable. For the first stage, there is an unconditional 

probability distribution P (Y1), an unconditional probability distribution P (X1), and a conditional probability distribution 
P (Y X

1 |X1). For each subsequent stage t = 2, . . . , n, there is a conditional probability distribution P (Yt |Yt−1, Xt−1, Dt−1), 
a conditional probability distribution P (Xt |Yt−1, Xt−1, Dt−1), and a conditional probability distribution P (Y X

t |Xt , Dt−1).

At each stage t = 1, . . . , n, the state of the process, (yt , xt), is the state of a joint variable, (Yt , Xt), where yt ∈ sp(Yt) is the 
observed state and xt ∈ sp(Xt) is the unobserved state. After an action dt ∈ sp(Dt) is taken, a reward Rt(yt , xt , dt) is received. 
In every stage except the last, the process then makes a transition to an observed state yt+1 ∈ sp(Yt+1) with probability 
P (yt+1|yt , xt , dt), and it makes a transition to an unobserved state xt+1 ∈ sp(Xt+1) with probability P (xt+1|yt , xt , dt). Fig. 5a 
shows an influence diagram for a three-stage mixed-observable MDP.
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Y X
1 Y X

2 Y X
3

X1 X2 X3

Y1 Y2 Y3

D2D1 D3

R1 R2 R3

(a)

〈Y1, X1〉 〈Y2, X2〉 〈Y3, X3〉

〈Y1, Y X
1 〉 〈Y2, Y X

2 〉 〈Y3, Y X
3 〉

D2D1 D3

R1 R2 R3

(b)

Fig. 5. Influence diagrams for (a) a three-stage mixed-observable MDP and (b) an equivalent POMDP.

5.1.2. Mixed-observable MDP as a POMDP
Like any factored POMDP, a mixed-observable MDP can be represented by an equivalent “flat” POMDP that is defined in 

accordance with Definition 3. Fig. 5b shows the influence diagram for a three-stage POMDP that is equivalent to the three-
stage mixed-observable MDP shown in Fig. 5a. The state at stage t is an instantiation (yt , xt) of a joint variable (Yt , Xt); 
the decision at stage t is dt ∈ sp(Dt); and the observation at stage-(t + 1) is an instantiation (yt+1, y X

t+1) of a joint variable 
(Yt+1, Y X

t+1). The same chance variable Yt is part of both the state and the observation at stage t because it represents a 
component of the state that is perfectly observed.

The conditional probabilities and rewards for the equivalent POMDP are easy to calculate from those for the mixed-
observable model given by Definition 10. The transition probabilities for the state variable (Yt+1, Xt+1) are defined as

P ((yt+1, xt+1)|(yt, xt),dt) = P (yt+1|yt, xt,dt) · P (xt+1|yt, xt,dt), (125)

the observation probabilities for the observation variable (Yt+1, Y X
t+1) are defined as

P ((yt+1, y X
t+1)|(yt+1, xt+1),dt) = P (y X

t+1|xt+1,dt), (126)

and the stage-t reward function is defined as

R((yt , xt),dt) = R(yt, xt ,dt). (127)

From this perspective, a mixed-observable MDP is just a POMDP with a special kind of structure. We next show that this 
special structure can be leveraged to improve the efficiency of both the belief state update and the value iteration algorithm.

Hybrid state and belief update. We first explain the more efficient belief update. Since the state of a mixed-observable MDP 
at stage t is a joint state (yt , xt), where yt is observed and xt is not, a Bayesian belief update only needs to maintain a belief 
state over the possible states of the unobserved state variable Xt . We define the hybrid state of a mixed-observable process 
at stage t as a tuple (yt , b(Xt)), where b(Xt) is a belief state over the possible states of the unobserved state variable Xt . For 
a hybrid state (yt−1, b(Xt−1)) and action dt−1, the stochastic outcome is a hybrid state (yt , b(Xt)). The successor belief state, 
bt = b(Xt), of this hybrid state is given by a deterministic function, bt = τ (bt−1, yt−1, dt−1, y X

t ), where each component of 
bt is defined as:

bt(xt) = P (xt |bt−1, yt−1,dt−1, y X
t ) (128)

= P (y X
t , xt |bt−1, yt−1,dt−1)

P (y X
t |bt−1, yt−1,dt−1)

(129)

= P (y X
t |xt,dt−1)

∑
xt−1

P (xt |xt−1, yt−1,dt−1)bt−1(xt−1)∑
y X

t
P (y X

t |xt,dt−1)
∑

xt−1
P (xt |xt−1, yt−1,dt−1)bt−1(xt−1)

. (130)

Dynamic programming recurrence. The value iteration algorithm for mixed-observable MDPs is based on the reduction of 
a mixed-observable MDP to a completely observable MDP over hybrid states, and follows a similar logic as the reduction 
of a POMDP to a completely observable MDP over belief states. For stages t = 1, 2, . . . , n − 1 of the process, the dynamic 
programming recurrence takes the form,

Vt(yt ,bt) = max
dt

⎧⎪⎨
⎪⎩Rt((yt ,bt),dt) +

∑
yt+1,y X

t+1

P (yt+1|(yt ,bt),dt)Vt+1 (yt+1,bt+1)

⎫⎪⎬
⎪⎭ , (131)
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where bt+1 = τ ((yt , bt), dt , y X
t+1). For the last stage of the process, which is the base case of the dynamic programming 

recurrence, we have

Vn(yn,bn) = max
dn

Rn((yn,bn),dn). (132)

Appendix A.1 describes a value iteration algorithm for mixed-observable MDPs that improves the efficiency of the incremen-
tal pruning algorithm for POMDPs by taking advantage of the special structure of this dynamic programming recurrence.

5.1.3. Reduction of an influence diagram to an equivalent mixed-observable MDP
There is an important and obvious similarity between the dynamic programming recurrence for a mixed-observable MDP 

and the dynamic programming recurrence solved by generalized variable elimination: each of these recurrences is defined 
for both the state of an observed variable and a belief state over the possible states of an unobserved variable. The following 
theorem, proved in Appendix A.2, leverages this similarity to establish a fundamental relationship between the influence 
diagram solved by generalized variable elimination and the mixed-observable model.

Theorem 8. The generalized variable elimination algorithm reduces any influence diagram to an equivalent mixed-observable MDP 
that it solves by value iteration.

Also proved in Appendix A.2 is the following special case of this result.

Corollary 2. The traditional variable elimination algorithm reduces any influence diagram to an equivalent completely observable MDP 
that it solves by value iteration.

Although both results reduce variable elimination to a form of value iteration, the difference between the two reductions 
explains why generalized variable elimination can be much more effective than traditional variable elimination in solving 
partially observable decision problems. It can leverage a dynamic programming recurrence that is defined for belief states, 
or for both belief states and history, whereas the recurrence solved by traditional variable elimination is defined only for 
observed states, that is, for history. By optimizing utility for all belief states over the possible states of an unobserved 
variable, generalized variable elimination can decouple later stages of a sequential decision problem from earlier stages, 
allowing the problem to be solved by the same kind of stagewise problem decomposition that is leveraged by the dynamic 
programming approach to solving POMDPs and mixed-observable MDPs. As a result, generalized variable elimination can be 
more scalable than traditional variable elimination in solving partially observable decision problems.

5.2. Variable elimination as enhanced value iteration

Theorem 8 and Corollary 2 show that both traditional and generalized variable elimination reduce an influence diagram 
to an equivalent MDP that is solved by value iteration. From this perspective, the variable elimination approach to solving 
influence diagrams can be viewed as a value iteration algorithm that is enhanced by leveraging problem structure that can 
be represented in an influence diagram, but is not represented in the traditional model of an MDP. In particular, variable 
elimination enhances the value iteration approach in the following ways.

• Variable elimination can compute probabilities and expected utilities more efficiently than traditional value iteration 
by leveraging conditional independence relations among variables, and additive separability of the utility function, as 
represented in the graph of an influence diagram.

• Variable elimination can solve non-Markovian decision problems by using state augmentation to convert an influence 
diagram that represents a non-Markovian problem to an equivalent MDP that it solves by value iteration. As already 
shown, generalized variable elimination converts an influence diagram to an equivalent mixed-observable MDP, and 
traditional variable elimination converts an influence diagram to an equivalent completely observable MDP.

• Variable elimination can decompose a problem into independent subproblems that can be solved separately before 
combining their solutions, where subproblem independence is represented in the graph of an influence diagram.

The first of these enhancements is well-understood, and has already been extensively explored in related work on factored 
MDPs [e.g., 42–44] and factored POMDPs [e.g., 12,13]. The second and third enhancements leverage more complex forms of 
problem structure, including non-Markovian dependencies, and these enhancements have received much less study. There-
fore we focus on these enhancements in the rest of our discussion.

5.2.1. Automatic state augmentation for non-Markovian problems
We begin by considering non-Markovian decision problems that can be represented by an influence diagram. It is well-

known that any finite-horizon non-Markovian decision process can be converted to an equivalent finite-horizon MDP by 
state augmentation, which means the state at a given stage of the process is made Markovian by augmenting it with part 
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Y1 Y2 Y3 Y4

D2D1 D3 D4
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Y1 (Y1, D1, Y2) (Y2, D2, Y3) (Y3, D3, Y4)

D2D1 D3 D4

R1 R2 R3 R4

(b)

Fig. 6. Influence diagrams for (a) a four-stage completely observable decision process with a one-stage time lag and (b) an equivalent four-stage completely 
observable MDP. Variable elimination solves the influence diagram on the left by converting it to the MDP on the right, which it solves by value iteration.

X1 X2 X3 X4

Y1 Y2 Y3 Y4

D3 D4D2D1

R1 R2 R3 R4

(a)

X1 (X1, D1, X2) (X2, D2, X3) (X3, D3, X4)

Y1 (D1, Y2) (D2, Y3) (D3, Y4)

D3 D4D2D1

R1 R2 R3 R4

(b)

Fig. 7. Influence diagrams for (a) a four-stage partially observable decision process with a one-stage time lag, and (b) an equivalent four-stage mixed-
observable MDP that is created when variables are eliminated in the order: D4, X4, Y4, D3, X3, Y3, etc. Generalized variable elimination solves the influence 
diagram on the left by converting it to the mixed-observable MDP on the right, which it solves by value iteration.

or all of the history of the process. However, this conversion often requires human involvement and insight to reformulate 
the problem appropriately. Modeling a non-Markovian decision problem as an influence diagram has the advantage that the 
variable elimination algorithm itself automatically converts the problem to an equivalent MDP, as established by Theorem 8
and its corollary.

For example, consider the influence diagram shown in Fig. 6a, which is adapted from an example given by Tatman and 
Shachter to make a similar point about the advantages of modeling non-Markovian decision problems as influence diagrams 
in the completely observable case [4, p. 377]. The influence diagram shown in Fig. 6a represents a completely observed 
decision process where the state transition probabilities depend not only on the current state and action, but also on the 
previous state and action. Tatman and Shachter call it a decision process with a one-stage time lag. For this non-Markovian 
problem, note that there is only one valid elimination order. The variable elimination algorithm (like Shachter and Tatman’s 
node reduction algorithm) solves this problem by automatically using state augmentation to create an equivalent completely 
observable MDP, where the state of the equivalent MDP at stage t is a tuple of the current state Yt , previous state Yt−1, 
and previous decision Dt−1. The influence diagram shown in Fig. 6b represents the equivalent completely observable MDP. 
For stages 2, 3, and 4 of this new influence diagram, the state variables are labeled by a subset of state variables from the 
original influence diagram shown in Fig. 6a. (Of course, when variable elimination converts the influence diagram shown 
in Fig. 6a to the equivalent finite-horizon MDP shown in Fig. 6b, it also computes the transition probabilities and reward 
functions of the equivalent MDP. For details, see the proof of Theorem 8 in Appendix A.2.)

Fig. 7a shows an influence diagram for a four-stage partially observable process with a one-stage time lag. It is the 
same as Tatman and Shachter’s example in Fig. 6a except the state of the process is partially observed. For this problem, 
the traditional variable elimination algorithm would use state augmentation to create an equivalent completely observed 
MDP. But the augmented state for each stage would consist of the entire history of the process! Unlike traditional variable 
elimination, generalized variable elimination can eliminate the variables of this problem in the order: D4, X4, Y4, D3, X3, 
Y3, D2, X2, Y2, D1, X1, Y1. When it does so, it uses state augmentation to create an equivalent mixed-observed MDP where 
the augmented state for each stage t consists of the unobserved variables, Xt and Xt−1, and the previous decision, Dt−1. 
The part of the state that corresponds to the previous decision Dt−1 is observed directly, and the observed variable Yt

provides imperfect information about the state of the unobserved state variables Xt and Xt−1. Thus the value function for 
each stage t of this mixed-observable MDP is piecewise-linear and concave, and it is represented by an indexed family of 
sets of linear potentials, {�t

d}d∈sp(Dt−1) , where the domain of the linear potentials in each set �t
d consists of the unobserved 

variables Xt and Xt−1. In many cases, and especially as the number of stages of the process increases, this mixed-observable 
MDP can be solved more efficiently by generalized variable elimination than traditional variable elimination can solve the 
equivalent completely observable MDP over the entire history of the process.
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When the augmented state of an equivalent mixed-observable MDP contains variables from just the k most recent stages 
of the process, as it does in this case (where k = 2), it is called a k-order mixed-observable MDP. The class of k-order mixed-
observable MDPs includes many problems of practical importance, including problems with delayed observations, delayed 
action effects, and delayed rewards, where the delay is bounded by k. There has been considerable work on how to use state 
augmentation to reformulate k-order decision processes as equivalent MDPs in the completely observable case [e.g., 45,46]. 
There has been some, though much less, exploration of this topic in the partially observable case [47]. Our integrated 
approach to solving influence diagrams and POMDPs offers a promising direction for further exploration of how best to 
represent and solve k-order partially observable decision problems.

Example: Maze navigation with one-stage time lag. As an example of how generalized variable elimination can use state 
augmentation to convert an influence diagram that represents a non-Markovian problem to an equivalent mixed-observable 
MDP that can be solved by value iteration, we consider a modified version of the ten-stage maze POMDP introduced in 
Section 2.3.5 The modified problem differs from the original problem in just one way: if the robot bumps into a wall, it 
cannot move in the next stage of the problem. With this simple change, the transition probabilities for the problem depend 
not only on the current state and action. They also depend on the previous state and action, since they depend on whether 
the robot bumped into a wall in the previous stage. Therefore, the problem can be represented by a ten-stage version of the 
influence diagram shown in Fig. 7a, which has a one-stage time lag.

The traditional variable elimination algorithm solves this problem in the same way that it solves a POMDP. Before it 
eliminates the last decision variable, it eliminates all unobserved chance variables. The effect is to convert the problem to 
an equivalent completely observable MDP over the full history of the process. By contrast, generalized variable elimination 
can eliminate the last decision variable before eliminating any other variables. Because the problem has a one-stage time lag, 
the piecewise-linear and concave utility potential created when the last decision variable D10 is eliminated has the decision 
variable D9, and the unobserved chance variables X9 and X10, in its domain. Therefore, it is represented by |sp(D9)| = 4 sets 
of |sp(D10)| = 4 linear potentials, where each linear potential is a function of |sp(X9)| · |sp(X9)| = 232 unobserved states. If 
we define the size of a potential as the number of scalars used to represent it, the size of the utility potential created when 
the last decision variable is eliminated by generalized variable elimination before eliminating any other variable is 42 · 232. 
By contrast, the size of the utility potential created when the last decision variable is eliminated by traditional variable 
elimination, after eliminating all unobserved chance variables, is 5210, which is several orders of magnitude larger!

Of course, the maze problem with a one-stage time lag is more difficult to solve by generalized variable elimination 
than the original maze problem, which is Markovian. When the original problem is solved, the utility potential created 
when the last decision variable is eliminated only has size |sp(D10)| · |sp(X10) = 4 · 23, which is much smaller than the 
|sp(D9)| · |sp(D10)| · |sp(X9)| · |sp(X10)| = (4 · 23)2 size of the utility potential created when the problem with a one-stage 
time lag is solved. Nevertheless, for the time-lagged problem, the optimal utility potential and policy for the last decision 
variable are computed much more efficiently (and represented more compactly) by generalized variable elimination than by 
traditional variable elimination.

As additional decision variables and observed chance variables are eliminated by generalized variable elimination in solv-
ing this problem, the size of the piecewise-wise linear and concave potentials may grow larger, and potentially much larger. 
But note that generalized variable elimination can always reduce their size by eliminating unobserved chance variables. 
Once it eliminates all remaining unobserved chance variables, it performs identically to traditional variable elimination from 
that point forward.

Because generalized variable elimination can perform much better than traditional variable elimination in eliminating 
the last decision variable (and possibly the last several decision and observed chance variables), and can then eliminate 
the remaining variables in the same order as traditional variable elimination, it can always perform at least as well as 
traditional variable elimination, and potentially better. How much better depends on both the elimination order and the 
effect of pruning on the size of the piecewise-linear and concave utility potentials.

5.2.2. Subproblem independence and factored representation of value function
We next consider another form of problem structure that is leveraged by generalized variable elimination, but is not 

leveraged by the traditional value iteration approach.
Consider the two influence diagrams shown in Figs. 8a and 8b. One represents a completely observable decision process 

and the other a partially observable process. At first glance, the influence diagrams appear to have the same non-Markovian 
structure considered in Section 5.2.1. The stage-1 nodes have outgoing arcs to both the stage-2 nodes and the stage-3 
nodes, as in the case of a one-stage time lag. However, there is a key difference: there is no arc from any node in stage 
2 to any node in stage 3, except for an arc from decision node D2 to decision node D3, which is included only to ensure 
a total ordering of decision nodes, and otherwise has no effect. In fact, the subproblem corresponding to stage 2 and the 
subproblem corresponding to stage 3 are independent subproblems of the problem corresponding to stage 1.

Variable elimination can leverage subproblem independence to further simplify the dynamic programming recurrence it 
solves. To help show this, we consider a slightly-modified version of the variable elimination algorithm that more closely 
resembles the value iteration approach. The pseudocode for the revised algorithm is shown in Algorithm 3, with the dif-
ferences from the pseudocode of Algorithms 1 and 2 highlighted. All of the differences relate to a single modification: the 
utility potential ψi−1 generated in elimination step i − 1 is always included in the set of relevant utility potentials in elim-
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Fig. 8. Influence diagrams for (a) a three-stage completely observable decision process with independent subproblems and (b) a three-stage partially 
observable decision process with independent subproblems.

Algorithm 3: Variable elimination modified to resemble value iteration.
Input: Influence diagram with variables V = C ∪ D
Output: Optimal strategy, �, and MEU

1 � ← {P (C |pa(C))|C ∈ C} // initial set of probability potentials
2 	 ← {R(pa(R)|R ∈ R} // initial set of utility potentials
3 � ← ∅ // initial set of policies

4 ψ0 ← 0 // initial utility potential

5 // Each iteration of for-loop eliminates a variable
6 for i ← 1 to |V| do // i is index of elimination step
7 Select variable V to eliminate according to some criterion
8 // Process probability potentials
9 �V ← {φ ∈ �|V ∈ dom(φ)} // get relevant probability potentials

10 φV ← ∏
φ∈�V

φ // multiply probability potentials

11 if V is a chance variable then
12 φi ← ∑

V φv // eliminate V by sum-marginalization
13 else if V is a decision variable then
14 φi ← maxV φv // eliminate V by max-marginalization
15 � ← (�\�V ) ∪ {φi} // update set of probability potentials
16 // Process utility potentials
17 	V ← {ψ ∈ 	|V ∈ dom(ψ)} // get newly-relevant utility potentials

18 ψV ←
(∑

ψ∈	V
ψ

)
+ ψi−1 // add utility potentials

19 if V is a chance variable then // eliminate V by sum-marginalization
20 φcond ← φV /φi // conditional probability of V
21 ψi ← ∑

V φcond · ψV // multiply, then sum-marginalize
22 else if V is a decision variable then// eliminate V by max-marginalization
23 ψi ← maxV ψV // eliminate V by max-marginalization
24 δV ← arg maxV ψV // optimal policy for decision variable
25 � ← � ∪ {δV } // add policy to strategy

26 	 ← (	\	V ) // update set of utility potentials

27 end

28 return (�, ψ|V| ) // � is optimal strategy, final utility potential is MEU

ination step i. (As a result, there is no need to add the utility potential ψi created in elimination step i to the set 	 in 
line 26.) To distinguish this algorithm from the generalized variable elimination algorithm of Algorithm 2, we call it gener-
alized value iteration. (Of course, generalized variable elimination is itself a generalization of the value iteration algorithm for 
POMDPs. However, Algorithm 3 more closely adopts the traditional value iteration approach.)

In the generalized value iteration algorithm of Algorithm 3, the utility potential ψi that is created in each elimination 
step more clearly plays the role of the cumulative value function that is updated in each iteration of value iteration. Always 
including the utility potential ψi−1 generated in elimination step i − 1 in the set of relevant utility potentials in step i
may lead to inefficiency in cases where the utility potential ψi−1 is irrelevant for elimination of the variable selected for 
elimination in that step. However, processing an irrelevant utility potential together with relevant utility potentials does not 
affect the correctness of the algorithm.

The generalized value iteration algorithm of Algorithm 3 is an interesting algorithm in its own right. It also has the 
advantage that it is easier to implement than Algorithm 2 because it does not need to check if an observed chance variable 
is d-connected to an unobserved chance variable in the domain of a piecewise-linear and concave utility potential when 
the observed chance variable is eliminated. Nevertheless, the generalized variable elimination algorithm of Algorithm 2
leverages problem structure that is not considered by the value iteration approach of Algorithm 3. In particular, the variable 
elimination approach leverages subproblem independence. For example, consider the steps involved in solving the influence 
diagram of Fig. 8a. The last stage of the problem is solved by eliminating variables D3 and Y3, which creates the utility 
potential ψ2(Y1, D1). The next variable eliminated is D2. If D2 is eliminated by Algorithm 3, the resulting utility potential 
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takes the form ψ3(Y1, D1, Y2), which represents the cumulative utility. If D2 is eliminated by Algorithm 2, however, the 
resulting utility potential takes the simpler form ψ3(Y2), and the previously-generated utility potential, ψ2(Y1, D1), remains 
in the set 	, since it is not relevant in this elimination step. After Y2 is eliminated by Algorithm 2, the set 	 contains two 
utility potentials, one each for the second and third stages of the problem, which represent the solutions of independent 
subproblems. Fig. 8b shows an influence diagram with the same structure, but with partial observability. In this case also, 
generalized variable elimination can solve the two subproblems independently, while generalized value iteration cannot.

Like any value iteration algorithm, both Algorithms 2 and 3 leverage stagewise decomposition of a problem into sub-
problems. But the generalized variable elimination approach of Algorithm 2 has the advantage that it also leverages a form 
of hierarchical problem decomposition by representing the cumulative value function as a set of utility potentials instead of 
a single utility potential. That is, it represents the value function in factored form. By allowing independent subproblems to 
be solved independently, the variable elimination approach of Algorithm 2 is potentially more efficient than Algorithm 3.

6. Discussion

The algorithm introduced in this paper generalizes both the traditional variable elimination algorithm for influence di-
agrams and the value iteration algorithm for finite-horizon POMDPs, and includes both as special cases. Interestingly, it 
provides a perspective from which these two seemingly different algorithms can be viewed as the same algorithm, with 
just a different elimination order.

The integration of these algorithms leads to an improved understanding of the relationship, and synergy, between influ-
ence diagrams and POMDPs. In many cases, it also allows improved scalability in solving influence diagrams, as the result 
of relaxed constraints on elimination order and more effective use of dynamic programming.

6.1. Dynamic programming and influence diagrams

Our generalization of the variable elimination algorithm for influence diagrams can be helpfully viewed as an extension 
of the classic work of Tatman and Shachter [4,48] on how to adapt dynamic programming techniques for Markov decision 
processes in order to solve influence diagrams more efficiently.

Tatman wrote in his dissertation that the work he did under Shachter’s supervision “began with the attempt to perform 
dynamic programming on a Markov decision process (MDP) in an influence diagram framework” [48, p. 26]. The original 
definition of an influence diagram allowed a single reward node [1,3]. However, Tatman and Shachter noticed that when a 
completely observable MDP with stage-dependent rewards is represented by an equivalent influence diagram with a single 
reward node, Shachter’s node reduction algorithm [3] solves the problem much less efficiently than it is solved by the value 
iteration algorithm for completely observable MDPs, which leverages an additive decomposition of the utility function into 
multiple reward functions, one for each stage of the problem. This observation led Tatman and Shachter to generalize the 
definition of an influence diagram to allow multiple reward nodes, which is now the standard model. They also revised 
the node reduction algorithm so that it can solve influence diagrams that take this more general form. When an influence 
diagram that is defined in this more general way is used to represent a finite-horizon completely observable MDP, they 
showed that their revised node reduction algorithm performs the same computational steps as the value iteration algorithm 
for completely observable MDPs, and is just as efficient [4].

Tatman and Shachter also considered the relationship between influence diagrams and POMDPs. But they did not see 
how to integrate the belief-state dynamic programming recurrence solved by the value iteration algorithm for POMDPs 
in an algorithm for solving influence diagrams. In the alternative, history-based approach to solving influence diagrams, 
however, the entire history of the process is relevant for each decision variable of an influence diagram that represents a 
POMDP, and the POMDP cannot be decomposed into smaller subproblems, one for each stage, in a way that allows it to 
be solved more efficiently by dynamic programming. Recognizing this limitation, Tatman [48, p. 120] concluded that “it is 
impractical to solve almost any reasonable POMDP with this technique,” where he used the word “technique” to refer to 
the node reduction algorithm for influence diagrams. As we have seen, the traditional variable elimination algorithm for 
influence diagrams is limited in the same way, as illustrated by its dismal performance in solving the simple maze POMDP 
of Section 2.3.5, compared to the more efficient performance of value iteration in solving the same problem.

In this paper, we have shown how to overcome this limitation. That is, we have shown how to solve an influence 
diagram for a partially observable decision problem more efficiently by solving a dynamic programming recurrence that is 
defined over belief states as well as histories. Thus we have the following parallel. Tatman and Shachter generalized the 
node reduction algorithm for influence diagrams so that it includes the value iteration algorithm for completely observable 
MDPs as a special case. We have generalized the variable elimination algorithm for influence diagrams so that it includes 
the value iteration algorithm for POMDPs as a special case. (In an earlier paper, we explored a similar generalization of the 
node reduction algorithm [49].)

It is important to note that our new algorithm does not simply perform either value iteration or traditional variable 
elimination. It solves problems in new ways that are not possible for either traditional algorithm. To see that, it helps to 
recognize that the order in which variables are eliminated by generalized variable elimination defines the dynamic pro-
gramming recurrence that it solves. When the generalized algorithm eliminates variables in an order that is allowed by 
traditional variable elimination, it solves a dynamic programing recurrence that is defined over histories only, and it solves 
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the recurrence in the same way that it is solved by the traditional variable elimination algorithm. When the generalized 
algorithm eliminates variables in the order in which they are eliminated by the value iteration algorithm for POMDPs (for an 
influence diagram that represents a POMDP), it solves a dynamic programming recurrence that is defined over belief states, 
and it solves this recurrence in the way it is solved by the value iteration algorithm for POMDPs. However, generalized 
variable elimination can also eliminate variables in an order that is not allowed by the traditional variable elimination algo-
rithm, and does not correspond to the order in which variables are eliminated by the value iteration algorithm for POMDPs. 
In that case, it solves a dynamic programming recurrence that is defined over both histories and belief states. Because it can 
solve dynamic programming recurrences that take this more complex form, which neither traditional algorithm can solve, 
generalized variable elimination has the potential to outperform both of the two algorithms it combines.

6.2. Promising applications

We believe that generalized variable elimination is most likely to outperform both traditional variable elimination 
and value iteration in solving partially observable decision processes with k-order Markovian structure, as discussed in 
Section 5.2.1. This class of problems, which traditional value iteration cannot solve (without reformulation and state aug-
mentation), includes problems with delayed observations, delayed action effects, and non-Markovian rewards. Tatman and 
Shachter also emphasized the potential advantage of using influence diagrams to solve k-order Markovian problems. In 
their words: “dynamic programs with nonstandard problem structures can be naturally solved within the influence diagram 
framework, without reformulation and state augmentation” [4, p. 366]. However, they could only show that representing a 
k-order Markovian problem as an influence diagram offers a computational advantage in the completely observable case. 
Our development of the generalized variable elimination algorithm shows that representing a k-order Markovian problem 
as an influence diagram offers a computational advantage in the partially observable case as well. For this class of problems, 
generalized variable elimination can find an optimal solution by solving a dynamic programming recurrence that is defined 
over both belief states and history, where the belief state allows the length of the relevant history to be bounded by k [47]. 
The potential effectiveness of generalized variable elimination in solving partially observable k-order decision processes is 
especially significant given that there is currently a lack of good algorithms for solving this important class of problems.

Although we believe generalized variable elimination is most likely to be useful in solving k-order Markovian partially 
observable problems, the new algorithm may also help in solving other problems, including standard Markovian problems. 
For example, it may allow some POMDPs to be solved more efficiently by eliminating variables in a different order than they 
are eliminated by the traditional value iteration algorithm. (The work of Zhang and Zhang [50] may be interpreted in this 
way.) The more fine-grained control of elimination order that is possible in the variable elimination approach may also allow 
performance to be improved in solving factored POMDPs. In addition, being able to solve a dynamic programming recurrence 
that is defined over both histories and belief states makes it possible for generalized variable elimination to switch, in the 
course of problem solving, from solving a recurrence over belief states to solving a recurrence over histories. Solving a belief-
state dynamic programming recurrence is much easier when eliminating variables near the end of a problem, while solving 
a history-based dynamic programming recurrence is easier when eliminating variables near the beginning of a problem, 
where histories are short. A good elimination-ordering heuristic can take advantage of this flexibility, as discussed further 
in Section 6.3.1.

Interestingly, the marginal maximum a posteriori probability (MAP) problem for Bayesian networks is closely related to 
the problem of solving an influence diagram [51]. It is also equivalent to an unobservable POMDP, which is a POMDP with a 
single observation that provides no information. The variable elimination algorithm for the marginal MAP problem is limited 
in the same way as the traditional variable elimination algorithm for influence diagrams: it must eliminate all unobserved 
variables before maximizing any controllable variables [52, pp. 554–561]. It follows that the approach developed in this 
paper may be used to similarly generalize and improve the variable elimination algorithm for the marginal MAP problem.

We leave it for future work to explore these possibilities further, and to potentially identify other classes of problems 
where an integrated approach to problem solving may offer an advantage.

6.3. Extensions

We conclude by discussing two important extensions of the generalized variable elimination algorithm that we also leave 
for future work. The first is development of an elimination-ordering heuristic that ensures good performance. The second is 
representation of a strategy as a graph. Of course, other extensions are possible.

6.3.1. Elimination-ordering heuristic
It is well-known that the performance of a variable elimination algorithm depends to a great extent on the order in 

which variables are eliminated. In the variable elimination approach to solving Bayesian networks, the problem of finding 
an elimination order that optimizes performance is NP-hard, and heuristics are used to quickly find good elimination orders 
that are not necessarily optimal [53]. Elimination-ordering heuristics that are used in solving Bayesian networks have been 
adapted for use by the traditional variable elimination algorithm for influence diagrams, with adjustment for the additional 
constraints on elimination order [54]. However, these heuristics cannot be used by generalized variable elimination, in part 
because the new algorithm has different constraints on elimination order, but also because the effect of elimination order 
on the size of piecewise-linear and concave utility potentials is difficult to predict.
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Fig. 9. Optimal policy graph for the maze of Fig. 3a. For space reasons, only some of the edge labels are shown. The numbers refer to the observations 
shown in the lower right. The start node represents the starting belief state, which is a uniform random probability distribution over the non-goal states.

Dynamic heuristic. Elimination-ordering heuristics for variable elimination algorithms typically try to limit the size of the 
potentials that are generated, which in turn limits both the time and memory complexity of the algorithm. For ordinary po-
tentials, the size of a potential under a given elimination order is relatively easy to predict before the start of the algorithm 
because it depends only on the variables in the domain of the potential. Thus elimination-ordering heuristics for traditional 
variable elimination can find a good elimination order before the start of the algorithm.

For generalized variable elimination, the size of a piecewise-linear and concave utility potential depends not only on the 
variables in its domain; it also depends on the number of linear potentials used to represent it. However, the uncertain effect 
of pruning makes it difficult to predict the number of linear potentials in the representation of a piecewise-linear and con-
cave utility potential. Therefore, an effective elimination-ordering heuristic for generalized variable elimination likely needs 
to be a dynamic heuristic that monitors the size of piecewise-linear and concave utility potentials as they are generated 
during problem solving, and chooses the next variable to eliminate based on the size of the potentials created so far.

Simple heuristic. We sketch a simple dynamic heuristic. As discussed in Section 3.3.2, postponing the elimination of unob-
served chance variables in order to eliminate a decision or observed chance variable works best for variables near the end 
of a problem, especially when the last decision variable (and its corresponding policy) would otherwise be conditioned on a 
long history. This observation suggests a heuristic that delays the elimination of a given unobserved variable until either (i) 
it must be eliminated because of causal precedence constraints, or (ii) it should be eliminated because it is in the domain 
of a piecewise-linear and concave utility potential that has become too large. Recall that the size of a piecewise-linear and 
concave utility potential can always be reduced by eliminating one or more unobserved chance variables in its domain. We 
leave it for future work to develop the details of such an elimination-ordering heuristic.

6.3.2. Strategy representation
As described at the end of Section 3.4.2, generalized variable elimination can represent a strategy as a sequence of 

policies, one for each decision variable D ∈ D. Each policy is a mapping,

δD : sp(H) × bsp(U) → sp(D), (133)

where H and U denote the relevant observed and unobserved variables, respectively, for the decision D .
When the set of relevant unobserved variables, U, is not empty, a policy is not explicitly represented in this ap-

proach. Instead, it is represented implicitly by an indexed family of sets of linear potentials, {�h}h∈sp(H) , that represents 
the piecewise-linear and concave utility potential that is computed when the decision variable D is eliminated. The corre-
sponding policy δD is represented as follows,

δD(h,b(U)) = d

(
arg max

γ ∈�h

∑
u

b(u) · γ (u)

)
, (134)

where d(γ ) ∈ sp(D) denotes the action associated with generation of the linear potential γ . A drawback of this approach to 
policy representation is that it requires updating a belief state during strategy execution, since a decision is made based not 
only on the relevant observed history, h, but on a belief, b(U), about the relevant unobserved state.

There is an alternative approach to policy representation for POMDPs that is also widely-used, but does not require 
a belief state to be updated during strategy execution. In this approach, a strategy is represented explicitly by an acyclic 
graph, called a policy graph [31]. For the ten-stage maze POMDP described in Section 2.3.5, Fig. 9 shows an optimal policy 
graph constructed by value iteration when a strategy is represented in this way. Each node of the graph (except for the 
start node) is associated with an action, and each outgoing edge corresponds to an observation. Besides allowing a strategy 
to be executed without belief updates, this representation of a strategy is much more compact than the representation of a 
strategy that is traditionally used for influence diagrams, and it can also be easier to interpret.
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Representing a strategy for an influence diagram in a similar way will require a generalization of the policy graph repre-
sentation for POMDPs so that it applies to influence diagrams. For example, a strategy for an influence diagram will need to 
be represented by a graph with two kinds of nodes, one for decisions and one for observations, and some additional pro-
cessing may be needed to compress the graph so that it is as compact as possible, especially for non-Markovian problems. 
We leave the details of this generalization for future work. Here it is enough to point out that the possibility of represent-
ing a strategy for an influence diagram in the compact form of a graph, similar to a policy graph, is one of a number of 
promising extensions of an integrated approach to problem solving.
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Appendix A. Additional results related to mixed-observable MDPs

In this first appendix, we fill in some of the theoretical details left out of Section 5.1. We summarize the value iteration 
algorithm for mixed-observable MDPs, and then prove Theorem 8 and Corollary 2 from Section 5.1.3.

A.1. Value iteration for mixed-observable MDPs

The value iteration algorithm for mixed-observable MDPs solves the dynamic programming recurrence of Equations (131)
and (132). It is an extension of the value iteration algorithm for POMDPs that achieves improved efficiency by leveraging 
the special structure of mixed-observable problems. Since the relevant literature on this algorithm is very limited [40], we 
briefly summarize the algorithm here.

Piecewise-linear and concave value function. For each stage t = 1, 2, . . . , n of a mixed-observable MDP, the value function, Vt :
sp(Yt) × bsp(Xt) → �, is piecewise-linear and concave, and is represented by an indexed family of sets of linear functions, 
{�yt

t }yt∈sp(Yt ) , where

Vt(yt ,bt) = max
γ ∈�

yt
t

∑
xt∈sp(Xt )

bt(xt)γ (xt). (A.1)

This value function is partitioned into |sp(Yt)| sets of linear functions with domain Xt , and it is indexed by both the state 
yt of an observed variable Yt , and a belief state bt over the possible states of an unobserved variable Xt .

Incremental pruning. The incremental pruning algorithm for POMDPs, reviewed in Section 2.3.5, is modified to solve mixed-
observable MDPs, as follows.

For the last stage of the process, the value function Vn is represented by |Yn| sets of linear functions with domain Xn , 
where each set �yn

n contains a linear function for each action. Let i = 1 . . . |sp(Dn)| denote the index of both the action 
di

n ∈ sp(Dn) and the corresponding linear function γ i
n ∈ �

yn
n . The value of the linear function for a given state xn ∈ Xn is

γ i
n(xn) = Rn(yn, xn,di

n). (A.2)

Next we consider the recursive step of the algorithm. Given a stage-(t + 1) piecewise-linear and concave value function 
that is represented by an indexed family of sets of linear functions over Xt+1, {�yt+1

t+1 }yt+1∈sp(Yt+1) , a stage-t piecewise-linear 
and concave value function is constructed that is represented by an indexed family of sets of linear functions over Xt , 
{�yt

t }yt∈sp(Yt ) , by performing the following three steps.
First, for each quadruple of observed state yt , decision dt , subsequent observation y X

t+1, and subsequent observed state 
yt+1, the backprojection step generates a set of linear functions:

�
yt ,dt ,y X

t+1,yt+1
t = Prune

(
{γ i

t |i = 1, . . . , |�yt+1
t+1 |}

)
. (A.3)

Before pruning, there is one linear function γ i
t in �

yt ,dt ,y X
t+1,yt+1

t for each linear function γ i
t+1 in �yt+1

t+1 , where the value of 
γ i

t for a given state xt ∈ Xt is defined as
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γ i
t (xt , yt) = R(yt , xt,dt)

|sp(Y X
t+1)|

+
∑
xt+1

P (xt+1, y X
t+1|xt, yt,dt)γ

i
t+1(xt+1, yt+1). (A.4)

Second, for each pair of observed state yt and decision dt , the cross sum step generates a set of linear functions,

�
yt ,dt
t = Prune

(
⊕(y X

t+1,yt+1)�
yt ,dt ,y X

t+1,yt+1
t

)
, (A.5)

where the cross-sum step should be performed incrementally, as in Equation (58).
Finally, for each observed state yt , the maximization step generates a set of linear functions, as follows:

�
yt
t = Prune

(
∪dt �

yt ,dt
t

)
. (A.6)

The resulting indexed family of sets of linear functions, {�yt
t }yt∈sp(Yt ) , represents the piecewise-linear and concave value 

function Vt of Equation (A.1).

A.2. Reduction of an influence diagram to a mixed-observable MDP

To prove Theorem 8 and Corollary 2, we first prove the following lemma, which provides the foundation for both results. 
To simplify the proof, the lemma considers the modified version of generalized variable elimination summarized by the 
pseudocode of Algorithm 3, which more closely resembles the value iteration algorithm.

Lemma 2. Algorithm 3 reduces any influence diagram to an equivalent mixed-observable MDP that it solves by value iteration.

Proof. The proof strategy is to show that each elimination step corresponds to a stage of an equivalent mixed-observable 
MDP that is solved by value iteration.

To distinguish between observed and unobserved variables in the domain of a piecewise-linear and concave potential, 
we let domH(ψ) denote the set of observed variables in the domain of a potential ψ , and we let domU (ψ) denote the set 
of unobserved variables, so that dom(ψ) = domH(ψ) ∪ domU (ψ).

State. For each elimination step i of Algorithm 3, let V denote the variable selected for elimination. Once the relevant 
probability and utility potentials are identified, let Hi denote the set of relevant observed variables, let Ui denote the set of 
relevant unobserved variables, and note that V is not included in Hi or Ui . The state of the mixed-observable MDP at stage 
i is a joint state, (hi, ui) ∈ sp(Hi, Ui).

Action. If the variable V selected for elimination is a decision variable, it is the decision variable for the corresponding 
stage of the mixed-observable MDP. If V is a chance variable, the decision variable for this stage of the mixed-observable 
MDP has a single value, λ, which means there is a single available action, and thus no choice.

State transition probabilities. If the eliminated variable V is a decision variable, then for each instantiation of the relevant 
variables, Hi , Ui , and V , the state transition is deterministic, with probability,

P
((

(hi, v)↓domH(ψi−1),u↓domU (ψi−1)

i

) ∣∣∣(hi,ui), v
)

= 1, (A.7)

where (hi, ui) is the state at stage i, the action at stage i is v , and the successor state at stage (i − 1) is ((hi, v)↓domH(ψi−1),

u↓domU (ψi−1)

i ). Use of the projection operation ensures the successor state is in the state set of the successor stage of the 
MDP.

If the eliminated variable V is an observed chance variable, the single available action λ has a stochastic outcome, which 
is the observation v ∈ sp(V ). For each instantiation of the relevant variables, the state transition probability is

P
((

(hi, v)↓domH(ψi−1) ,u↓domU (ψi−1)

i

) ∣∣∣(hi,ui), λ
)

= φcond(v|hi,ui), (A.8)

where φcond is defined by line 20 of Algorithm 3, so that

φcond(v|hi,ui) = φV (v,hi,ui)/φi(hi,ui). (A.9)

If the eliminated variable V is an unobserved chance variable, the single available action λ has a stochastic effect on the 
unobserved state. For each instantiation of the relevant variables, the state transition probability is:

P
((

h↓domH(ψi−1)

i , (ui, v)↓domU (ψi−1)
) ∣∣∣(hi,ui), λ

)
= φcond(v|hi,ui). (A.10)
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Observation probabilities. If the variable V selected for elimination is a decision variable, then for each instantiation of the 
relevant variables, we have the observation probability

P
((

(hi, v)↓domH(ψi−1) , λ
) ∣∣∣ ((hi, v)↓domH(ψi−1),u↓domU (ψi−1)

i

)
, v

)
= 1, (A.11)

which means that when the action v ∈ sp(V ) is followed by a transition to the state ((hi, v)↓domH(ψi−1), u↓domU (ψi−1)

i ), the 
observation is a pair of the observed state (hi, v)↓domH(ψi−1) and λ, where λ provides no information about the unobserved 
state.

If the eliminated variable V is an observed chance variable, then for each instantiation of the relevant variables, we have 
the observation probability

P
((

(hi, v)↓domH(ψi−1), v
) ∣∣∣((hi, v)↓domH(ψi−1),u↓domU (ψi−1)

i ), λ
)

= φcond(v|hi,ui), (A.12)

which means that when a transition to state ((h↓domH(ψi−1)

i , v), u↓domU (ψi−1)

i ) follows the action λ, the resulting observation 
is a pair of observed state (hi, v)↓domH(ψi−1) and v ∈ sp(V ), where v provides (possibly imperfect) information about the 
unobserved state ui .

If the eliminated variable V is an unobserved chance variable, then for each instantiation of the relevant variables, we 
have the observation probability

P
((

h↓domH(ψi−1)

i , λ
) ∣∣∣ (h↓domH(ψi−1)

i , (ui, v)↓domU (ψi−1)
)

, λ
)

= 1, (A.13)

which means that when a transition to state (h↓domH(ψi−1)

i , (ui, v)↓domU (ψi−1)) follows the action λ, the resulting observation 
is a pair of observed state h↓domH(ψi−1)

i and λ, where λ provides no information about the unobserved state ui .

Reward. If the variable V selected for elimination is a decision variable, the reward for this stage of the mixed-observable 
MDP is

R
(
(hi,ui), v) = ψ R

V (hi,ui, v
)

, (A.14)

where ψ R
V = ∑

ψ∈	such that V ∈dom(ψ) ψ , that is, ψ R
V is the sum of all newly-relevant reward potentials for this elimination 

step. Note that ψ R
V does not include ψi−1, which represents the “next-stage value function.”

If the eliminated variable V is a chance variable, observed or unobserved, then ψ R
V is defined the same way, and the 

reward for this stage of the mixed-observable MDP is

R((hi,ui), λ) =
∑

v∈sp(V )

φcond(v|hi,ui)ψ
R
V (hi,ui, v), (A.15)

which is the expected reward averaged over all possible outcomes.

Markov property. Since all variables in the domains of the conditional probability and reward functions are part of the 
current state set, current action set, or successor state set, the mixed-observable model satisfies the Markov property, and 
is an MDP.

Value iteration. Each stage of the mixed-observable MDP is solved by value iteration, as follows. If the eliminated variable 
V is a decision variable, then ψi = maxV ψV is the value function for this stage of the MDP, where ψV = ψ R

V + ψi−1, and 
δV is the policy that maximizes ψi . If V is a chance variable, then ψi = ∑

V ψV is the value function for this stage of the 
MDP, and the policy is irrelevant, since there is a single available action, and thus no choice. �

The only difference between Algorithms 2 and 3 is that Algorithm 3 represents the cumulative value function computed 
by value iteration as a single utility potential ψi , whereas Algorithm 2 represents the same cumulative value function as a 
set of utility potentials, with the advantage that only the potentials in this set that are relevant in a given elimination step 
need to be updated. Therefore, the analysis of Algorithm 3 also applies to the generalized variable elimination algorithm of 
Algorithm 2, and we have the following proof of Theorem 8.

Theorem 8. The generalized variable elimination algorithm reduces any influence diagram to an equivalent mixed-observable MDP 
that it solves by value iteration.
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Proof. At every step in the execution of Algorithm 2, let 	R denote the subset of utility potentials in 	 that are part of the 
original influence diagrams, and let 	V denote the subset of utility potentials in 	 generated in some previous elimination 
step, where 	 = 	R ∪ 	V . When a variable V is selected for elimination, let ψ R

V denote the sum of the relevant utility 
potentials in 	R and note that it is equal to the utility potential ψ R

V computed in Algorithm 3. Note also that the quantity ∑
ψ∈	V ψ in Algorithm 2 is equal to the utility potential ψi−1 in Algorithm 3. In every other respect, the two algorithms are 

identical. Since they compute the same quantities, it follows from the reduction in the proof of Lemma 2 that Algorithm 2
also reduces an influence diagram to an equivalent mixed-observable MDP that it solves by value iteration. �

Finally, we prove the following special case of this result.

Corollary 2. The traditional variable elimination algorithm reduces any influence diagram to an equivalent completely observable MDP 
that it solves by value iteration.

Proof. Traditional variable elimination eliminates variables in an order that ensures that all of the variables in the domain of 
a utility potential that is created when a decision variable is eliminated are observable. If follows that the mixed-observable 
MDP to which the traditional variable elimination algorithm reduces an influence diagram is a completely observable 
MDP. �
Appendix B. Interleaving operations on piecewise-linear and concave potentials

In this appendix, we further consider the relationship between generalized variable elimination and the incremental 
pruning algorithm for POMDPs, which it generalizes. In particular, we show how to improve the efficiency of generalized 
variable elimination by making it even more similar to incremental pruning.

Recall that the operations on piecewise-linear and concave utility potentials defined in Section 3 are performed by 
iterating over one or more sets of linear potentials. When a sequence of these operations is performed, one at a time, on 
an initial piecewise-linear and concave utility potential, a sequence of intermediate piecewise-linear and concave utility 
potentials is created before the final result. In this appendix, we show that it is not necessary to create these intermediate 
piecewise-linear and concave utility potentials. Instead, the sequence of operations can be performed all at once inside a 
single iteration over the sets of linear potentials that represent the initial piecewise-linear and concave utility potential. We 
call this optimization interleaving operations on piecewise-linear and concave utility potentials.

B.1. Generalized variable elimination algorithm with interleaved operations

Algorithm 4 gives pseudocode for a version of generalized variable elimination that includes this optimization. To show 
the optimization more clearly, the pseudocode includes low-level detail that is not included in the pseudocode of Algo-
rithms 2. Algorithm 4 invokes three subroutines that correspond to the tasks of eliminating an unobserved chance variable, 
eliminating an observed chance variable, and eliminating a decision variable. These subroutines are named after the three 
steps of the incremental pruning algorithm, which they generalize: BackProject, CrossSum, and Maximize.

To support this optimization, the pseudocode of Algorithm 4 distinguishes between the sum of relevant ordinary utility 
potentials when V is eliminated, denoted ψV , and the sum of relevant piecewise-linear and concave utility potentials, 
denoted ψ V . The subroutines take both ψV and ψ V as arguments so that they can interleave computation of the sum, 
ψV + ψ V , with subsequent operations performed on these utility potentials.

B.2. Generalized backprojection

Algorithm 5 gives pseudocode for the Backproject subroutine, which processes utility potentials when an unobserved 
chance variable C is eliminated. It generates the utility potential ψi = ∑

C φcond · (ψC +ψC ), which requires three operations. 
First, the two utility potentials, ψV and ψ V , are added. Then their sum is multiplied by the probability potential φcond . 
Finally, the unobserved chance variable C is eliminated from the product by sum-marginalization.

If there is no piecewise-linear and concave utility potential ψC , that is, if its domain is empty, then the three operations 
can be performed on ordinary potentials in the traditional way. Otherwise, the operations on piecewise-linear and concave 
potentials are interleaved. Note that in the pseudocode, domH(ψ) denotes the set of observed variables in the domain of a 
potential ψ . For each instantiation hi of Hi , where Hi is the set of observed variables in the domain of the new piecewise-
linear and concave utility potential ψi , a set of linear potentials, �i,hi , is created that contains (before pruning) one linear 
potential γ ′ for each linear potential γ in the set �

C,h
↓HC
i

, where HC is the set of observed variables in the domain of the 

piecewise-linear and concave utility potential ψC . The new linear potential is defined as

γ ′ =
∑(

φ
R(Hi=hi)

cond ·
(
ψ

R(Hi=hi)
C + γ

))
. (B.1)
C
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Algorithm 4: Generalized variable elimination with interleaved operations on piecewise-linear and concave (PWLC) 
utility potentials.

Input: Influence diagram with variables V = C ∪ D
Output: Optimal strategy, �, and MEU

1 � ← {P (C |pa(C))|C ∈ C} // set of probability potentials
2 	 ← {R(pa(R)|R ∈ R} // set of ordinary utility potentials

3 	 ← ∅ // set of PWLC utility potentials
4 � ← ∅ // strategy
5 for i ← 1 to |V| do // i is index of elimination step
6 Select variable V to eliminate according to some criterion
7 // Process probability potentials
8 �V ← {φ ∈ �|V ∈ dom(φ)}
9 φV ← ∏

φ∈�V
φ // product of relevant probability potentials

10 if V is a chance variable then
11 φi ← ∑

V φV // eliminate V by sum-marginalization
12 φcond ← φV /φi // used to process utility potentials
13 else if V is a decision variable then
14 φi ← maxV φV // eliminate V by max-marginalization
15 � ← (�\�V ) ∪ {φi} // update set of probability potentials
16 // Process utility potentials
17 	V ← {ψ ∈ 	|V ∈ dom(ψ)} // relevant ordinary utility potentials
18 	 ← 	\	V

19 ψV ← 0 + ∑
ψ∈	V

ψ // sum of relevant ordinary utility potentials

20 	V ← {ψ ∈ 	|(V ∈ dom(ψ)) or
21 ((V is an observed chance variable) and
22 (V is d-connected to an unobserved variable in dom(ψ)))}
23 // relevant PWLC utility potentials

24 	 ← 	\	V

25 ψV ← 0 + ∑
ψ∈	V

ψ // sum of relevant PWLC utility potentials

26 if V is an unobserved chance variable then
27 ψi ← BackProject

(
V , φcond,ψV ,ψ V

)
28 else if V is an observed chance variable then
29 ψi ← CrossSum

(
V , φcond,ψV ,ψ V

)
30 else if V is a decision variable then
31 (ψi , δV ) ← Maximize

(
V ,ψV ,ψ V

)
32 � ← � ∪ {δV } // generalized representation of policy
33 if ψi is an ordinary utility potential then 	 ← 	 ∪ {ψi}
34 else 	 ← 	 ∪ {ψi}
35 end
36 M EU ← ∑

ψ∈	 ψ // MEU is sum of final utility potentials

37 return (�, M EU )

Algorithm 5: Generalized backprojection subroutine.

1 Function BackProject(C, φcond, ψC , ψC )

2 // Efficiently compute ψi ← ∑
C φcond · (ψC + ψC ), where:

3 // C is an unobserved chance variable to be eliminated
4 // φcond is a probability potential
5 // ψC is an ordinary utility potential

6 // ψC is a PWLC utility potential represented by {�hC }hC ∈sp(HC ) ,

7 // where HC is the set of observed variables in the domain of ψC

8 if dom(ψC ) = ∅ then // new utility potential ψi is ordinary potential
9 ψi ← ∑

C φcond · ψC // process just like traditional algorithm
10 else // new utility potential ψi is PWLC
11 Hi ← (

domH(ψC ) ∪ domH(ψC )
)\{C}

12 HC ← domH(ψC )

13 foreach hi ∈ sp(Hi) do
14 �i,hi ← ∅ // initialize set of linear potentials for history hi

15 foreach γ ∈ �
C,h

↓HC
i

do // for each old linear potential ...
16 γ ′ ← ∑

C

(
φ

R(Hi=hi )

cond ·
(
ψ

R(Hi=hi )
C + γ

))
17 �i,hi ← �i,hi ∪ {γ ′} // add new linear potential to set
18 end
19 �i,hi ← Prune(�i,hi ) // prune dominated linear potentials
20 end
21 end
22 return (ψi ) // return new utility potential
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Algorithm 6: Generalized cross-sum subroutine.

1 Function CrossSum(C, φcond, ψC , ψC )
2 // Efficiently compute ψi ← ∑

C φcond · (ψC + ψC ), where:
3 // C is an observed chance variable to be eliminated
4 // φcond is a probability potential
5 // ψC is an ordinary utility potential

6 // ψC is a PWLC utility potential represented by {�hC }hC ∈sp(HC ) ,

7 // where HC is the set of observed variables in the domain of ψC

8 if dom(ψC ) = ∅ then // new utility potential ψi is ordinary potential
9 ψi ← ∑

C φcond · ψC // process just like traditional algorithm
10 else // new utility potential ψi is PWLC
11 Hi ← (

domH(ψC ) ∪ domH(ψC )
)\{C}

12 HC ← domH(ψC )

13 foreach hi ∈ sp(Hi) do

14 �i,hi ←
{
φ

R(Hi=hi )

cond · ψ R(Hi=hi )
C

}
// initialize linear potentials

15 foreach c ∈ sp(C) do // observation c
16 // compute cross-sum, �xsum , of sets �i,hi and �C,(hi ,c)↓HC

17 �xsum ← ∅
18 foreach γ ∈ �i,hi do
19 foreach γ ′ ∈ �

C,(h
↓HC
i ,c)

do

20 �xsum ← �xsum ∪ {γ + φ
R(Hi=hi )

cond · γ ′}
21 end
22 end
23 �i,hi ← Prune(�xsum) // eliminate dominated linear potentials
24 end
25 end
26 end
27 return (ψi ) // return new utility potential

All three operations are performed to create each linear potential γ ′ in �i,hi . As a result, the new piecewise-linear and 
concave utility potential ψi is created all at once, without creating any intermediate piecewise-linear and concave utility 
potentials.

B.3. Generalized cross-sum

Algorithm 6 shows pseudocode for the CrossSum subroutine, which is invoked to process utility potentials when an 
observed chance variable is eliminated. Like the BackProject subroutine, it generates the utility potential ψi = ∑

C φcond ·
(ψC + ψC ), which requires the operations of addition, multiplication, and sum-marginalization. If there is no piecewise-
linear and concave utility potential ψC , that is, if dom(ψC ) = ∅, these operations are performed on ordinary potentials. 
Otherwise, they are performed on a piecewise-linear and concave utility potential. The CrossSum subroutine differs from 
the BackProject subroutine because the sum-marginalization operation is performed differently when an observed chance 
variable is eliminated from a piecewise-linear and concave utility potential than when an unobserved variable is eliminated.

In the CrossSum subroutine, the operations on piecewise-linear and concave potentials are interleaved, as follows. The 
sum, ψC + ψC , is interleaved with the cross-sum operation that eliminates C by sum marginalization, as follows,

{ψC } ⊕
(

⊕c∈sp(C)�C,(h
↓HC
i ,c)

)
, (B.2)

and the multiplication operation is interleaved with the other operations by multiplying each linear potential added to the 
cross sum by the probability potential φcond , as shown in line 20 of the pseudocode. For improved efficiency, dominated 
potentials are pruned from each set created by the cross-sum operation.

B.4. Generalized maximization

Algorithm 7 shows pseudocode for the Maximize subroutine, which processes utility potentials when a decision variable 
is eliminated. It generates the utility potential ψi = maxD(ψD + ψ D), by two operations: addition and max-marginalization.

If the domain of either ψD or ψ D includes an unobserved chance variable, which is tested for in line 7, the utility 
potential ψi generated by this subroutine is piecewise-linear and concave. Otherwise, it is an ordinary utility potential and 
the decision variable is eliminated in the same way as in traditional variable elimination.

If the domain of ψ D is empty, and ψD has an unobserved variable in its domain, the subroutine creates a new piecewise-
linear and concave utility potential ψi that is represented by an indexed family of sets of linear potentials, {�i,hi }hi∈sp(Hi ) , 
where Hi is the set of relevant observed variables. For each instantiation hi of Hi , the set �i,hi contains (before pruning) 
one linear potential for each action d ∈ sp(D).
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Algorithm 7: Generalized maximize subroutine.

1 Function Maximize(D, ψD , ψ D )
2 // Efficiently compute ψi ← maxD (ψD + ψ D ), where:
3 // D is the decision variable to be eliminated
4 // ψD is an ordinary utility potential

5 // ψ D is a PWLC utility potential represented by {�hD }hD ∈sp(HD ) ,

6 // where HD is the set of observed variables in the domain of ψD

7 if (domU (ψ D ) = ∅) and (domU (ψD ) = ∅) then ψi is ordinary potential
8 ψi ← maxD ψD

9 δD ← arg maxD ψD

10 else // new utility potential ψi is PWLC
11 Hi ← (

domH(ψD ) ∪ domH(ψ D )
)\{D}

12 HD ← domH(ψ D )

13 foreach hi ∈ sp(Hi) do
14 �i,hi ← ∅ // initialize set of linear potentials for history hi

15 if (dom(ψ D ) = ∅) then // one linear potential per decision
16 foreach d ∈ sp(D) do

17 γ ′ ← ψ
R(Hi=hi ,D=d)
D // new linear potential

18 d(γ ′) ← d // save best decision with utility potential
19 �i,hi ← �i,hi ∪ {γ ′}
20 end
21 else // union of sets
22 foreach d ∈ sp(D) do
23 foreach γ ∈ �

(h
↓HD
i ,d)

do

24 γ ′ ← ψ
R(Hi=hi ,D=d)
D + γ // new linear potential

25 d(γ ′) ← d // save best decision with linear potential
26 �i,hi ← �i,hi ∪ {γ ′}
27 end
28 end
29 end
30 �i,hi ← Prune(�i,hi )
31 end
32 δD ← {�i,hi }hi∈sp(Hi ) // implicit policy representation
33 end
34 return (ψi , δD ) // return new utility potential and corresponding policy

If the domain of ψ D is not empty, the subroutine interleaves the addition of ψD and ψ D with the set union, 
∪d∈sp(D)�(h

↓HD
i ,d)

, by adding ψ R(Hi=hi ,D=d)
D to each linear potential in the set union, as shown in the pseudocode.

B.5. Comparison to incremental pruning

As suggested by the names of the three subroutines in the pseudocode given above, generalized variable elimination 
generalizes the incremental pruning algorithm [33] so that it solves any influence diagram, and not just finite-horizon 
POMDPs.

From this perspective, it is interesting to compare the steps taken by generalized variable elimination and incremental 
pruning in solving the same problem. Recall the ten-stage maze POMDP described in Section 2.3.5. In Section 3.3.1, we 
described how to eliminate the last decision variable before eliminating any other variables, which creates a piecewise-linear 
and concave utility potential, ψ1(B(X10)), represented by a set of linear potentials, �1, with domain X10. In this section, 
we describe how to subsequently eliminate the variables X10, Y10, and D9, and we compare these three elimination steps 
to a single iteration of the incremental pruning algorithm, which performs the corresponding three steps of backprojection, 
cross-sum, and maximization.

Eliminate unobserved chance variable X10. When X10 is selected for elimination, there are two relevant probability poten-
tials, P (X10|X9, D9) and P (Y10|X10, D9). Eliminating X10 from their product by sum-marginalization creates the probability 
potential:

φ2(Y10|X9, D9) =
∑
X10

P (X10|X9, D9)P (Y10|X10, D9). (B.3)

The following conditional probability potential is also computed for use in processing utility potentials:

φcond(X10|X9, D9, Y10) = P (X10|X9, D9)P (Y10|X10, D9)

φ2(Y10|X9, D9)
. (B.4)
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The only relevant utility potential is ψ1(B(X10)), which is piecewise-linear and concave. Eliminating the variable X10

from ψ1(B(X10)) by sum-marginalization creates a piecewise-linear and concave utility potential, ψ2,(D9,Y10)(B(X9)), repre-
sented by an indexed family of sets of linear potentials, {�2,(d9,y10)}(d9,y10)∈sp(D9,Y10) , where each set is defined as

�2,(d9,y10) = Prune
(
γ i |i = 1, . . . , |�1|

)
, (B.5)

and each linear potential γ i
2 ∈ �2,(d9,y10) is created by backprojection from a corresponding linear potential γ i

1 ∈ �1, as 
follows. For each state x9 ∈ sp(X9), the value of the linear potential γ i

2 is defined as

γ i
2,(d9,y10)(x9) =

∑
x10∈sp(X10)

P (x10|x9,d9, y10)γ
i

1(x10), (B.6)

where P (x10|x9, d9, y10) = φcond(x10|x9, d9, y10) is a normalized probability.

Eliminate observed chance variable Y10. The only relevant probability potential is φ2(Y10|X9, D9), and eliminating Y10 from 
this potential by sum-marginalization creates a vacuous probability potential. The only relevant utility potential is the 
piecewise-linear and concave utility potential, ψ2(D9, Y10, B(X9)), which is represented by the indexed family of sets of lin-
ear potentials, {�2,(d9,y10)}(d9,y10)∈sp(D9,Y10) . Multiplying this piecewise-linear and concave utility potential by φ2(Y10|X9, D9)

creates a new piecewise-linear and concave utility potential ψ ′
2(D9, Y10, B(X9)), represented by the indexed family of sets 

of linear potentials, {�′
2,(d9,y10)

}(d9,y10)∈sp(D9,Y10) . Eliminating Y10 from ψ ′
2(D9, Y10, B(X9)) by sum-marginalization creates 

a new piecewise-linear and concave utility potential, ψ3(D9, B(X9)), represented by an indexed family of sets of linear 
potentials, {�3,d9 }d9∈sp(D9) , where each set is defined as

�3,d9 = Prune
({

⊕y10∈sp(Y10)�
′
2,(d9,y10)

})
. (B.7)

This step can be performed more efficiently by interleaving the operations on piecewise-linear and concave utility potentials, 
which makes it unnecessary to create the intermediate piecewise-linear and concave utility potential, ψ ′

2(D9, Y10, B(X9)).

Eliminate decision variable D9 . When D9 is selected for elimination, there is no relevant probability potential and only 
one relevant utility potential: the piecewise-linear and concave utility potential ψ3(D9, B(X9)). Eliminating D9 by max-
marginalization creates the piecewise-linear and concave utility potential, ψ4(B(X9)), represented by a single set of linear 
potentials over the unobserved variable X9, defined as

�4 = Prune
(∪d9∈sp(D9)�3,d9

)
. (B.8)

Comparison. The steps performed by generalized variable elimination in eliminating these three variables are equivalent to 
the steps performed by incremental pruning, but not identical. Equation (B.6) differs from Equation (55) in two minor ways.

First, the probability P (x10|x9, d9, y10) in Equation (B.6) is different from the probability P (x10, y10|x9, d9) in Equa-
tion (55) for incremental pruning. However, when the observed chance variable Y10 is eliminated in the next step, the 
result is multiplied by the probability P (y10|x9, d9), and so, since

P (x10, y10|x9,d9) = P (x10|x9,d9, y10) · P (y10|x9,d9), (B.9)

the two computations are equivalent.
Second, the reward term R(xt , dt)/|sp(Yt+1)| in Equation (55) is missing from Equation (B.6). For the maze problem, 

there is no reward function associated with the decision variable D9. But if there were, the reward would be added to the 
piecewise-linear and concave utility potential ψ4(B(X9)) when eliminating the decision variable D9 by max-marginalization, 
which reflects the following alternative equations for the value functions computed by incremental pruning:

Vt(bt) = max
dt∈sp(Dt )

(
Rt(bt,dt) + V dt

t (bt)
)

(B.10)

V dt
t (bt) =

∑
zt+1

V dt ,yt+1
t (bt) (B.11)

V dt ,yt+1
t (bt) = P (yt+1|bt,dt)Vt+1(τ (bt,dt, yt+1)). (B.12)

Obviously, these equations are equivalent to Equations (51), (52) and (53) for incremental pruning, with the difference that 
the reward is included in Equation (B.10) instead of Equation (B.12).
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